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Tasks: text summarization and question answering Average human judgment is unbiased Cost savings depend only on automatic metric
correlation and annotator variance
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Problem: existing automatic metrics are biased
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