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«  Current summarization systems neglect that meetings are often accompanied by additional resources
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« Additional content-related sources can be considered to improve the model's context understanding
« Typically, generated summaries are general and not fitted to what the target reader looks for = not ideal for personal efficiency
A form of personalization can also be to detail content a target reader may be unfamiliar with using additional knowledge not present in the original transcript

« Asignificant link between multi-source and personalization when multi-source is not only seen as a tool to enhance context understanding but also a way to
introduce different sources/materials/etc. that can help to generate a more nuanced personalization of the content.

Motivation
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 Weintroduce MS-AMI, an adapted version of AMI
comprising 125 staged business meetings with processed
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We employ a RAG-based pipeline to improve We extract details about a target reader to
context understanding through multi-source personalize summaries
summarization
The structured 1nclusion of inferred Detalled personas improve
details significantly enhances summary personalization but introduce challenges
quality 1n handling and linking content to specific
. o readers
* Multi-source Summarization Improves contextual
understanding and Relevance + Improved Personalization with Persona Extraction
* Inferred Details Reduce Hallucinations +  P-infer+per provides the most tailored summaries
» Selective Integration Outperforms Simple » Linking content to specific personas remains
Concatenation Complex
Setup INFK REL FAC OVR Setup INF-P REL-P FAC OVR-P
G-infer 4.49%  404%% 4.78% 4.41% P-infer+per  4.51% 4.16% 4.65% 4.79%
G-ton 4 33 4.02%%  467% 430 P-per 4.43% 4.18% 4.59% 4,50
G-al 440 4.11%* 430 4357 P-infer 434 409  475% 435
G-none 431 3 70) 433 300 P-all 4.18 4.04 4.38 4.20
GOLD 3.79 3.59 4.98% 4,12 P-none 4.00 3.59 4.33 4.03
» LLM-based 5-point Likert scoring of » LLM-based 5-point Likert scoring of
the general multi-source meeting the personalized multi-source
sumimarization pipeline. meeting summarization pipeline.
; . L : : : ‘Laura, you as the Project Manager, led the kick-off meeting for the
n "’? kick-off m ggt/ng for a new project ,a team discusses the design of a new remote com‘ro/,g aiming for it to be original, trendy,
0 design of an original, trendy, and user-friendly remote control. and user-friendly. The team discussed the project’s financial goals,
+— The design process will involve three stages, with individual work targeting a selling price of 25 Euros and a production cost not
55) and collaborative meetings. The team considers various features, ex ceed/n/g 7/2- gUE uros. The /f eam explored z‘he;r//dea of int e})gr ating
qu.) such as combining multiple device controls into one adding ...” multiple e%cceog?/ggg /‘79 c/g Z;)Of%?snggf}y;eme'?n ng on the
«  Multi-source summarization improves quality « Phi-3 mini demonstrates that even significantly smaller models can
produce high-quality summaries, performing competitively with larger
 Persona-based personalization increases relevance models like GPT-4 turbo
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