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Background

An illustrative example of course-correction

An intriguing phenomenon
the model can steer away (i.e., 
halt) from generating harmful 
content autonomously

How to evaluate the course-correction capabilities of LLMs?



Evaluating Course-Correction Ability

To observe potential coursecorrection behavior

• prefill the input with IHR, which is the prefix derived from the corresponding FHR
• Use special tokens to mark that IHR is generated by the model itself

Sampling multiple decoding paths based on the input prompt of HR∥IHR

measure the proportion of paths that exhibit corrective behavior. 



Evaluating Course-Correction Ability

We report two metrics



Evaluation with

• Performance disparity in LLMs

• Larger models do not necessarily perform better (e.g. Qwen 7B performs best in the same family)

• Generally, the longer the length of the initial harmful content that has been generated, the harder it is 

for the model to course-correct, However, there are multiple exceptions (e.g., Llama2-Chat)



: A Synthetic Dataset for Preference Learning

• Course-correction is better than not. Responses that demonstrate a

clear effort to correct mistakes are valued higher than those that do not.

• Earlier correction is preferred over later correction. Responses that

correct harmful behaviors earlier in the response are preferred over

delayed corrections, reflecting the importance of prompt intervention in

maintaining the safety of interactions.

Value Principles



B

We experiment using C2 -SYN to provoke course-correction capabilities to 2 LLMs, and design our 

experiments to address the following four key research questions

: A Synthetic Dataset for Preference Learning

RQ1: Does preference learning improve LLMs’ ability to course-correct?

RQ2: Does learning to course-correct degrade overall performance? 

RQ3: Does learning to course-correct enhance LLMs’ resilience to                                                              

jailbreak attacks?

RQ4: How well does C 2 -SYN transfer to improve out-of-distribution 

(OOD) LLMs?



Results

RQ1: Does preference learning improve LLMs’ ability to course-correct?



Results

RQ2: Does learning to course-correct degrade overall performance? 



Results
RQ3: Does learning to course-correct enhance LLMs’ resilience to                                                              

jailbreak attacks?



Results
RQ4: How well does C 2 -SYN transfer to improve out-of-distribution 

(OOD) LLMs?



Results



Conclusion
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Contributions:
We systematically investigate the problem of course-correction in the context of harmful content

generation within LLMs:

• We develop C2-EVAL and evaluate ten prevalent LLMs

• We construct C2-SYN and use DPO on two LLMs

• Results demonstrate that preference learning with our synthetic data can improve two models’

overall safety without harming general performance.

Limitations
• Dataset Bias

• Evaluation Method

• Training Algorithm Selection

• Model Selection
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