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Abstract
In this paper, we present three approaches
to automatic ranking of relevant verb
phrases extracted from historical text.
These approaches are based on conditional
probability, log likelihood ratio, and bag-
of-words classification respectively. The
aim of the ranking in our study is to
present verb phrases that have a high prob-
ability of describing work at the top of the
results list, but the methods are likely to
be applicable to other information needs
as well. The results are evaluated by use
of three different evaluation metrics: pre-
cision at k, R-precision, and average pre-
cision. In the best setting, 91 out of the
top-100 instances in the list are true posi-
tives.

1 Introduction

Automatic analysis of historical text is of great in-
terest not only to the language engineering com-
munity, but also to historians and other researchers
in humanities, for which historical texts contain
information relevant to their research. This infor-
mation is however not easily accessed. Even in
cases where the text has been digitized, contem-
porary tools for linguistic analysis and information
extraction are often not sufficient, since historical
text differs in many aspects from modern text, with
longer sentences, a different vocabulary, varying
word order, and inconsistencies in both spelling
and syntax.

In this paper we address the problem of in-
formation extraction from historical text, more
specifically automatic extraction and ranking of
verb phrases describing work. This particular in-
formation need has arisen within the Gender and

Work project, where historians are storing infor-
mation in a database on what men and women did
for a living in the Early Modern Swedish soci-
ety (i.e. approximately 1550–1800). During this
work they have found that working activities in
their source material are most often expressed in
the form of verb phrases, such as to fish herring or
to sell clothes (Ågren et al., 2011). Our approach
to information extraction from historical text, and
ranking of the extracted results, is however likely
to be applicable to other information needs as well.
Furthermore, the methods presented in this paper
are not dependent on semantically annotated data,
since the only information required is a goldstan-
dard containing positive and negative phrases.

In the ideal case, we would like to extract all
verb phrases from a historical text, correctly clas-
sify each instance as either describing work or not,
and finally present all phrases denoting work, and
no other phrases, to the end user. In reality, this is
however a tricky task. Even though we have ac-
cess to a database of phrases previously extracted
by the historians as describing work, this does not
guarantee that we know how to categorise similar
phrases occurring in other texts. For example, the
verb köpa (‘to buy’) is sometimes a working ac-
tivity related to trade, whereas in other contexts,
people buy things for non-commercial reasons. In
previously unseen texts, there will also most cer-
tainly be previously unseen word forms present,
which a classifier would not know how to handle.
This problem is further aggravated by the high de-
gree of spelling variation in historical text, and in-
consistently extracted phrases in the goldstandard
(see further Section 3).

Instead of doing a binary classification into
phrases denoting work versus phrases not denoting
work, we therefore try a ranking approach aiming
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to present those verb phrases that most probably
describe work at the top of the results list, whereas
phrases that are less likely to describe work will
be presented further down in the list. In this pa-
per we present three different approaches to verb
phrase ranking, based on 1) conditional probabil-
ity, 2) log likelihood ratio, and 3) bag-of-words
classification.

The outline of the paper is as follows. Related
work is given in Section 2. In Section 3 we de-
scribe the corpus data used in our study. The verb
phrase extraction method is presented in Section 4,
whereas the ranking methods are described in de-
tail in Section 5. In Section 6, the metrics used for
evaluating the ranking approaches are introduced.
Finally, the results are presented in Section 7, and
conclusions are drawn in Section 8.

2 Related Work

Previous work on information extraction and re-
trieval from historical text has mainly focused on
the problem of searching for certain word forms
in historical documents, where spelling variation
is challenging.

Baron et al. (2009) addressed the issue of text
mining from historical text by developing the
VARD 2 tool for automatic translation of histor-
ical word forms to a modern spelling as a prepro-
cessing step to text mining. The tool is dictionary-
based, and specifically aimed at the Early Mod-
ern English language. However, the tool comes
with a graphical user interface for interactive semi-
automatic adaptation of the tool for handling other
language variants as well. They evaluated the
adaptability of the tool on Shakespeare’s First Fo-
lio by first training the tool in the interactive mode
on a small sample of the text (5 000 words) cor-
responding to approximately 6% of the document.
Then the proportion of replaced spelling variants
was evaluated on the rest of the document, show-
ing an increase from 70.33% for VARD 2 in its
original setting to 73.75% after semi-automatic
training.

Hauser and Schultz (2007) tried an approach
based on weighted edit distance comparisons to
match search strings written in Modern German
against word forms occurring in documents from
the Early New High German period. Pairs of his-
torical word forms and their corresponding mod-
ern spelling, retrieved from several lexical sources,
were used as training data when learning edit dis-

tance weights for commonly occurring differences
in spelling between the historical language and
the modern language. They showed an increase
in information retrieval f-scores for historical to-
kens from 0.201 without edit distance matching to
0.603 in the best setting.

Pettersson et al. (2013) presented an approach
to automatic verb phrase extraction from Early
Modern Swedish text. Similar to the methods pre-
sented above, the verb phrase extraction process
involves a spelling normalisation step, where the
historical word forms are translated to a modern
spelling, before the extraction of verb phrases is
performed. This way, modern taggers and parsers
can be used for the linguistic analysis. In their
study, the spelling normalisation step is performed
by use of character-based statistical machine trans-
lation techniques. The verb phrase extraction re-
sults showed an increase in the amount of cor-
rectly identified verbs from 70.4% for the text in
its original spelling to 88.7% in its automatically
modernised spelling. Accordingly, the amount of
correctly identified complements (including par-
tial matches) increased from 32.9% to 46.2%.

Outside the context of historical data, there is of
course a lot of research done on information ex-
traction and data mining, which will not be pre-
sented here. Nevertheless, our ranking approaches
and the metrics used for evaluating them are in-
spired by research within this area.

3 Data

In our experiments, we make use of a subset of the
Gender and Work (GaW) corpus of Swedish court
records and church documents from the Early
Modern period. This subset consists of text snip-
pets, referred to as cases by the historians. Each
case typically contains 4–5 sentences, and com-
prises at least one phrase describing a working ac-
tivity. The corpus has been manually analysed by
the historians, and those phrases that were judged
as denoting work are stored in the GaW database,
with information on which case the phrase has
been extracted from. This means that we have ac-
cess both to the source text, and to the phrases
within this text that actually describe work. By
automatically extracting all the verb phrases from
the corpus (see further Section 4 for details on the
verb phrase extraction process), it is also possible
to infer what verb phrases in the corpus that have
not been stored in the database, and thus have been
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judged not do describe work.

This binary classification of verb phrases is of
crucial importance to the verb phrase ranking ap-
proaches presented in this paper. It is however not
a trivial task to decide which of the automatically
extracted verb phrases that should be classified as
denoting work, when comparing them to the gold-
standard of phrases extracted by the historians.
Requiring the automatically extracted phrase to be
identical to the manually extracted phrase would
not be suitable, since the phrases extracted by the
historians are not always phrases in the linguis-
tic sense, but may include constituents that would
normally be regarded as not belonging to the verb
phrase, such as clause adverbials, prepositional
phrases, and relative pronouns. Likewise, the
manually extracted segments sometimes exclude
constituents that would normally be regarded as
belonging to the verb phrase, such as indirect ob-
jects and adverbial complements. There are also
inconsistencies in the spans of the manually ex-
tracted phrases, probably partly due to different
excerptors.

Similarly, the automatic extraction of verb
phrases also results in incomplete verb phrases
and phrases containing superfluous constituents.
Still, since the overall aim of the verb phrase ex-
traction process is to present elements in the text
that may be of interest to the historians, partial
phrases and phrases containing extra constituents
would still point the user to the right text pas-
sage in the source material. Thus, both for train-
ing and evaluation we judge an automatically ex-
tracted verb phrase as describing work, if there
is at least one verb in common between the au-
tomatically extracted phrase and the manual ex-
cerpt. This means that we run the risk of extracting
the wrong instance and still judge it as correct, if
there are several instances of the same verb form in
the same case. This is especially true for frequent
homonyms such as ha (‘have’), which may be ei-
ther a temporal auxiliary or a main verb and thus
occur several times within the same case or even
within the same sentence. In most cases, though, if
the automatic excerpt has a verb in common with
the manual excerpt, both phrases refer to the same
instance. One authentic example from the GaW
database is the phrase sålt een gårdh till hr Leijon
Crona (‘sold a farm to Mr Leijon Crona’), which
in the automatic excerpt is given as the shorter
phrase sålt een gårdh (‘sold a farm’), but will still

be regarded as a true positive (i.e. a phrase describ-
ing work).

Even though it has been stated that working
activities in the GaW corpus are most often ex-
pressed in the form of verb phrases, the phrases
stored in the GaW database do not always con-
tain a verb. Common non-verb phrases in the
GaW database are noun phrases (träägårdz dräng
på gården, ‘garden servant at the farm’), present
participles (lius säljning, ‘selling of candles’), and
past participles or adjectival phrases (avlönad vid
Gripsholm 1572, ‘paid at Gripsholm 1572’). Since
our verb-oriented approach explicitly aims at ex-
traction of verb phrases, only phrases in which the
tagger is able to identify a verb has been included
in our datasets, both for training and for evalua-
tion.

The datasets used in our experiments are pre-
sented in Table 3, where sents refers to the num-
ber of sentences in the corpus, VPs are the total
amount of verb phrases in the corpus, and Work
VPs are the amount of these verb phrases that have
been judged by the historians as denoting work.

sents VPs Work VPs
Training 10,623 37,606 10,241
Evaluation 1,358 4,770 1,254

Table 1: Datasets used in our experiments.

As seen from the table, approximately 27% of the
verb phrases in the corpus are phrases describing
work. It should however be noted that this subset
of the corpus is biased towards phrases describ-
ing work, since the corpus does not comprise the
whole source documents, but only those sections
within the documents that actually contain some
element describing work.

4 Verb Phrase Extraction

For the task of verb phrase extraction from histor-
ical text, we adopt the method introduced by Pet-
tersson et al. (2013), as illustrated in Figure 1.
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Figure 1: Verb phrase extraction overview.

First, the historical text is tokenised using standard
tokenisation methods. The tokenised text is then
automatically normalised to a modern spelling, us-
ing character-based statistical machine translation
methods trained on the same data as described in
Pettersson et al. (2013). After spelling normali-
sation, the modernised text is tagged and parsed
using state-of-the-art tools trained for the contem-
porary language, in this case the HunPOS tagger
(Halácsy et al., 2007) with a Swedish model based
on the Stockholm-Umeå corpus, SUC (Ejerhed
and Källgren, 1997), and the dependency parser
MaltParser version 1.7.2 (Nivre et al., 2006a) with
a pre-trained model based on the Talbanken sec-
tion of the Swedish Treebank (Nivre et al., 2006b).
Finally, the resulting annotation is projected back
to the text in its original, historical spelling. This
yields a tagged and parsed version of the histor-
ical text in its original spelling, from which the
verb phrases are extracted based on the annotation
labels.

Using this method, Pettersson et al. (2013) re-
ported an f-score of 88.7% for verb identification,
with 46.2% correctly identified complements. In
the following, we will focus on the succeeding
verb phrase ranking problem, disregarding poten-
tial verb phrases that were not found in the extrac-
tion process.

5 Verb Phrase Ranking

In the ranking phase, the extracted verb phrases
are to be ordered so that those phrases that most
probably describe work are presented at the top of
the list, and those that most probably do not de-
scribe work are presented at the bottom of the list.
Even though we are focusing on ranking, the train-
ing data available is not ranked, but rather classi-
fied into phrases describing work and phrases not

describing work. This poses special challenges
in training the ranking system. We try three dif-
ferent approaches to verb phrase ranking, based
on conditional probability, log likelihood calcula-
tions, and bag-of-words classification respectively.
As a preprocessing step, automatic lemmatisation
of the extracted verb phrases (in their automat-
ically modernised spelling) is performed, based
on the Saldo dictionary of present-day Swedish
word forms (Borin et al., 2008), and the manu-
ally lemmatised SUC corpus (Ejerhed and Käll-
gren, 1997).

5.1 Conditional Probability

In the conditional probability approach, the prob-
ability that a verb phrase describes work, given the
verbs present in the phrase, is estimated. For ev-
ery verb in the phrase to be ranked, the probability
that this verb describes a working activity is here
estimated using the following formula:

A = number of times the specific verb is part of a
verb phrase judged as describing work in the
training corpus

B = total frequency of the verb in the training cor-
pus

P(A|B) = P (A∩B)
B

As the final ranking score for the phrase we use ei-
ther the maximum (i.e. the conditional probability
for the verb with the highest conditional probabil-
ity score), or the average (i.e. the average condi-
tional probability score over all the verbs in the
phrase). Furthermore, the conditional probability
approach is applied both to purely tokenised data
(after spelling normalisation) and to lemmatised
data, yielding a total of four different settings for
this approach.

5.2 Log Likelihood Ratio

Similar to the conditional probability approach,
the log likelihood approach also compares the
number of times a certain kind of verb phrase has
been judged as denoting work to the number of
times it has occurred in the corpus without being
extracted. One advantage of the log likelihood ra-
tio is however that it also takes into account the
number of times a specific token occurs in the
corpus, relative to other tokens, rendering a more
fair score for low-frequency tokens as compared to
high-frequency tokens. We calculate the log like-
lihood ratio (llr) in accordance with the formula
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presented by Dunning (1993), defined as below:

Event A Everything but A
Event B k_11: A + B k_12: B only
Everything but B k_21: A only K_22: Neither A nor B

H = Shannon’s entropy, computed as the sum of

(k_ij / sum(k)) log (k_ij / sum(k))

llr = 2 sum(k) (H(k) - H(rowSums(k)) - H(colSums(k)))

Applied to the verb phrase ranking problem, the
following values are used for the log likelihood
variables in order to retrieve a ratio for the like-
lihood that a certain verb denotes work:

• k_11
The number of times a specific verb occurred
in the training corpus and was part of a phrase
that the historians extracted as a phrase de-
scribing work.

• k_12
The number of times the same verb oc-
curred in the training corpus without being
extracted.

• k_21
The number of times any other verb occurred
in the training corpus and was part of a phrase
that the historians extracted as a phrase de-
scribing work.

• k_22
The number of times any other verb oc-
curred in the training corpus without being
extracted.

The log likelihood ratio is always given as a pos-
itive number. Thus a high number could either
mean a high probability that the phrase describes
work, or a high probability that the phrase does
not describe work. For the actual ranking, we have
therefore taken into account the relative frequency
with which the verb has been judged as describing
work in the training corpus, compared to the fre-
quency with which the verb occurred in the train-
ing corpus without being extracted. If the verb in
question occurs most frequently without being ex-
tracted, the log likelihood ratio is prefixed with a
minus sign, and treated as representing the prob-
ability that the phrase at hand does not describe
a working activity. In other cases, the probability
score is left as a positive number, thus represent-
ing the probability that the phrase at hand actually
describes a working activity.

We have tried the following log likelihood set-
tings applied to the ranking problem, where each
setting has been tested based on normalised word
forms as well as lemmatised data, yielding a total
of twelve different settings:

words/lemmas The log likelihood ratio is calcu-
lated on the basis of all the tokens (or lem-
mas) in the phrase. The log likelihood score
for the token/lemma with the highest log like-
lihood ratio is chosen as the ranking score for
the whole phrase.

vb The log likelihood ratio is calculated solely on
the basis of the verbs in the phrase. The like-
lihood score for the verb with the highest log
likelihood ratio is chosen as the ranking score
for the whole phrase.

vbcomp The log likelihood ratio is calculated
separately for the verbs and for the non-verb
tokens (or lemmas) in the verb phrase. The
sum of the maximum verbal log likelihood
and the maximum non-verbal log likelihood
is chosen as the ranking score for the whole
phrase. The hypothesis is that the verbal
complements are of importance to distinguish
in what contexts a certain verb describes a
working activity. For intransitive verbs, only
the maximum verbal log likelihood ratio is
used for scoring.

vbcomp nn The log likelihood ratio is calculated
as in the vbcomp setting, but for the non-
verbal calculations, only the nouns are taken
into account.

cooc The log likelihood ratio is calculated for the
co-occurrence of the verb and each token
(or lemma) in the complements. The maxi-
mum co-occurrence log likelihood is chosen
as the ranking score for the whole phrase. For
intransitive verbs, the maximum verbal log
likelihood ratio is used for scoring.

cooc nn The log likelihood ratio is calculated as
in the cooc setting, but only the nouns in the
complements are accounted for.

5.3 Bag-of-Words Classification

In the bag-of-words classification approach, we
run a support vector machine (SVM) classifier
with the sequential minimal optimization (SMO)
algorithm as defined by Platt (1998). All experi-
ments presented here are run with the default lin-
ear kernel SVM/SMO settings in the Weka data
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mining software package version 3.6.10 (Hall et
al., 2009). As training data we use the verb phrases
in the training part of the GaW corpus, classi-
fied into those that do describe working activi-
ties (i.e. have been extracted by the historians)
and those that do not describe working activities
(consequently those that were not extracted by the
historians). We try three different feature selec-
tion models for the verb phrase ranking problem,
where each model has been applied both to nor-
malised word forms and to lemmatised data, yield-
ing a total of six different settings:

bag of words/lemmas Each word type (or
lemma) occurring in the verb phrases in the
training corpus is stored as a feature in the
model. For every verb phrase to be ranked,
each feature is then assigned a value of 1 or
0, depending on weather the specific word
form (or lemma) represented by the feature
is present in the phrase to be ranked or not.

bag of verbs In the bag-of-verbs setting, only
those word forms (or lemmas) that the tagger
has analysed as verbs are stored as features.
Likewise, only word forms (or lemmas) in the
phrase to be ranked that have been analysed
as verbs will be compared towards the list of
features.

bag of verbs and nouns The bag-of-verbs-and-
nouns setting is similar to the bag-of-verbs
setting, with the exception that both verbs
and nouns are accounted for in this setting.
The hypothesis is that the verbal comple-
ments, and in particular the nouns occurring
in the complements, are of importance to
distinguish in what contexts a certain verb
describes a working activity.

6 Evaluation

Three different evaluation metrics are applied to
the verb phrase ranking results: precision at k, R-
precision, and average precision. In accordance
with the arguments given in Section 3, an extracted
verb phrase is here judged as describing work as
long as there is at least one verb in common be-
tween the automatically extracted phrase and a
manual excerpt from the same case.

6.1 Precision at k
Precision at k is defined as the precision at certain
positions in the list of ranked instances (Manning
et al., 2008). For example, precision at 10 is the

precision achieved for the top-10 instances in the
list. For our evaluation, we include precision at 10,
50, and 100 respectively.

6.2 R-precision

R-precision is similar to precision at k, but
requires a goldstandard defining the total number
of relevant instances. R-precision is then cal-
culated by retrieving the precision score at the
position in the list where the number of extracted
verb phrases is equal to the number of relevant
verb phrases in the goldstandard. At this point,
precision and recall are the same, which is why
this measure is sometimes also referred to as the
break-even point (Craswell, 2009). R-precision
can be summarised in the following formula:

R = number of relevant phrases in goldstandard
r = extracted relevant phrases at position R
R-precision = r

R

In our case we know that the total number of verb
phrases denoting work in the evaluation part of the
corpus is 1,254. Hence, R-precision is defined as
precision at 1,254.

6.3 Average Precision

Average Precision (AVP) is calculated on the basis
of the top n results in the extracted list, where n
includes all positions in the list until all relevant
instances have been retrieved (Zhang and Zhang,
2009). The average precision can be expressed by
the following formula:

r = rank for each relevant instance
P@r = precision at rank r
R = number of relevant phrases in goldstandard
Average precision =

∑
r P@r
R

7 Results

7.1 Conditional Probability

Ranking based on conditional probability leads to
a substantial improvement in the coverage of verbs
denoting work among the top-listed instances, as
compared to the baseline case, where the verb
phrases are not ranked at all, but simply displayed
in the order in which they appear in the source text.

As shown in Table 2, not a single verb phrase
describing work is among the top-10 instances
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p10 p50 p100 R-pre AVP
baseline 0.00 0.10 0.14 0.23 0.24
vb tok avg 0.50 0.66 0.63 0.46 0.44
vb lem avg 0.30 0.64 0.64 0.44 0.43
vb tok max 0.80 0.66 0.70 0.48 0.49
vb lem max 0.60 0.68 0.72 0.47 0.49

Table 2: Results for verb phrase ranking based on conditional
probability. p10 = precision at 10, p50 = precision at 50,
p100 = precision at 100, R-pre = R-precision, AVP = average
precision, baseline = results for the unranked list, tok = token-
based model, lem = lemma-based model, avg = probability
score based on average value, max = probability score based
on maximum value.

without ranking, and only 10% of the top-50 in-
stances are phrases describing work. This could
be compared to the token-based model using the
maximum value for ranking, where eight out of the
top-10 instances are true positives, and 66% of the
top-50 instances denote work. At the break-even
point (R-precision), nearly half of the positive in-
stances are covered in this setting, as compared to
only 23% without ranking. The average precision
value follows the R-precision value closely for all
settings.

The results also show that ranking based on
the highest ranked verb for each phrase, rather
than averaging over all the verbs, works the best.
Furthermore, we had expected a positive effect
of lemmatisation, but interestingly lemmatisation
does not help much in the ranking process, and
sometimes even lead to lower scores, especially
for the models based on average. One reason could
be that the kind of documents we are working with
(court records and church documents) are almost
exclusively written in the past tense, limiting the
amount of different verb forms occurring for each
lemma. There are also large groups of verbs denot-
ing work, such as köpa (‘to buy’), sälja (‘to sell’),
arbeta (‘to work’), tjäna (‘to serve’) etc, that are
so commonly occurring in the GaW database that
lemmatisation is of little help in the ranking pro-
cess.

Despite the promising results, there is still room
for improvement. The main problem with the con-
ditional probability approach is that no consider-
ation is taken to the number of times a specific
verb occurs in the training corpus. Hence, if a cer-
tain verb occurs only once in the training corpus,
and has been extracted by the historians, it will get
the probability 1 of denoting work, and end up at
the top of the list. This will be disadvantageous
to verbs like sell or buy that occur many times in

the corpus and are often, but not always, extracted
by the historians. Likewise, verbs occurring only
once without being extracted will always end up at
the bottom of the list, together with previously un-
seen verbs. As discussed in Section 5.2, this skew-
ness is addressed by the log likelihood approach.

7.2 Log Likelihood Ratio
The log likelihood approach, being more sophis-
ticated in balancing the probabilities for low fre-
quency versus high frequency word forms, shows
an improvement in the ranking results as com-
pared to the conditional probability approach, as
shown in Table 3.

p10 p50 p100 R-pre AVP
baseline 0.00 0.10 0.14 0.23 0.24
words 0.80 0.80 0.72 0.52 0.52
lemmas 0.60 0.70 0.74 0.45 0.47
vb tok 0.80 0.80 0.72 0.53 0.52
vb lem 0.50 0.68 0.77 0.51 0.49
vbcomp tok 0.80 0.84 0.83 0.46 0.49
vbcomp lem 0.80 0.80 0.79 0.45 0.49
vbcomp nn tok 0.90 0.82 0.78 0.53 0.52
vbcomp nn lem 0.90 0.82 0.80 0.46 0.49
cooc tok 0.90 0.76 0.81 0.36 0.42
cooc lem 0.70 0.74 0.78 0.35 0.40
cooc nn tok 0.50 0.76 0.77 0.31 0.35
cooc nn lem 0.50 0.74 0.77 0.31 0.35

Table 3: Results for verb phrase ranking based on the log
likelihood ratio. p10 = precision at 10, p50 = precision at 50,
p100 = precision at 100, R-pre = R-precision, AVP = average
precision, baseline = results for the unranked list, tok = token-
based model, lem = lemma-based model. See Section 5.2 for
a description of the other abbreviations used in the table.

It is hard to tell which log likelihood setting is the
best, since it depends on what evaluation metric
we consider. One option would be to look closer
at the results for precision at 100, since it would
be a possible scenario to only display the top-100
instances to the user. From these results, we see
that the models where the complements are taken
into account (vbcomp and cooc in the table) yield
better results than the plain verb-based models. It
is also clear that it is more successful to calculate
the log likelihood for the verb and the complement
separately, and return the sum of these values (vb-
comp), than to compute a log likelihood score for
the co-occurrence of the verb and any of the word
forms in the complement (cooc).

Furthermore, we get higher precision at k re-
sults when we compute the log likelihood for all
the word forms in the complement, than when
we only consider the nouns in the complement
(even though R-precision and average precision
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are slightly higher for the noun-restricted settings).
A closer look at the top-ranked phrases reveal that
they all include the indefinite article, as in sålt en
(‘sold a’), köpt en (‘bought a’), skjutit en (‘shot a’),
stulit en (‘stolen a’), etc. This is logical in a way,
since it indicates that it is of greater importance
to the log likelihood ratio that something is sold
or bought or worked with etc, than exactly what
is sold or bought or worked with, where the lat-
ter would be better expressed by the nouns in the
complement than by the indefinite article.

7.3 Bag-of-Words Classification

The ranking results for the bag-of-words classifi-
cation approach are presented in Table 4.

p10 p50 p100 R-pre AVP
baseline 0.00 0.10 0.14 0.23 0.24
words 0.60 0.88 0.84 0.49 0.53
lemmas 0.50 0.82 0.81 0.49 0.52
vb tok 1.00 0.92 0.87 0.52 0.55
vb lem 1.00 0.94 0.85 0.50 0.53
vbnn tok 0.80 0.92 0.91 0.50 0.54
vbnn lem 0.70 0.92 0.88 0.50 0.54

Table 4: Results for verb phrase ranking based on machine
learning. p10 = precision at 10, p50 = precision at 50, p100
= precision at 100, R-pre = R-precision, AVP = average pre-
cision, baseline = results for the unranked list, words = bag
of words, lemmas = bag of lemmas, vb = bag of verbs, vbnn
= bag of verbs and nouns, tok = token-based model, lem =
lemma-based model.

The results are generally higher than for both the
conditional probability method and the log likeli-
hood calculations. For the best precision at 100
results, 91% of the instances are verb phrases de-
scribing work. Similar to the results for condi-
tional probability and log likelihood ratio, lemma-
tisation generally has no positive effect on the re-
sults. Unlike the results for the log likelihood ap-
proach though, it seems beneficial to exclude non-
nouns from the complements in the machine learn-
ing approach. This is however only true for the
precision at 100 metric, whereas the other metrics
indicate the opposite.

7.4 Summary of the Results

Table 5 summarises the results for the methods
with the highest precision at 100 score within the
three different approaches. As seen from the table,
the bag-of-words classification approach yields
the highest score for every evaluation metric used
when comparing these results.

p10 p50 p100 R-pre AVP
baseline 0.00 0.10 0.14 0.23 0.24
cond prob 0.60 0.68 0.72 0.47 0.49
llr 0.80 0.84 0.83 0.46 0.49
bow 0.80 0.92 0.91 0.50 0.54

Table 5: Summary of the results for verb phrase ranking. p10
= precision at 10, p50 = precision at 50, p100 = precision at
100, R-pre = R-precision, AVP = average precision, baseline
= results for the unranked list, cond prob = conditional proba-
bility, llr = log likelihood, bow = bag-of-words classification.

8 Conclusion

In this paper we have presented three approaches
to ranking of relevant verb phrases extracted from
historical text, based on 1) conditional probability,
2) log likelihood ratio, and 3) bag-of-words classi-
fication. Neither of the methods are dependent on
semantically annotated data, since they all rely on
binary classified training data of verb phrases con-
taining the desired information versus other verb
phrases.

Even though the ranking systems were trained
on binary data rather than ranked data, all three
methods yield very promising results. The bag-
of-words classification approach reaches the high-
est scores according to all three evaluation metrics
used (precision at k, R-precision, and average pre-
cision). The best bag-of-words setting is token-
based (as opposed to lemma-based), taking both
the verbs and the nouns in the verb phrases into ac-
count in the ranking process. In this setting, 91%
of the top-100 instances in the results list are true
positives.

Although the experiments were conducted for
the specific task of extracting and ranking verb
phrases describing work in historical Swedish text,
the methods developed are language-independent
and could easily be applied to other languages and
information needs by simply altering the training
data. It would therefore be interesting to evalu-
ate the presented ranking methods on other infor-
mation needs, document types, source languages,
and time periods etc. Future work also includes a
user-based evaluation together with the historians.
The outcome of such an evaluation would not only
show to what degree the system is useful in the
extraction process, but also whether the phrases
stored in the database will be different in any way
when using our tool for extraction as compared to
a fully manual extraction process, for instance re-
garding consistency.
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