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Abstract

This paper summarizes the SIGHAN
2014 Chinese Word Segmentation bake-
off in several aspects such as dataset,
evaluation results. In addition, we ana-
lyze errors of segmentation by instance
and make a suggestion for improving
segmentation systems.

1 Goal of the Chinese word segmenta-

tion bake-off

Chinese Word Segmentation is the preliminary
step for Chinese information processing, which
is extremely important and never neglected. Due
to the properties of Chinese, the performance of
Chinese word segmentation has an effect on the
following analysis of Chinese text. As the organ-
izer of the bake-off in Chinese word segmenta-
tion, not only do we show the performance of all
participated systems, but also try to find out the
weak point of these systems. In this way, partici-
pants are able to learn advantages of their sys-
tems and realize the problems which they did not
pay attention to so that they could improve their
system according to our feedbacks, which turns
out to promote the study of Chinese word seg-
mentation.
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2.1

The dataset used in the SIGHAN2014 Chinese
word segmentation bake-off is formed by sam-
pling instances which are difficult to segment
from approximately 1.3T Chinese corpus. This is
a huge challenge for us. While sampling instanc-
es, we found that the distribution of sentences
which are hard to segment does not depend on
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domains, in other words, these sentences appear
in every domain.

2.2 Domains of dataset

Compared with the SIGHAN 2012 Chinese
word segmentation bake-off which only focuses
on the microblog domain, the dataset used in the
shared task in SIGHAN2014 is formed by sam-
pling sentences from a variety of domains. The
dataset involves many subjects in both social
sciences and natural sciences, and genres in-
volved in the dataset are also taken into consid-
eration. In this way, we can more clearly evalu-
ate if current segmentation techniques can per-
form well in a wide range of domains.

2.3  Makeup of dataset

The SIGHAN2014 Chinese word segmentation
bake-off mainly uses single sentences and para-
graphs for evaluations. Additionally, discourses
are also included.

As is known to all, there are two kinds of am-
biguities in Chinese word segmentation — over-
lapping ambiguity and combinatorial ambiguity,
which are difficult to deal with. In addition,
OOV (out of vocabulary), which includes neolo-
gisms, abbreviations and uncommon terminolo-
gy, is a challenge for Chinese word segmentation
as well.

First, we show why the ambiguity of segmen-
tation arises.

Segmentation ambiguity:

(1) Combinatorial ambiguity

It is not uncommon to see these words in Chi-
nese: PA. M. AR¥EHL, IEAE. —iE. —
. —H &

@© MA

A L2 b LK,
Here, } 7K is a noun.
—AEZAE, B s, HEZE, =i
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WAL &5 2t B A
Here, K is not a noun#¥ is a
verb rather than a noun.
@ Rt
SRR AT T 35 T % 0SB St
Here, W X is a verb.
TEVA T TIN5 995 28 1 3 or G 26 AR 2
o)A R IA R,
Here, N.X} is two words .
©FiiT/ 0
Mt g Ul , AW i 2 o MR 4 it v
[ By BAAL
—Z iR ML should be segmented
as B0 ¥
(2) Overlapping ambiguity: 715 & & 17 %
il
There are many overlapping ambiguities in
the dataset. For example:
IHIE A YBIEIE AK
OFR2E TAES : OB+ B 228 T+ TR+
(=
Afle: JAL+ e
'l:“':':'j_@: ‘DEP-FEF‘TL%-TL@
IEEFTE: IEEHEFR+FK P+ E
FEATHE R AT HTE+FE T
PURRIZ: DUF+RRIZ (* All systems
make a mistake segmenting this sequence)
Ee: T+ (* “%i” is a word
used in only a few domains)

2ZHK: FAHEK

We mainly test the performance of disambigu-
ation of systems. Given that some ambiguous
sequences of characters often appear in different
context, we sometimes use multiple sentences to
evaluate a sequence of characters. It is notable
that some sentences’ context can provide helpful
information while some sentences do not have
such information. We want to see the capability
of systems to use context to solve overlapping
ambiguities. For example:

T

A T T MOX A 2

T BB T R E RN
HRSHHEEE RIS
TEAL R b BRAR

oA T2 3 A 0k F it AT B AT 7
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WA TR A R R A DRI
TRAEAEE 4

A EEEEE i

ANRE LLAT s 2 3 L HE T R i B
FHIKCP R

ZIAT TRk

i DURRAT R4

Lo AT B IR

(P & ARSI

“FEAT

H1 P FEAT 54T 18] 3 % Z O Rh o 50
K

JUEMATAAT KR BURMEIR S

Forh g ik 2 BT AU Bk, EAEAT SUE

It HAEAT S EAHE R AR E

» AT WAE A REAEAFHIRT R T

FEAT B IHERE T

IAEAT 20T 3 RAJT AR IRH]

IA—LZHE, K. hr. #L TR TERE
FEAEAT

ABEHHE, FRIEARIELT,

As for names, we choose two lists of names as
example:

Example 1: FZERFIHITE (L) L
P H W) SRR B O TS 05 P R IR TN B2
() T8 (D TREGTRE B T5 S 75
fRERIFTN () TRttt (o) FLE e
FNRENESE RS TREHE

Example 2: XS R A5 4l H /738 204 15
T A BN AR AL A B B (B R PR R
EE=XNEMxIEE () XFF R X R % AT
B (L) VF = BE VR R 2 90 A8 A 9 56 A% i S8 A
RS (Lo
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Precision, recall and F-measure are used to eval-
uate participants’ systems, just as previous bake-
offs did. Since the number of participants is not
large (6 institutes and 7 systems), we can analyze
the systems in detail for finding the weak points
of the systems, which would promote the study
of Chinese word segmentation.

Evaluation Results



Precision, recall of F-measure of participants' systems

1 _
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Table 1: Distribution of P,R,F of systems participating in this bake-off

Precision | Recall | F-Measure
_ _ 2012 | 0.1314 | 0.0845 | 0.1087
3.1 Automatic Evaluation 2014 | 0.1455 | 0.1224 | 0.1342

For automatic evaluation, Precision, recall and F-
measure are used to evaluate participants’ sys-
tems.

The performance of 7 systems of 6 institutes
participating in the bake-off is shown in Tablel.

Table 1: Precision, recall and F-measure of all

systems participating in this bake-off

We compare the results in the bake-off with

Table 4: Differences between the best system

and the worst system in 2012 and 2014

3.2

Manual Inspection

3.2.1 Why manual inspection

No. Precision Recall F-Measure In previous SIGHAN segmentation shared
System1 | 0.8734 0.8912 0.8822 task, precision, recall and F-measure are only
System2 | 0.9592 0.9566 0.9579 metric for evaluating systems. Although these
System3 | 0.8226 0.8555 0.8387 metrics can reflect systems’ performance to some
System4 | 0.9025 0.9032 0.9029 extent, they cannot clearly show the specific
System5 | 0.9673 0.9776 0.9724 weak point of the systems. It is likely that a sys-
System6 | 0.9681 0.9779 0.9730 tem achieving high PRF does not deal with some
System?7 | 0.8760 0.8597 0.8678 details well and makes some silly mistakes. On

the other hand, some systems whose PRF is not
high can address some specific segmentation
problems well. Of course, other factors such as

that in SIGHAN 2012 the size of dictionary might also affect the results.
_ Since SIGHAN 2012 Chinese word segmenta-

Precision | Recall | F-Measure tion bake-off, we have attempted to introduce

2012 | 0.946 | 0.9496 | 0.9478 evaluations for some specific cases, which could
2014 | 0.9681 |0.9779 | 0.9730 inform participants of the approximate accuracy

Table 2: The best systems in 2012 and 2014

Table 3: Systems by the same institute in
2012 and 2014
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range of each case and allow them to learn the
weak points of their systems.

bake-offs . ) .
By manual inspection, we found some typical
Procision | Recall | F-Measure mistakes which should have been corrected but
3012 | 09347 1093161 09331 were not solved by most systems.
2014 | 0.9681 |0.9779 | 0.9730 3.2.2 Methods of manual inspection

We use different types of lines (a single line,
double line or dash line) to indicate how to seg-
ment a sequence of Chinese characters.



Fel o, BERM O Hm &2 2 NMA o2 o, i HRM A
MRss BE A & ., WE A M oRE )R MK ER . BEx iz

wH FER AR fmA Fox o, HEM MK RS EA AN EsE . M
w o BB PIE o R & HBEKW WK kRS RE . 4 fF He

FHOE o T HERM MK kg . kE OEx ##E GE ze K Ok 2
Rir fFH . .

FHek o, HEM A Hm 82 S MH o2 oW, HIRM A
MR BE A &, WE A HE B o B ) % MK w . Ex W
e ¥ FEER AR AN Kr

FHek o, HEM WA Hm 82 S MH o2 oW, B A
R BE A &, WE A O RE )T % WAk R . BEx W%
W FE R/ K SN Fox

el o, HEM A Hm &2 e MH o2 o, i HERM A
Mg FE A owm o, NE A B mE B % WK R . Ex
o ¥ FE /R X fmA Kr o,

Fel o, HERM O Hm 52 e NMH o2 Ko, i HERM A
MRy mE A oo, NE OAME M B B T % WA R . EX %
W EE /B AKX SN RKrx

FHek o, £ HEM A Hm 82 e MH o2 Ko, i HIRM A
MRy BE A &, WE A MR HE T % WA R . B %
W EH B AKX SN Rr

Fis B, HEM K Hz /[ 7 MA Zi . 8 HEM A
Mg FE A owm o, NE OAME B o w7 % MA ER E e
W EE R A% HEA FBx

Table 5: Using different types of lines as indicators to conduct human inspection

Example 3: Merge
XS ORI A R
a single line indicates that the sequence
should be merged as il AL
Example 4: Segment
e AR K K
a double line indicates that the sequence
should be segmented as: B [A] [

Example 5: Re-combine

b e R W R
a dash line indicates that the sequence
should be re-combined as

By using different types of lines as indicators,
one can easily learn the mistakes made by each
system, as table 5 shows.

As shown in table 5, only one system seg-
ments the sequence without any mistake. In con-
trast, one of the systems makes many mistakes
when segmenting simple terms, which may arise
from the problem of word-collection or some
further problems.
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4 Analysis of Results

4.1 Excessive word-collection may have an

adverse effect

In table 6, only one system segments “*J75°.

It can be verified by table 7 that this system
did not include ‘¥ 75" in its dictionary.

As shown in table 6 and table 7, a system
which includes X} 77’ in its dictionary seg-
ments ‘X 77’ correctly while others make a
mistake here. We hope that the system actually
pays attention to the detail rather than happen to
segment it well. There are many similar cases
such as “*F%%’ and ‘fLAY’

Example 6: 2 "lJRK PS8 — oA BT
AVE BN B E Ah

“¥LE%” in example 7 is a noun while it is a
person’s name in example 2. Therefore, #1 f%
should be segmented in example 2.



fEOREH b, X Bm = ox B 5 ik AT F O B o W &
Dt N
OB Hoho, X /m osox oy FRi AT FIE OB % o o s
EeC RN
fEOREH b, XU BIm = oOx B 5 fRik AT OF X O % Ot M OH
S A FHik
fEREH B, XU BN s X oty Rl AT WX OB % o o s
EeC RN
fEOREE b, XU BIm s X oty ik AT FiE OB % U M HsE
R A
fEOREH b, X7 BIm = oOx B g fRik AT O F X O % Ot M OH
Dt N
f£oREsH b, T Il wmox hor SRl AT wE fER O M disE &
Table 6: Segmentation results of all systems for a sentence

X W5 A E OES o 7 W I MHE

R T O 1 S PR v I (< O I o |

X W5 O EE B b X K IF MHE

X W5 g O EER P W W P AHE

X W5 g O EEN P X W P AHE

X W5 A EE 4 b X K PR A

X oW 5 e EEN b X 7 e B P A

Table 7: Segmentation results of all systems for another sentence

Example 7: fEALT=F PHLLI PU AL ST 11T 1
B, —HeHEAKAL A0, HAS. WS
AR, REERIGAL, AR EAE. SEAERITTIR
LB,

We can also give many other examples: 7L
[{T. can be surname], #)h¥-[f) can be surname],
F[F can be surname] 7, 172 [JRHE1T 28]
etc. To address these problems, an effective per-
sonal name recognition method is necessary.

4.2 A lack of attention to details

Example 8: kX34 L B0 56 45 5 60, [ 0
T3 B4 8 2 A DA B DT e ATTT A 38 i K] D 8
B AT UE LIRS, T gk M =2 0] 7 4 2 X
RS HATIZBNN

Example 8 is an instance in test set. In this
sentence, JEXF# appears three times and Bl
# appears twice. Nonetheless, some systems
cannot deal with these terms consistently. The
cause of the phenomenon is that the systems do
not exploit the context well.

W E W Pt EOE AL SR X
Ji WA RN UK DIl EAT i ORE
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Bl P % 4T 3 b ORES T [BESCH
2t ) XA CRA BT BB
¥y .

Example 9: T H-t5M EH Ak,

In example 9, seldom has &5 been used in
written language in recent years. However, a
good system is supposed to take into considera-
tion these cases. Incorrect segmentations are
shown as follows.

T #Ht 5 mE HBk
F H £t 5 ®LE Hk
5 Conclusion

Although languages have many properties in
common, their unique characters do not allow
researchers to directly use techniques for pro-
cessing other languages to process Chinese.

In addition, when devoted to language study,
one can find that Chinese has significant unique-
ness and flexibility, which should be paid much
attention to. Only by carefully analyzing unique
properties of Chinese can researchers come up
with a better solution to improving their systems.
Even though Chinese is so flexible that one can-




not use a rule to describe the problems of Chi-
nese word segmentation, researcher can try mul-
tiple rules to optimize their systems in multiple
aspects and multiple levels, which requires them
to be mindful of details.

As the organizers of this Chinese word seg-
mentation bake-off, we may need to scrutinize
details and make a standard which is detailed and
easy to operate. For the bake-off, we are going to
explore a better evaluation method which can
show the results of systems more reasonably and
objectively.
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