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Abstract 

An external lexicon quality measure 

called the L-measure is derived from the 

F-measure (Rijsbergen, 1979; Larsen and 

Aone, 1999). The typically small sample 

sizes available for minority languages and 

the evaluation of Semitic language lexi-

cons are two main factors considered. 

Large-scale evaluation results for the 

Maltilex Corpus are presented (Rosner et 

al., 1999). 

1 Introduction 

Computational Lexicons form a fundamental 

component of any NLP system. Unfortunately, 

good quality lexicons are hard to create and 

maintain. The labour intensive process of lexicon 

creation is further compounded when minority 

languages are concerned. Inevitably, computa-

tional lexicons for minor languages tend to be 

quite small when compared to computational 

lexicons available for more common languages 

such as English. 

The Maltilex Corpus is used in this paper to 

evaluate a cluster based lexicon quality measure 

adapted from the F-measure. The Maltilex Cor-

pus is the first large-scale computational lexicon 

for Maltese (Rosner et al., 1999). The choice of 

Maltese as the evaluation language presented 

some additional problems due to the Semitic 

morphology and grammar of Maltese (Mifsud, 

1995). An innovative approach to lexicon crea-

tion using an automated technique called the 

Lexicon Structuring Technique (LST) was used 

to create an initial computational lexicon from a 

wordlist (Dalli, 2002a). LST decreased the 

amount of work that is normally required to cre-

ate a lexicon from scratch by adapting a number 

of clustering, alignment, and approximate match-

ing techniques to produce a set of clusters con-

taining related wordforms. Lexicon clusters are 

thus analogous to lemmas in more traditional 

lexicons. 

This approach has many advantages for a lan-

guage having a Semitic morphology and gram-

mar due to the large number of wordforms that 

can be derived for a single lemma. Instead of 

processing every wordform individually, the 

whole cluster can be treated as a single entity, 

reducing processing requirements significantly. 

The close relationship of this lexicon defini-

tion and standard clustering systems (with lem-

mas corresponding to clusters), enabled the re-

use of cluster quality evaluation measures to the 

task of lexicon quality evaluation. There are two 

main ways of evaluating cluster quality which are 

summarised in (Steinbach et al., 1999 pg. 6) as 

follows: 

 

• Internal Quality Measure – Clusters are 

compared without reference to external 

knowledge against some predefined set of 

desirable qualities. 

• External Quality Measure – Clusters are 

compared to known external classes. 



Internal quality measures are not always desir-

able, since their very existence implies that better 

quality can be achieved by applying an internal 

quality measure in conjunction with some opti-

misation technique. An internal quality measure 

for cluster-based lexicons was not available ei-

ther. 

The two main external quality measures appli-

cable lexicon quality evaluation tasks are entropy 

(Shannon, 1948) and the F-measure (van 

Rijsbergen, 1979; Larsen and Aone, 1999). 

Entropy based quality measures assert that the 

best entropy that can be obtained is when each 

cluster contains the optimal number of members. 

In our context this corresponds to having clusters 

(corresponding to lemmas) that contain exactly 

all the wordforms associated with that cluster. 

The class distribution of the data is calculated by 

considering the probability of every member be-

longing to some class. The entropy of every clus-

ter j is calculated using the standard entropy 

formula ( ) ( )E j p pij ij
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 where nj is the 

size of cluster j, m the number of clusters, and n 

the total number of data points. 

The F-measure treats every cluster as a query 

and every class as the desired result set for a 

query. The recall and precision values for each 

given class are then calculated using information 

retrieval concepts. The F-measure of cluster j and 

class i is given by ( )
( ) ( )
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where r denotes recall and p the precision. Recall 

is defined as  ( )r i j

n
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fined as  ( )p i j
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, =  where nij is the number of 

class i members in cluster j, while nj and ni are 

the sizes of cluster j and class i respectively. The 

overall F-measure for the entire data set of size n 

is given by ( )[ ]F
n
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2 Lexicon Quality Measure 

Computational lexicons have an additional do-

main-specific external quality measure available 

in the form of existing non-computational lan-

guage dictionaries. Dictionaries can be used to 

compare the results generated by the automated 

system against those produced by human experts. 

Generally it can be assumed that reputable 

printed dictionaries are of a very high quality and 

thus provide a gold standard for comparison. For 

some languages, especially minority languages, 

the only available quality data would be in 

printed dictionary form. Unfortunately most non-

computational dictionaries are not amenable to 

automated analysis techniques since the process 

of re-inputting and re-structuring data into a 

computational dictionary format is generally so 

labour intensive that it becomes too expensive. 

Additionally, since every cluster and class 

correspond to a lemma, the number of classes to 

be considered is expected to number in the thou-

sands. This would make a straightforward appli-

cation of the F-measure an overly long process. 

A modified statistical sampling technique based 

on the F-measure that gives results that are ap-

proximately as good as the full application of the 

F-measure and that caters for the particular nu-

ances of lexicon quality evaluation is thus 

needed. 

The L-measure is such a new measure based 

on the F-measure that attempts to measure the 

quality of a given lexicon in relation to other ex-

isting lexicons that are possibly non-

computational lexicons (i.e. human compiled 

language dictionaries), taking into consideration 

that a full population analysis may not be practi-

cal under most circumstances. 

 

2.1 Lexicon Extraction from Dictionaries 

The L-Measure works by comparing two lexi-

cons, one derived from a gold standard represen-

tation in the form of human compiled dictionaries 

and the other being a computational lexicon 

whose quality is being assessed. In order to avoid 

confusion, formal definitions of the terms dic-

tionary, lexicon and wordlists are now presented. 

A dictionary D is formally modeled as a se-

quence <t1 .. th> of tuples of the form (l, def) 

where l denotes a lemma (i.e. a dictionary head-



word in a more traditional sense) and def is a 5-

tuple (m, r, c, i, o) with m containing morpho-

logical information that enables members of the 

lemma to be inferred or generated, r a set of rela-

tions to other lemmas, c a description of the dif-

ferent contexts where the lemma may be 

normally used, i containing meta-information 

about lemma l itself, and o an object containing 

additional information (such as etymology, ex-

amples of common use, etc.) Since multiple en-

tries of the same headword may be present in D 

the sequence is not injective, i.e. the sequence 

can contain duplicate elements. 

The main two differences between a dictionary 

and a lexicon are that different types of informa-

tion are stored about every lemma in the def 

component, and secondly, that a lexicon has an 

injective sequence of tuples (i.e. a sequence that 

does not have duplicates and where the exact or-

der is important) while a dictionary does not 

(since a dictionary does not need to force a 

headword to have one unique entry, especially in 

the case of printed dictionaries that often have the 

same headword appearing in multiple top-level 

entries). 

A dictionary D can be thus transformed into a 

lexicon L, denoted by L = lex(D), by filtering the 

tuple sequence <t1 .. th> making up D to include 

only the l components of every tuple. The filtered 

sequence is then transformed into an injective 

sequence of unique lemmas <l1 .. lu>, satisfying 

the requirements for a lexicon. Appropriate trans-

formations have to be defined to transform the 

def component from dictionary to lexicon format.   

The sequence of lemmas is then expanded to a 

canonical wordlist W. A canonical wordlist W is 

a sequence <w1 .. wu> of sets of strings generated 

from a lexicon L, denoted by W = can(L), by list-

ing all possible instances of every lemma in the 

lexicon (i.e. all possible wordforms of a particu-

lar lemma), in effect creating a full form lexicon.  

The canonical wordlist W thus has u sets of 

strings corresponding to u lemmas in the lexicon. 

The particular lemma used to generate a word-

form w is obtained by the operator lem(w). The 

sequence of lemmas used to generate W is de-

noted as lemmas(W). The union of two wordlists 

W1 ∪ W2 is defined to be the union of all sets of 

strings in both wordlists, 

i.e.
jiji

yxWWWyWx ∪=∪•∈∈∀
2121

,  

provided that lem(xi) = lem(yj) ∨ lem(xj) ∉     

lemmas(W2) ∨ lem(yj) ∉ lemmas(W1) holds. 

This definition ensures maximum coverage of 

the resulting canonical wordlist. An empty or null 

canonical wordlist results if no pair of strings 

obey the previously stated condition while the 

union of a wordlist with a null wordlist is the 

original wordlist itself.  

Similarly the intersection of two wordlists W1 

∩ W2 is defined to be the union of all sets of 

strings in both wordlists that have corresponding 

lemmas appearing in both wordlists, i.e. 

∀ ∈ ∈ • ∩ = ∪x W y W W W x yi j i j1 2 1 2
,  

provided that lem(xi) = lem(yj) holds. 

Note that this definition is concerned mainly 

with the lemmas and their associated wordforms 

themselves. Since lexicons are not just a list of 

lemmas and wordforms, other linguistic annota-

tions will have to be evaluated using other tech-

niques appropriate to the particular linguistic 

annotations added to the lemma entries. 

 

2.2 L-Measure Definition 

Given a lexicon L and a set of dictionaries D = 

{D1 .. Dk} transform the set of dictionaries D into 

a set of lexicons L' = {L1 .. Lk} using the lex 

transformation on every dictionary, thus 

( )U
k

i
DlexL

1

'= . Define W as the canonical word-

list obtained from L, W = can(L) and W' as the 

canonical wordlist obtained from L', 

( )U
k

i
LcanW

1

'=  under canonical wordlist union.  

Define Y to be the canonical wordlist of words 

common to both W and W', Y = W ∩ W'. The 

sample size S used for the L-measure is defined 

as α.|lemmas(Y)| where α is some value in the 

range (0..1) that controls the random sample size. 

Typically α should be set to somewhere between 

0.01 and 0.1. It is expected that the sample size 

will be large enough to assume that the sample is 

representative of the whole population. 

The L-measure of a lemma j in lemmas(W) and 

lemma i in lemmas(Y) is given by 
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, =  where nij is the number of lemma i 

members in lemma j, while nj and ni are the sizes 

of lemma j and lemma i respectively. The overall 

L-measure for the entire sample of size n is given 

by ( )[ ]L
n

n
L i j
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 is always in the 

range [0..1] and is proportional to the lexicon 

quality, with an L
*

  score of 1 representing a per-

fect quality lexicon with respect to the lexicon 

being used as a standard. 

Y is used instead of W' since lexical word cov-

erage is largely determined by the quality of the 

corpus used to create the lexicon. While this kind 

of analysis might be useful in determining the 

coverage of a lexicon the L-measure is oriented 

towards measuring quality rather than quantity, 

independently of the corpus that was used to cre-

ate the lexicon. 

 

3 Results 

The L-measure has been used to measure the 

quality of the Maltilex Computational Lexicon in 

relation to existing paper based dictionaries. The 

most comprehensive dictionary of Maltese was 

used to produce L', the comparison standard lexi-

con (Aquilina, 1987-1990). The capability of the 

L-measure to work with a statistical sample made 

a manual analysis of results possible without hav-

ing L' in digital form. 

The value for the sample size S was deter-

mined through a parameter α that was set to 0.01, 

meaning that 1% of all lemmas in the Maltilex 

Computational Lexicon were covered by the sta-

tistical sample. Since around 63,000 lemmas ex-

ist in the combined lexicon the sample size S was 

determined to be 630. The set of 630 lemmas 

chosen at random from the Maltilex Corpus con-

tained a total of 5,887 wordforms taken from the 

combined lexicon. 

The precision and recall for the samples were 

calculated individually to obtain the individual L-

measure for a range of lemmas. A fully worked 

out example of the calculation of the L-measure 

for the lemma missier (father) is given. Lem-

mas in the Maltilex Computational Lexicon are 

aligned automatically using a technique adopted 

from bioinformatics and hence the presentation 

of the wordforms in their aligned format (Dalli, 

2000b; Gusfield, 1997). 

The lemma missier (the Maltese word for fa-

ther with the cluster showing different forms like 

my father, your father, etc.) taken from the 

Maltilex Computational Lexicon, which repre-

sents lemma i, contains seven members as dis-

played below: 

 

m i s s ie r _ _ _ _ _ _  _ _ _ 

m i s s ie r e k _ _ _ _  _ _ _ 

m i s s ie r _ _ _ n _ a  _ _ _ 

m i s s ie r _ k o m _ _  _ _ _ 

m i s s i  r i _ _ _ j ie t n a 

m i s s ie r i _ _ _ _ _  _ _ _ 

m i s s ie r _ h o m _ _  _ _ _ 

 

The lemma missier, taken from Aquilina’s Dic-

tionary, which represents lemma j, can be used to 

generate the following ten members as displayed 

below: 

 

m i s s ie r _ _ _ _ _ _  _ _ _ 

m i s s ie r e k _ _ _ _  _ _ _ 

m i s s ie r _ _ _ n _ a  _ _ _ 

m i s s ie r _ k o m _ _  _ _ _ 

m i s s i  r i _ _ _ j ie t n a 

m i s s ie r i _ _ _ _ _  _ _ _ 

m i s s ie r a _ _ _ _ _  _ _ _ 

m i s s ie r _ _ u _ _ _  _ _ _ 

m i s s ie r _ h o m _ _  _ _ _ 

m i s s i  r i _ _ _ j ie t _ _ 

 

For this example, nj and ni are thus equal to 10 

and 7 respectively. Recall and precision values 

are calculated as ( ) 1
7

7
', ==missiermissierr

 

( ) 7.0
10

7
', ==missiermissierp respectively. 

 

The L-measure for the lemma missier is 

( ) 8235.0
7.1

4.1

7.01

7.012
', ==

+

⋅⋅

=missiermissierL  



The overall L-measure for the entire sample of 

5,887 wordforms is given by 

( )[ ]∑=
i

i
jiL

n
L ,max

5887

*

. The contribution of 

the lemma missier to the final L
*

 score is thus 

given by 8235.0
5887

7
= 0.000979226. A high 

precision floating point library was used to repre-

sent the individual contribution values since these 

are generally very small. Figures 1 and 2 show 

the precision and recall curves for the whole 

sample respectively.  
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Figure 1 Precision 
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Figure 2 Recall 
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Figure 3 Precision and Recall Trends 

 

 

Figure 3 shows moving average trendlines for 

precision and recall (precision is shown in a bold 

line on top, recall is the fainter line underneath). 

The average precision was 0.91748 and the aver-

age rate of recall was 0.661359. 
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Figure 4 Individual L-Measure Values 
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Figure 5 Individual L-Measure Values Trend 

 

Figure 4 shows the individual L-measure val-

ues for the sample. The values displayed in Fig-

ure 4 are those used to calculate the final L
*

 

value. Figure 5 shows the moving average trend-

line for the individual L-measure values. 

The average individual L-measure was 

0.707256882 while the average individual 

contribution of a lemma to the L
*

 value was 

0.000748924. The variance in the L-measure in-

dividual values was 0.065504369.  

The correlation between the L-measure and 

precision was 0.163665769 while the correlation 

between the L-measure and recall was 

0.922214452. 

The overall L
*

 score for the Maltilex Computa-

tional Lexicon was 0.4718. This score is quite 

intuitive when the various problems in the exist-

ing Maltese corpus used to create the Computa-

tional Lexicon are considered. This score means 

that the number of wordforms that are stored or 

that can be generated by the current lexicon 



needs to be expanded by around 53% in order to 

match the quality of the lexicon underlying 

Aquilina’s dictionary (Aquilina, 1987-1990). 

4 Conclusion 

The L-measure is a useful evaluation metric that 

can be used to measure the quality of a computa-

tional lexicon based on clustering concepts. The 

small data sample required by L-measure to give 

meaningful results makes it a practical measure 

to use in a variety of situations where massive 

amounts of data might not be available. This 

makes L-measure ideal for use in the evaluation 

of Language Resources for minority languages 

and also for quick benchmark studies that evalu-

ate the quality of a computational lexicon as it is 

being created. 

Compared with the F-measure, the L-measure 

will give highly similar results using less data. 

Naturally the validity of the L-measure results 

depends on the choice of the α value, which in 

turn determines the sample size. 

The lemma/cluster based approach of the L-

measure is suitable for the evaluation of Semitic 

language lexicons that often prove problematic to 

evaluation techniques based on English or Ro-

mance languages. 

The L-measure also has potential future appli-

cations in the comparison and evaluation of dif-

ferent lexicons. The individual L-measure scores 

can also be used to identify areas of similarities 

and differences between different lexicons 

quickly. 

The L-measure can also be adapted to other 

areas of Computational Linguistics as long as the 

concept of a cluster and some means of determin-

ing its precision and recall exist. Minimal 

changes are needed to adapt the L-measure to 

other domains making future adaptations likely. 
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