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Abstract

Marny lexical semanticrelations,suchas
the hyporymy relation, can be extracted
from text as they occur in detectable
syntacticconstructionsThis papershawvs
howv a hyperrym-hyporym based lexi-
con for Swedishcan be createddirectly
from a news papercorpus.An algorithm
is presentedor building partial hierarchi-
cal structuresfrom non domain-specific
texts.

1 Intr oduction

Automatic acquisitionof information on semantic
relationsfrom text hasbecomamoreandmorepop-
ularduringthelasttento fifteenyears.Thegoalhas
beento build varioustypesof semantidexiconsfor
usein naturallanguageprocessing NLP) systems,
suchassystemdor informationextraction/retrigal
or dialog systems. The lexicons are usedto intro-
duceextendedsemantiknowledgeinto thedifferent
systems.

Hand-huilt general-purposkexicons, suchasthe
WordNet(Fellbaum,1998),have oftenbeenusedto
bring semanticknowvledgeinto NLP-systems.Two
importantproblemsconcerning(semantic)exicons
arethoseof domaincoverageandupdatesFirstly, a
general-purposkexicon cannotbe expectedo cover
all specific words usedin different sub-domains.
Thereforetheneedfor domain-specifitexiconshas
recentlybeenbroughtto the surface.

Secondlyary lexicon, generalor specific,hasto
be updatedfrom time to time, in orderto keepup

with newv words and new usesof existing words.
Our minimally supervisednethodfor automatically
building partial hierarchiespresentsone way to
solve theupdateproblem.

The objective of this projectis to automatically
build a hierarchical hyporymy lexicon of noun
phrasegjivenlarge, part-of-speecltiaggedandlem-
matizedcorporathatarenotrestrictedo onespecific
domainortopic. Thelexiconwill thus,reflectpartial
hierarchicahyporymy structureghatbring forward
extendechyperrym-hyporym relations.

Section2 describegrevious work in the areaof
automaticacquisitionof semantidexicons, section
3 elaborate®n the principlesfor this work, andthe
remainingsectionsdescribethe implementationas
well asthe evaluationof the algorithmfor building
a hierarchicahyporymy lexicon.

2 Previouswork

Oneof thefirst studieson acquisitionof hyporymy
relationswasmadeby Hearst(1992). Shefoundthat
certainlexico-syntacticconstructionganbeusedas
indicatorsof the hyporymy relationbetweenwords
in text. Examplel shavs arelationof this kind and
anexample.Thenounphrase NP,’ is ahyperrym
and'((NP,, ) x NP, and|or) NP,’ is oneor more
(conjoined)nounphraseghatarethehyporyms:

such NP,as ((NP,, ) * NP, and|or) NP, (1)

‘suchcarsasVolvo, SeatandFord’

Hearstproposedurthermorethatnew syntacticpat-
ternscanbefoundin thefollowing way:



1. Usethelist of hyperryms-hyponms found by
thetypeof patterndescribedbove to searctor

placesn the corpuswherethetwo expressions

occursyntacticallycloseto eachother Savethe
syntacticexamples.

2. Examineall sared syntacticervironmentsand
find new usefulsyntacticpatterns.

3. Useeachnew patternto find more hyperrym-
hyporym examples.Continueat 1.

Caraballo(1999)usesa hierarchicaklusteringtech-
niqueto build a hyporymy hierarchyof nouns.The
internalnodesarelabeledby the syntacticconstruc-
tionsfrom Hearst(1992). Eachinternalnodein the
hierarchycanberepresentetyy up to threenouns.

Work by Riloff & Shepherd(1997) and Char
niak & Roark(1998)aimsto build semantidexicons
wherethe wordsincludedin eachcateyory or entry
arerelatedto, or area memberof the category.

Sanderson& Croft (1999) build hierarchical
structureof concepton the basisof generalityand
specificity They use materialdivided by different
text categgoriesandbasethedecisionof subsumption
on term co-occurrencen the different cataeyories.
A term x is saidto subsumey if the documentsn
which y occursare a subsetof the documentsin
which x occurs. The relationsbetweenconceptsn
their subsumptiorhierarchyare of different kinds
(amongotherthe hyporymy relation), and are un-
labeled.

Thework mostsimilar to oursis thatof Morin &
Jacquemir(1999). They producepartial hyporymy
hierarchiegyuidedby transitvity in therelation.But
while they work on a domain-specificcorpus, we
will acquirehyporymy datafrom a corpuswhichis
notrestrictecto onedomain.

3 Principles for building a hierarchical
lexicon

This sectionwill describethe principlesbehindour
methodfor building the hierarchicalstructuresn a
lexicon.

As the objectie is to build a nominalhyporymy
lexicon with partial hierarchical structures,there
areconditionsthatthe hierarchicaktructureshould
meet. The structurescan eachbe seenas separate

hyporymy hierarchies,and for eachhierarchythe
following criteriashouldbe fulfilled:

1. A hierarchyhasto be strict, sothatevery child
nodein it canhave oneparentnodeonly.

2. The words or phrasesorming the nodesin a
hierarchyshouldbe disambiguated.

3. Theorganizationin a hierarchyshouldbe such
that every child nodeis a hyporym (i.e. a
type/kind)of its parent.

Generally principle 1-2 above are meantto pre-
ventthe hierarchiesrom containingambiguity The
built-in ambiguity in the hyporymy hierarchypre-
sentedn (Caraballo,1999)is primarily an effect of
the fact that all information is composednto one
tree. Part of the ambiguity could have beensolved
if the requiremenbf building onetreehadbeenre-
laxed.

Principle 2, regarding keeping the hierarchy
ambiguity-free,is especiallyimportant, as we are
working with acquisitionfrom a corpusthatis not
domainrestricted We will have to constrairtheway
in whichthe hierarchyis growing in orderto keepit
unambiguousHadwe workedwith domain-specific
data(seee.g.Morin andJaquemin(1999)),it would
have beenpossibleto assumeonly one senseper
word or phrase.

The problemof building a hyporymy lexicon can
be seenas a type of classificationproblem. In
this specificclassificationtask,the hyperrym is the
class, the hyporyms are the class-membersand
classifyinga word meansconnectingit to its cor
recthyperrym. Thealgorithmfor classificationrand
for building hierarchieswill be furtherdescribedn
section6.

4 Corpusandrelevant terms

This work has beenimplementedfor Swedish,a
Germanidanguage.Swedishhasfrequentandpro-
ductve compounding,and morphology is richer
comparedo, for example,English. Compounding
affects the building of ary lexical resourcein that
the numberof differentword typesin the language
is larger, andthus,the problemsof datasparseness
becomemorenoticeableIn orderto, atleastpartly,



overcomethe datasparsenesproblem,lemmatiza-
tion hasbeenperformed. However, no attempthas
beenmadeto make adeepernalysisof compounds.

The corpus used for this researchconsistsof
293,692atrticlesfrom the Swedishdaily news pa-
per ‘DagensNyheter’. The corpuswastokenized,
taggedand lemmatized. The taggerwe used,im-
plementedby Megyesi(2001) for Swedish,is the
TnT-tagger(Brants,2000),trainedonthe SUC Cor
pus(Ejerhedet al., 1992). After preprocessinghe
corpuswaslabeledfor basenounphrasegbaseNP).
A baseNRncludesoptionaldeterminersand/orpre-
modifiers,followed by nominalheads.

Naturally conceptuallyrelevantterms ratherthan
nounphrasesshouldbeplacedn thelexiconandthe
hierarchies. For reasonsof simplification, though,
the choicewasmadeasto treathnominalheadswith
premodifyingnounsin genitive (within thelimits of
the baseNPdescribedabore) asthe relevant terms
to include in the hierarchies. However, premodi-
fiers describingamounts,suchas ‘kilo’, are never
includedin therelevantterms.

5 Lexico-syntacticconstructions

Lexico-syntactic constructions are extracted
from the corpus, in the fashion suggestedby

Hearst(1992). Five differentSwedishconstructions
has been chosen— constructions2-6 belov — as
a basisfor building the lexicon (an example with

the English translationis given belov for each
construction):

sadana N Py som ((NP,, ) * NP, ochleller) N P
(2)

‘sadanakanslorsommedkanslaoch barmtartighet’
/lit. suchfeelingsassympathyandcompassion/

NPy, (sa) som ((NP,, ) * NP, och|eller) NP,
3)

‘exotiska frukter som papaya,pepinooch mango’
/lit. exotic fruits suchaspapayapepinoandmango/

(4)

‘trafikinformationochannannformation’/lit. infor-
mationon traffic andotherinformation/

NP, (,NP,) % ochleller annan N Py,

NP, (,NP,) * ochleller liknande NP,  (5)

1Construction six requires a numerical expression
(num.epr.) greaterthanone.

‘riksdagen, stadsfullnaktige och liknande
forsamlingar’ /lit. the Swedish Parliament, the
town councilorandsimilar assemblies/

NP, (,NP,) % och|ellerN Py, num.expr.NP},
(6)
‘Osterleden och Vasterleden, de tvA mo-
torvagsprojekt’ /lit. the Eastway and the West
way, thetwo highway projects/

The basic assumptionis that these construc-
tions (henceforth called hh-constructions),yield

pairsof termsbetweerwhichthehyporymy relation

holds. After a manualinspectionof 20% of the

total numberof hh-constructionsit was estimated
that 92% of the hh-constructiongyive us correct
hyporymy relations. Erroneoushh-constructions
are mainly due to problemswith, for example,

incorrecttagging, but also changein meaningdue

to PP-attachment.

6 Building the hierarchical lexicon

To give an accuratedescriptionof the algorithm
for building the lexicon, the descriptionhereis di-
vided into several parts. The first part describes
how hyperryms/hypoyms aregroupednto classes,
building an unambiguoudexicon base. The sec-
ond partdescribeshowv arrangemeninto hierarchi-
cal structuress performedfrom this unambiguous
data. Last, we will describehow the lexicon is ex-
tended.

6.1 Classification

Therearetwo straightforvard methodsthat canbe
usedto classifythe datafrom the hh-constructions.
The first would be to group all hyperryms of the
samelemmainto one class. The secondwould be
to let eachhyperrym token (independentiyof their
lemma)initially build their own class,andthentry
to grouptokensaccordingto their sense.The first
methodis suitablefor building classegrom the hh-
constructiondor a domain-specificcorpus. How-
ever, whenworking with a news papercorpus,as
in our case this methodwould leadto possibleam-
biguity in the classes,as hyperryms of the same
lemmacanhave morethanonesense.
Thus,wechoosdo takethesecondmorecumber
someapproachin orderto avoid all possibleambigu-



...fever, pain,andothersymptoms...

Hyperrym: symptom; Hyporyms: fever, pain

s

class:symptom3

classfeature:symptom; classmembersfever, pain

Table1l: Exampleof how aninitial classis created
from a simplehh-construction.

ity in the lexicon. Avoiding ambiguityis important
astheresultof classificationwill be usedasa base
for building alexicon with hierarchicaktructures.
Initially, the hyperrym andhyporyms of the hh-
constructiongrom the text areusedto build a base
for a classsystem. An exampleof how an initial
classis createdfrom a simple hh-constructionis
givenin Tablel. EachclassX_N hasa classfea-
ture X which is the hyperrym’s lemma,whereN is
a unique numberdesignatingthe unique classand
wherethe classmembersarethe hyporym lemmas.
After this initial step, the unique classesare
groupedinto larger classes.Constraintsare put on
thegroupingprocessn orderto keeptheclassesin-
ambiguous? Two classesA andB canonly be col-

lapsedf they fulfill thefollowing two prerequisites:

1. Theclassfeaturesof the classedave to bethe
same.

2. There hasto be a non-emptyintersectionin
classmemberdetweerthe classes.

An exampleof a collapsingoperationof thiskind is
givenin Table2. As canbe seenin thetable,the
methodcapturescorrectsensedistinctionsas well
asincorrectones(i.e. two classesarecreatedvhen
thereshouldbe only one). The effect of thiswill be
further discussedn section8. Note however, that
some incorrect sensedistinctionsintroducedhere
are correctedthroughthe introductionof hierarchi-
calstructurewhichwill bediscussedh thenext sec-
tion.

6.2 Building hierarchical structure

Hierarchicalstructureis introducedin the lexicon
througha numberof rules, which are directedby

2plso, systeminternally all words, hyperryms and hy-
porymshave uniqueindex numberattachedo them.

symptoml: symptom, — killing, robbery
symptomz2: symptoms — fevery, atlment
symptoma3: symptoms — fevers, pain
symptom4: symptom, — eczema, irritation
_)

symptoml: symptom, — killing, robbery
symptom2: symptomeo — fever, ailment, pain

symptom4: symptomy — eczema, irritation

Table 2. Four classesare collapsedinto three
classesAfter the collapse correctsensalistinction
is keptbetweertheclassdenotedl andtheclasse®

and4. Incorrectsensalistinctionis createcbetween
theclasseslenoted?2 and4.

theoverall principle of transitvity in thehyporymy

relation. Thatis, if X is a kind of Y, and Y is

a kind of Z, thenthe two classescontainingthese
pairscanonly be composedf the hyporymy rela-
tion also holds betweenX and Z. In practice,the
threehyperrym-hyporym pairsX-Y, Y-Z andX-Z all

have to befoundin our corpus?

Next, wewill turnto theoutlineof theimplemen-
tation for building the hierarchicalstructuresfrom
the classexreatedhroughthe methoddescribedn
the previoussection:

1. For eachclassk amongall classes:
a. find all setsof classeghat canbe usedin
building hierarchieswith classk.
b. chooseonesetof classeshatshouldbeused.

2. Composaall chosersetsof classes.

3. Build treesthat reflect all the implemented
compoaositions.

A typical hierarchicalstructureof the kind that is
built herecanbe seenin Figure 1. The algorithm
for building this hierarchicalstructurewill now be
describedn moredetail:

Searchingfor a set of classesfor composition
is performedaccordingto the transitvity principle
describedabore. For each hyperrym-hyporym
pair X; — Y7 (see example belown), searchfor
two other classegqclass2 and 3) that containsthe
hyperrym-hyporym pairs Xo — Z; andY, — Zs

3For further discussion about transitvity in trees,
see(Wo0ds,1997).



respectrely:

Classl: X; —...Yq,...

[symptom2: symptoms — f ever, ailmenty, pain/
Class2: X9 — /AT

[symptomb5: symptoms —in fection,, headachel
Class3:Y; — RS

lailmentl: ailments —infections, fatiguel

For eachclass all setsof classeshatcanbeusedfor
compositionsgnto hierarchieg'classe + 3' consti-
tutesonesetfor classl) arestored.Fromthesesets
of classespneis randomlychoserfor implementa-
tion?

To implementthe compositionof the classesnto
a hierarchywe:

1. ConnectZ; andZ,, i.e.remove Z;
[symptomb5: symptoms - headachel

2. ConnecfY; andYj, i.e. renamey; by Y5
/symptom2: symptoms - fever, ailments,
painl

3. Moveall remainingclassmembersn class2 to
classl andremove class2
[symptom2: symptoms - fever, ailmenty,
pain, headachel

symptom

fever
ailment

/N

infection

headache
pain

fatigu
Figurel: Hierarchicalstructure.

It is alsopossibleto composesetsof classesvhere
classl = class2, but in thatcase step3. is left out.
The resultis, in ary case,two modified classes,
wherethe classearelinkedthroughthetermY;. In
casesvhereclassl # class2, class2 is erasedand
its classmembersare placedas classmembersin
“Thisis obviously not optimal; bettersolutionswould be to

find the ‘best’ set(for example,onethatcomposeslassesvith
mostmemberspr to implementall sets.

class3. Theresultof composingclassl-3is:

Classl: X; —...Y;, ...
[symptom2: symptom - fever, ailment,, pain,
headachel

Class3:Y; — /N
failmentl: ailment; - infection, fatiguel

In the final trees,all differentcompositionsare re-
flected.n this way, severalcompositiongmight co-
work to build trees,andthe morecompositionghat
areusedthedeepethetreewill be.

It is worth notingthat, whenary treeis built, end
nodes(i.e. non-internalhyporyms) with the same
lemmaasotherendnodesin the collapsedreeare
moved downwardsin the tree. The goalis to keep
only oneinstancej.e. the onethatis placedlowest
in thetree.Also, measurearetakenall alongin the
building processn orderto keepthetreeagyclic.

6.3 Extendingthe lexicon

Obviously, apartfrom the hyperrym-hyporym data
thatwe getfrom the hh-constructiondistedin sec-
tion 5, moredatacanbe foundin text. In orderto
capturesomeof the data,we proposea similar but
simpleralgorithmto that of Hearst(1992). The al-
gorithmis simplerin thatit doesnot searchfor new
syntacticervironmentsthat revealsthe hyperrym-
hyporym relation. Instead,it relieson the general
syntacticpatternin step2 (below) for finding new
lexical hyperrym-hyporym data:

1. Look through the previously extracted
hh-constructionsand extract the pairs of
hyperryms-hypoyms wherethe frequenyg of
the pairis higherthan2.

2. Searchn new datafor patternsof thefollowing
kind:
N Py, (funcword)+ NPy( NP,,)* andor NP,
whereN P, is abaseNPwhere(funcword)+ is
oneor morefunctionwords® andwherethese-

quencé (N P, (and|or))+ NP’ isaconjoined
nounphrase.

5A functionword is herenegatively definedasanything but
verbs(includingauxiliary verbs),adjectves,nounsor full stops.



3. Extract related hyperryms and hyporyms
where:

a.hyperrym from stepl. is headin N P,
b. hyporym from step1. is headin oneof the
nounphrasesn the conjoinednounphrase.

7 Results& Evaluation

The numberof extractedhh-constructiongrom the
original corpusis 14,828. Statistics describing
changesn the datathroughoutthe implementation
is presentedn Table3. Thetableshavs the change
in numberof top nodesaswell asin the numberof
d-pairs. A d-pair is definedas an orderedpair of
terms< t1,¢2 > in the hierarchywheretl domi-
natest2, andwheretl # t2. For example,from the
hierarchyin Figurel we geteightd-pairs.

The statistics in the last column in Table 3
presentghe numberof d-pairsper top nodein the
data. This is suggesteds a measuremendf how
comple thepartialhierarchiesareon average.

Thethreevaluesin Table3—numberof topnodes,
numberof d-pairs and d-pairs per top node— are
givenfor the original data,the original with the ex-
tendeddata theclassifieddataandfor thedatawhen
hierarchicalstructureis introduced.Valuesarealso
given for two possibleextractedlexicons (seebe-
low).

As canbe seenin Table 3, the numberof d-pairs
increasedhroughthe introductionof hierarchiesdy
2,071d-pairs(from 22,832to 24,903pairs). Therel-
atively low numberof new hyporymy relations(that
is d-pairs)is disappointing but with improvements
discussedater, the numbercould hopefully be in-
creased.

Evaluationof semantichierarchiesor lexicon al-
ways presentsa challenge. Usually humanjudges
areusedto evaluatethe result, or the resultis com-
paredagainsta gold-standardesource. Lacking a
suitableSwedishgold-standardour methodis eval-
uatedwith humanjudges.

In building a usabldexicon from the data,we try
to excludehierarchieswith few termsin them. Sev-
eral optionswere testedand two of them are pre-
sentedin Table3: onelexicon whereall top nodes
had at leastseren descendantfexicon-7) andone
where all top nodeshad at leastten descendants
(lexicon-10).

No. of No. of | d-pairsper
Data topnodes| d-pairs| top node
Original data 14,828* | 24,866/ 1,68
Orig. + ext. data| 15,669* | 28,133| 1,79
Classification | 11,914 | 22,832| 1,92
Hierarchy 11,202 24,903| 2,22
lexicon-7 259 5,557 | 21,45
lexicon-10 154 4,618 | 29,98

Table 3: Statisticsover numberof top nodesandd-
pairsthroughthe data. * No. of top nodesis equal
to the numberof hh-constructions.

Human
Judge

Percentagef d-pairs
judgedascorrect

67.4%
52.2%
54.1%
76.6%

judgel
judge2
judge3
judge4

Table4: Percentagef d-pairsfrom the partial hier-
archiegudgedascorrectby eachjudge. Total no. of
judgedd-pairsis 1,000.

The latter, lexicon-10, was usedin evaluation.
Thatis, 1,000 of the d-pairsfrom lexicon-10 was
randomlypickedin orderto evaluatethe partial hi-
erarchiesaandnew hyporymy relations.Fourhuman
judgeswereto decide for eachpair, if they thought
it wasa correctpair or not. Theresult,presentedn
Table4, is in therangeof 52.2%to 76.6%correct.

Table 5 presentsfive ways to look at the re-
sult. The first gives the averageresult over the
four judges.The secondat-least-one, givesthe per
centageof d-pairswhereat leastone of the judges
deemedhe pair ascorrect. The majority is the per
centageof d-pairswhere at leasttwo deemedthe
pair as correct, and the consensus option refersto
the percentagef d-pairswhereall judgesagreed.
The at-least-one option, the leaststrict of the mea-
sures,give us 82.2% correct,while the most strict
(the consensus) givesus41.6%correct.

The kappavalue (Carletta, 1996) was usedto
evaluatethe agreemenamongthejudgesandto es-
timate how difficult the evaluationtask was. Not



average 62.5%
at-least-one 82.2%
majority 71.0%
consensus 41.6%
kappa K=0.51

Table 5: Statisticson results from evaluation of
1,000d-pairs,by four judges.

surprisingly asevaluationof semantianformation,
in general,is hardto performon purely objectve
grounds,the kappavalueis ratherlow; thatis, the
value for four annotatorson the 1,000 d-pairsis
K=0.51. Thelow kappavaluefor theevaluationtask
reflectsthe greatmary problemsof evaluationsof
semantiadesourcedy humans Someof theseprob-
lemsarediscussedbelon:

While lemmatizationor stemmingis necessary
for performingthis kind of task, it may alsocause
problemsin caseswhere morphologyis important
for correctclassification. For example, while the
plural form of the word ‘boy’ (i.e. ‘boys’) is a
valid hyporym of the hyperrym ‘group’, the singu-
lar form would not be.

As was also reportedby Caraballo(1999), the
judges sometimesfound proper nouns (as hy-
poryms) hardto evaluate. E.g. it might be hardto
tell if ‘Simon Le Bon’ is a valid hyporym to the
hyperrym ‘rock star’ if his identity is unknavn to
thejudge.Oneway to overcomethis problemmight
be to give judgesinformation abouta sequenceof
higher ancestorsjn orderto make the judgement
easier

It is difficult to comparetheseresultswith results
from otherstudiessuchasthat of Caraballo(1999),
asthe datausedis notthe same.However, it seems
that our figuresare in the samerangeas thosere-
portedin previousstudies.

Charniak & Roark (1998), evaluating the se-
manticlexicon againstgold standardesourcegthe
MUC-4 andthe WSJcorpus),reportsthat the ratio
of valid to total entriesfor their systemlies between
20%and40%.

Caraballo(1999)let threejudgesevaluatetenin-
ternalnodesin the hyporymy hierarchy thathadat
leasttwenty descendantsCaseswherejudgeshad

problemswith proper nounsas hyporyms, corre-
spondingto thesementionedabore, werecorrected.
Whenthe besthyperrym was evaluated,the result
reportedfor amajority of thejudgeswas33%.

8 Discussionand futur e work

In this paper we have mainly beenconcentratingpn
algorithm developmentfor building the partial hi-
erarchiesand on evaluatingthe quality of the hy-
porymy relationsin the hierarchies.In future work
we will continueto put our efforts to includemore
of the extracteddatainto the hierarchies.

In classificationof hh-constructiordata (section
6.1),for example,thereis a greatmary classeghat
are never collapsedwhere there should have been
acollapse.Thatis, correctsensdalistinctionis cap-
tured(throughcorrectcollapses)butincorrectsense
distinctionis alsointroduceddueto lack of overlap
in hyporyms. For example,if two classeswith the
hyperrym ‘animal’ arefoundwherethereis nonon-
empty intersectionin hyporyms, ‘animal’ will in-
correctlybe treatedashaving two sensesThisis a
sideeffectof themethodwe areusingin orderto get
disambiguatedlatato build hierarchiegrom.

In mostcasesintroductionof incorrectsenselis-
tinction is dueto oneof two situations:first, when
the hyperrym only haspropernounhyporyms(e.g.
‘person’ or ‘artist’), the overlapin hyporymstends
to besmall. Secondlywhenthe hyperrym is avery
generalconcept,for example ‘part’, ‘question’ or
‘alternatve’, the hyporymswill rarely overlap. No
assessmertf the scopeof theseproblemshasbeen
performedin this study A morethoroughinvesti-
gationoughtto be performedin orderto know how
to overcomethe problemof incorrectsensdalistinc-
tions.

Also, the kind of general,underspecifiechyper
nyms,suchas‘question’mentionedabore arerarely
meaningfulasconcepton their own. As discussed
by Hearst(1992), more information is neededto
solve the underspecificationandthe missinginfor-
mationis probablyfoundin previous sentencesAn
improved algorithmhasto dealwith this problem—
eitherin excludingthis type of hyperryms,orin im-
proving on the conceptdy finding informationthat
solvestheunderspecification.

Madificationin thealgorithmto imposehierarchi-



cal structureshouldbe carriedout in the future, so
thatmorecompositionsareperformedor eachclass
(as discussedn section6.2). This, togetherwith
a more elaborateextensionalgorithm (section6.3)
shouldgive usfurtherhierarchicallinks in the lexi-
con.

Compoundanalysisand improvementson term
extractionfor Swedishwill alsobehelpfulin future
work. Improvementswould possiblyleadto more
collapseshy the algorithmpresentedn section6.1,
whichin turn would reducethe numberof incorrect
sensdlistinctions.

Theresultinghierarchiesarenot fully strict, e.g.
descendantef the samelemmatype canoccasion-
ally befoundin differentbranche®of the sametree.
This hasto be dealtwith in futureimplementations,
aswell.

9 Conclusions

We have shavn how an unambiguoushyperrym-
hyporym lexicon with partial hierarchiescan be
built from datathatis unrestrictecoy domain. The
algorithm hasbeenimplementedfor Swedish,but
we canassumeéhatthemethodeasilycanbeapplied
to otherlanguagesswell. Eventhoughthe number
of hierarchicalstructuresmposedby the methodis
ratherlow, the quality of the hyporymy relationsis
goodandwe believe thatimprovementsn thealgo-
rithm will increasehenumberof partialhierarchies.
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