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Abstract 

The development of a multi-document sum-
marizer using automatic key-phrase extraction 
has been described. This summarizer has two 
main parts; first part is automatic extraction of 
Key-phrases from the documents and second 
part is automatic generation of a multi-
document summary based on the extracted 
key-phrases. The CRF based Automatic Key-
phrase extraction system has been used here. 
A document graph-based topic/query focused 
automatic multi-document summarizer is used 
for summarization where extracted key-
phrases are used as topic. The summarizer has 
been tested on the standard TAC 2008 test da-
ta sets of the Update Summarization Track. 
Evaluation using the ROUGE-1.5.5 tool has 
resulted in ROUGE-2 and ROUGE–SU-4 
scores of 0.10548 and 0.13582 respectively. 

1 Introduction 

Text Summarization, as the process of identify-
ing the most salient information in a document or 
set of documents (for multi document summari-
zation) and conveying it in less space, became an 
active field of research in both Information Re-
trieval (IR) and Natural Language Processing 
(NLP) communities. Summarization shares some 
basic techniques with indexing as both are con-
cerned with identification of the essence of a 
document. Also, high quality summarization re-
quires sophisticated NLP techniques in order to 
deal with various Parts Of Speech (POS) taxon-
omy and inherent subjectivity. Typically, one 
may distinguish various types of summarizers. 

Multi document summarization requires creat-
ing a short summary from a set of documents, 
which concentrate on the same topic. Sometimes 
an additional query is also given to specify the 
information need of the summary. Generally, an 

effective summary should be relevant, concise 
and fluent. It means that the summary should 
cover the most important concepts in the original 
document set, contains less redundant infor-
mation and should be well organized. 

In this paper, we proposes a multi-document 
summarizer, based on key-phrase extraction, 
clustering technique and sentence fusion. Unlike 
traditional extraction based summarizers, which 
do not take into consideration the inherent struc-
ture of the document, our system will add struc-
ture to documents in the form of graph. During 
initial preprocessing, text fragments are identi-
fied from the documents, which constitute the 
nodes of the graph. Edges are defined as the cor-
relation measure between nodes of the graph. We 
define our text fragments as sentence. 

First, during preprocessing stage it performs 
some document-based tasks like identifying seed 
summary nodes and constructing graph over 
them. Then key-phrase extraction module ex-
tracts the key-phrases form the documents and it 
performs key-phrase search over the cluster to 
find a sentence identifying relevant phrases. 
With the relevant phrases, the new compressed 
sentence has been constructed and then fused for 
summary. The performance of the system de-
pends much on the identification of relevant 
phrases and compression of the sentences where 
the previous one again highly depends on the 
key-phrase extraction module.  

Although, we have presented all the examples 
in the current discussion for English language 
only, we argue that our system can be adapted to 
work on other language (i.e. Hindi, Bengali etc.) 
with some minor addition in the system like in-
corporating language dependent stop word list, 
the stemmer and the parser for the language. 
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2 Related Work  

Currently, most successful multi-document 
summarization systems follow the extractive 
summarization framework. These systems first 
rank all the sentences in the original document 
set and then select the most salient sentences to 
compose summaries for a good coverage of the 
concepts. For the purpose of creating more 
concise and fluent summaries, some intensive 
post-processing approaches are also appended on 
the extracted sentences. For example, 
redundancy removal (Carbonell and Goldstein, 
1998) and sentence compression (Knight and 
Marcu, 2000) approaches are used to make the 
summary more concise. Sentence re-ordering 
approaches (Barzilay et al., 2002) are used to 
make the summary more fluent. In most systems, 
these approaches are treated as independent 
steps. A sequential process is usually adopted in 
their implementation, applying the various 
approaches one after another. 

A lot of research work has been done in the 
domain of multi-document summarization (both 
query dependent and independent). MEAD 
(Radev et al., 2004) is a centroid based multi 
document summarizer, which generates summar-
ies using cluster centroids produced by topic de-
tection and tracking system. NeATS (Lin and 
Hovy, 2002) selects important content using sen-
tence position, term frequency, topic signature 
and term clustering. XDoX (Hardy et al., 2002) 
identifies the most salient themes within the doc-
ument set by passage clustering and then com-
poses an extraction summary, which reflects the-
se main themes. 

Graph-based methods have been proposed for 
generating query independent summaries. Web-
summ (Mani and Bloedorn, 2000) uses a graph-
connectivity model to identify salient infor-
mation. Zhang et al. (2004) proposed the meth-
odology of correlated summarization for multiple 
news articles. In the domain of single document 
summarization a system for query-specific doc-
ument summarization has been proposed (Vara-
darajan and Hristidis, 2006) based on the concept 
of document graph. A document graph-based 
query focused multi-document summarization 
system is described by Bhaskar and Bandyo-
padhyay, (2010a and 2010b). In the present 
work, the same summarization approach has 
been followed. As this summarizer is query in-
dependent, it extract the key-phrases and then the 
extracted key-phrases are used as query or key-
words.  

Works on identification of key-phrase using 
noun phrase are reported in (Barker and Cor-
rnacchia, 2000). Noun phrases are extracted from 
a text using a base noun phrase skimmer and an 
off-the-shelf online dictionary. Key-phrase Ex-
traction Algorithm (KEA) was proposed in order 
to automatically extract key-phrase (Witten et al., 
1999). The supervised learning methodologies 
have also been reported (Frank et al, 1999). 
Some works have been done for automatic key-
words extraction using CRF technique. A com-
parative study on the performance of the six 
keyword extraction models, i.e., CRF, SVM, 
MLR, Logit, BaseLine1 and BaseLine2 has been 
reported in (Chengzhi et al., 2008). The study 
shows that CRF based system outperforms SVM 
based system. Bhaskar and Bandyopadhyay 
(2012) have developed a supervised system for 
automatic extraction of Key-phrases using Con-
ditional Random Fields (CRF). 

First a key-phrase extraction system has been 
developed based on the Bhaskar and Bandyo-
padhyay’s (2012) method. Then a graph-based 
summarization system has been developed, 
where the key-phrase extraction system has been 
integrated for extraction key-phrases from doc-
ument, which are serves as query or topic during 
summary generation.  

3 Document-Based Process 

3.1 Graph-Based Clustered Model  

The proposed graph-based multi-document 
summarization method consists of following 
steps: 

(1) The document set D = {d1,d2, … dn} is 
processed to extract text fragments, which are 
sentences in this system as it has been discussed 
earlier. Let for a document di, the sentences are 
{si1, si2, … sim}. Each text fragment becomes a 
node of the graph. 

(2) Next, edges are created between nodes 
across the documents where edge score repre-
sents the degree of correlation between inter-
documents nodes. 

(3) Seed nodes are extracted which identify 
the relevant sentences within D and a search 
graph is built to reflect the semantic relationship 
between the nodes. 

(4) At query time, each node is assigned a 
key-phrase dependent score and the search graph 
is expanded. 

(5) A key-phrase dependent multi-document 
summary is generated from the search graph. 
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Each sentence is represented as a node in the 
graph. The text in each document is split into 
sentences and each sentence is represented with a 
vector of constituent words. If pair of related 
document is considered, then the inter document 
graph can be represented as a set of nodes in the 
form of bipartite graph. The edges connect two 
nodes corresponding to sentences from different 
documents. 

3.2 Construct the Edge and Calculate Edge 
Score 

The similarity between two nodes is expressed as 
the edge weight of the bipartite graph. Two 
nodes are related if they share common words 
(except stop words) and the degree of relation-
ship can be measured by equation 1 adapting 
some traditional IR formula (Varadarajan and 
Hristidis, 2006). 

  
Edge_Score =

((tf (t(u),w)+ tf (t(v),w))× idf (w))
w∈(t (u)∩t (v ))
∑

size(t(u))+ size(t(v))
 (1) 

where, tf(d , w) is number of occurrence of w in 
d, idf (w) is the inverse of the number of docu-
ments containing w, and size(d) is the size of the 
documents in words. Actually for a particular 
node, total edge score is defined as the sum of 
scores of all out going edges from that node. The 
nodes with higher total edge scores than some 
predefined threshold are included as seed nodes. 

But the challenge for multi-document summa-
rization is that the information stored in different 
documents inevitably overlap with each other. 
So, before inclusion of a particular node (sen-
tence), it has to be checked whether it is being 
repeated or not. Two sentences are said to be 
similar if they share for example, 70% words in 
common. 

Construction of Search Graph: After identi-
fication of seed/topic nodes a search graph is 
constructed. For nodes, pertaining to different 
documents, edge scores are already calculated, 
but for intra document nodes, edge scores are 
calculated in the similar fashion as said earlier. 
Since, highly dense graph leads to higher search / 
execution time, only the edges having edge 
scores well above the threshold value might be 
considered.  

3.3 Identification of Sub-topics through 
Markov Clustering 

In this section, we will discuss the process to 
identify shared subtopics from related multi 
source documents. We already discussed that the 

subtopics shared by different news articles on 
same event form natural (separate) clusters of 
sentences when they are represented using doc-
ument graph. We use Markov principle of graph 
clustering to identify those clusters from the 
document graph as described by Bhaskar and 
Bandyopadhyay (2010b). 

The construction of query independent part of 
the Markov clusters completes the document-
based processing phase of the system. 

4 Key-Phrase Extraction 

A CRF based key-phrase extraction system as 
described by Bhaskar et al. (2012) is used to ex-
tract key-phrases from the documents.  

4.1 Features Identification for the System 

Selection of features is important in CRF. Fea-
tures used in the system are,  

 
F = {Dependency, POS tag(s), Chunk, NE, TF, 
Title, Body, Stem of word, Wi-m, …, Wi-1, Wi, 
Wi+1,… , Wi-n }.  

 
The features are detailed as follows: 

i) Dependency parsing: Some of the key-
phrases are multiword. So relationship of verb 
with subject or object is to be identified 
through dependency parsing and thus used as 
a feature. 

ii) POS feature: The Part of Speech (POS) tags 
of the preceding word, the current word and 
the following word are used as a feature in 
order to know the POS combination of a key-
phrase.  

iii) Chunking: Chunking is done to mark the 
Noun phrases and the Verb phrases since 
much of the key-phrases are noun phrases. 

iv) Named Entity (NE): The Named Entity (NE) 
tag of the preceding word, the current word 
and the following word are used as a feature 
in order to know the named entity combina-
tion of a key-phrase. 

v) Term frequency (TF) range: The maximum 
value of the term frequency (max_TF) is di-
vided into five equal sizes (size_of_range) 
and each of the term frequency values is 
mapped to the appropriate range (0 to 4). The 
term frequency range value is used as a fea-
ture. i.e. 

𝑠𝑖𝑧𝑒_𝑜𝑓_𝑟𝑎𝑛𝑔𝑒 = !"#_!"
!

     (2) 
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Thus Table 1 shows the range representation. 
This is done to have uniform values for the 
term frequency feature instead of random and 
scattered values. 

Class Range 
0 to size_of_range 0 
size_of_range + 1 to 2*size_of_range 1 
2*size_of_range + 1 to 3*size_of_range 2 
3*size_of_range + 1 to 4*size_of_range 3 
4*size_of_range + 1 to 5*size_of_range 4 

Table 1: Term frequency (TF) range 
 

vi) Word in Title: Every word is marked with T 
if found in the title else O to mark other. The 
title word feature is useful because the words 
in title have a high chance to be a key-
phrase. 

vii) Word in Body: Every word is marked with 
B if found in the body of the text else O to 
mark other. It is a useful feature because 
words present in the body of the text are dis-
tinguished from other words in the docu-
ment.  

viii) Stemming: The Porter Stemmer algorithm 
is used to stem every word and the output 
stem for each word is used as a feature. This 
is because words in key-phrases can appear 
in different inflected forms. 

ix) Context word feature: The preceding and 
the following word of the current word are 
considered as context feature since key-
phrases can be a group of words. 

4.2 Generating Feature File for CRF 

The features used in the key-phrase extraction 
system are identified in the following ways.  

Step 1: The dependency parsing is done by 
the Stanford Parser1. The output of the parser is 
modified by making the word and the associated 
tags for every word appearing in a line.   

Step 2:  The same output is used for chunking 
and for every word it identifies whether the word 
is a part of a noun phrase or a verb phrase. 

Step 3:  The Stanford POS Tagger2 is used for 
POS tagging of the documents. 

Step 4:  The term frequency (TF) range is 
identified as defined before. 

Step 5:  Using the algorithms described by 
Bhaskar et al. (2012), every word is marked as T 

                                                
1 http://nlp.stanford.edu/software/lex-parser.shtml 
2 http://nlp.stanford.edu/software/tagger.shtml 

or O for the title word feature and marked as B or 
O for the body word feature.  

Step 6:  The Porter Stemming Algorithm3 is 
used to identify the stem of every word that is 
used as another feature. 

Step 7:  In the training data with the combined 
key-phrases, the words that begin a key-phrase 
are marked with B-KP and words that are present 
intermediate in a key-phrase are marked as I-KP. 
All other words are marked as O. But for test 
data only O is marked in this column. 

4.3 Training the CRF and Extracting Key-
Phrases 

A template file was created in order to train the 
system using the feature file generated. After 
training the C++ based CRF++ 0.53 package4, a 
model file is produced. The model file is re-
quired to run the system. The feature file is again 
created from the document set. After running this 
files into the system, the system produce the out-
put file with the key-phrases marked with B-KP 
and I-KP. All the Key-phrases are extracted from 
the output file and stemmed using Porter Stem-
mer. Now, these extracted key-phrases are used 
as query or topic to generate the summary. 

5 Key-Phrase Dependent Process 

After key-phrase extraction, first the nodes of the 
already constructed search graph are given a key-
phrase dependent score. With the combined 
scores of key-phrase independent score and key-
phrase dependent score, clusters are reordered 
and relevant sentences are collected from each 
cluster in order. Then each collected sentence has 
processed and compressed removing the unim-
portant phrases. After that the compressed sen-
tences are used to construct the summary. 

5.1 Recalculate the Cluster Score  

There are two basic components in the sentence 
weight like key-phrases dependent scores and 
synonyms of key-phrases dependent scores. We 
collect the list of synonyms of the each word in 
the key-phrases from the WordNet 3.05. The term 
dependent score (both for key-phrases and syno-
nyms) are calculated using equation 2.  

𝑤 = 𝑛! − 𝑡 + 1 1 − !!!!!
!!! ×𝑏!!

!!!  (3) 

where, w is the term dependent score of the 
sentence i, t is the no. of the term, nt is the total 
                                                
3 http://tartarus.org/~martin/PorterStemmer/ 
4 http://crfpp.sourceforge.net/ 
5 http://wordnet.princeton.edu/ 
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no. of term, 𝑓!!  is the possession of the word 
which was matched with  the term t in the sen-
tence i, Ns is the total no. of words in sentence i 
and b is boost factor of the term, which is 2 or 1 
for key-phrases and synonyms respectively. The-
se two components are added to get the final 
weight of a sentence. 

5.2 Recalculate the Cluster Ranking 

We start by defining a function that attributes 
values to the sentences as well as to the clusters. 
We refer to sentences indexed by i and key-
phrases indexed by l. We want to maximize the 
number of key-phrase covered by a selection of 
sentences: 

 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑤!!𝑘!!   (4) 
where, 𝑤!! is the weight of key-phrase l in the 

sentence i and kl is a binary variable indicating 
the presence of that key-phrase in the cluster.  

We also take the selection over the synonyms 
of the key-phrases. The general sets of synonyms 
are indexed by s. So we also want to maximize 
the number of synonyms covered by a selection 
of sentences using similar calculation like for 
key-phrase using equation 2. 

So, the key-phrase dependent score of a clus-
ter is the weighted sum of the key-phrases it con-
tains. If clusters are indexed by x, the key-phrase 
dependent score of the cluster x is: 

𝑐!! = 𝑤!!𝑘! +! 𝑤!!𝑘!!
!!
!!!!

!!
!!!!  (5) 

where, 𝑐!! is the key-phrase dependent score of 
the cluster x, x1 is the starting sentence number 
and xn is the ending sentence number of the clus-
ter x. Now, the new recalculated combined score 
of cluster x is: 

𝑐! = 𝑐!
! + 𝑐!!   (6) 

where, cx is the new score of the cluster x and 
𝑐!
!

 is the key-phrase independent cluster score in 
the graph of cluster x. Now, all the clusters are 
ranked with their new score cx. 

5.3 Retrieve Sentences for Summary 

Get the highest weighted two sentences of each 
cluster, by the following equation: 
max 𝑤!!𝑘! +! 𝑤!!𝑘!! ∀𝑖, 𝑥! ≤ 𝑖 ≤ 𝑥!  (7) 
where, x1 is the first sentence and xn is the nth 

i.e. last sentence of a cluster. 
The highest weighted two sentences are taken 

from each cluster in order one by one. The origi-
nal sentences in the documents are generally 
very lengthy to place in the summary. So, we are 
actually interested in a selection over phrases of 
sentence. After getting the top two sentences of a 
cluster, they are split into multiple phrases. The 

Stanford Parser6 is used to parse the sentences 
and get the phrases of the sentence. 

5.4 Sentence Compression 

All the phrases which are in one of those 34 rela-
tions in the training file, whose probability to 
drop was 100% and also do not contain any key-
phrase, are removed from the selected summary 
sentence as described by Bhaskar and Bandyo-
padhyay (2010a). Now the remaining phrases are 
identified from the parser output of the sentence 
and search phrases that contain at least one key-
phrase then those phrases are selected. The se-
lected phrases are combined together with the 
necessary phrases of the sentence to construct a 
new compressed sentence for the summary. The 
necessary phrases are identified from the parse 
tree of the sentence. The phrases with nsubj 
and the VP phrase related with the nsubj are 
some example of necessary phrases. 

5.5 Sentence Selection for Summary 

The compressed sentences for summary have 
been taken until the length restriction of the 
summary is reached, i.e. until the following con-
dition holds: 

 𝑙!𝑆! < 𝐿!  (8) 
where, li is the length (in no. of words) of 

compressed sentence i, Si is a binary variable 
representing the selection of sentence i for the 
summary and L (=100 words) is the maximum 
summary length. After taking the top two sen-
tences from all the clusters, if the length re-
striction L is not reached, then the second itera-
tion is started similar to the first iteration and the 
next top most weighted sentence of each cluster 
are taken in order of the clusters and compressed. 
If after the completion of the second iteration 
same thing happens, then the next iteration will 
start in the same way and so on until the length 
restriction has been reached. 

6 Sentence Ordering and Coherency 

In this paper, we will propose a scheme of order-
ing which is different from the above two ap-
proaches in that, it only takes into consideration 
the semantic closeness of information pieces 
(sentences) in deciding the ordering among them. 
First, the starting sentence is identified which is 
the sentence with lowest positional ranking 
among selected ones over the document set. Next 
for any source node (sentence) we find the sum-

                                                
6 http://nlp.stanford.edu/software/lex-parser.shtml 
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mary node that is not already selected and have 
(correlation value) with the source node. This 
node will be selected as next source node in or-
dering. This ordering process will continue until 
the nodes are totally ordered. The above ordering 
scheme will order the nodes independent of the 
actual ordering of nodes in the original docu-
ment, thus eliminating the source bias due to in-
dividual writing style of human authors. Moreo-
ver, the scheme is logical because we select a 
sentence for position p at output summary, based 
on how coherent it is with the (p-1)th  sentence.  

7 Evaluation 

 We evaluate our summaries by ROUGE7, an 
automatic evaluation tool. We have run our sys-
tem on Text Analysis Conference (TAC, former-
ly DUC, conducted by NIST) 2008 Update 
Summarization track’s data sets8. This data set 
contains 48 sets and each set has two subsets of 
10 documents, i.e. there are 960 documents. The 
evaluation data set has 4 model summaries for 
each document set, i.e. 8 model summaries for 
each set. We have evaluated our output summar-
ies on those model summaries using ROUGE-
1.5.5. The baseline scores provided by the organ-
izer were 0.058 and 0.093 of ROUGE-2 and 
ROUGE-SU4 respectively. The system’s score is 
0.10548 and 0.13582 respectively. All the results 
are shown in table 2. The comparison of 
ROUGE-2 and ROUGE-SU4 among the pro-
posed system, the system developed by Bhaskar 
and Bandyopadhyay (2010b), the best system of 
TAC 2008 Update Summarization track and the 
baseline system of TAC 2008 Update Summari-
zation track are also shown in table 2. 

                                                
7 http://berouge.com/default.aspx 
8 http://www.nist.gov/tac/data/index.html 

8 Conclusion and Future Work 

In this work we present a graph-based approach 
for multi document summarization system using 
automatic key-phrase extraction. The experi-
mental results suggest that our algorithm is effec-
tive. It can be used in web based system like 
search engine or QA system, where offline sum-
mary of multiple document on same topic can be 
pre-generated and will be used during online 
phase, which will reduce many burden on online 
modules. The proposed algorithm can be im-
proved to handle more noisy WEB articles or 
work on other domain too. 

As the topic or query are given to the system 
along with the document sets, it’s has been ex-
tracted automatically as key-phrases. The key-
phrase extraction module is not 100% accurate 
and sometimes extracts some extra or noisy 
phrases as key-phrase. Hence the performance of 
the summarizer slightly decreases. But it is very 
useful where the topic or query is not available 
and we still need the summary from documents.  

The important aspect is that our system can be 
tuned to generate summary with custom size 
specified by users. Lastly, it is shown that our 
system can generate summary for other non-
English documents also if some simple resources 
of the language like stemmer and parser are 
available. 
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ROUGE 
Evaluation 

Average_R Average_P Average_F 

Proposed 
System 

Bhaskar 
et al. 

(2010b)’s 
System 

Top score 
of TAC 

2008 

Baseline 
of TAC 

2008 

Proposed 
System 

Bhaskar 
et al. 

(2010b)’s 
System 

Proposed 
System 

Bhaskar et 
al. 

(2010b)’s 
System 

ROUGE-1 0.50626 0.53291 - - 0.48655 0.51216 0.49512 0.52118 
ROUGE-2 0.10548 0.11103 0.111 0.058 0.09248 0.09735 0.09491 0.09991 
ROUGE-3 0.03301 0.03475 - - 0.03061 0.03223 0.03169 0.03336 
ROUGE-4 0.01524 0.01604 - - 0.01397 0.01471 0.01454 0.01530 
ROUGE-L 0.37204 0.39162 - - 0.35727 0.37607 0.36368 0.38282 
ROUGE-W-1.2 0.12407 0.13060 - - 0.21860 0.23011 0.16027 0.16870 
ROUGE- SU4 0.13582 0.14297 0.143 0.093 0.12693 0.13361 0.12954 0.13636 

Table 2: Evaluation scores of ROUGE 
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