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Abstract

Previous approaches to Chinese word segmentation includes maximal matching heuristic,
morphological rules, and POS tag statistics. This paper proposes to estimate the word occurrence
probabilities with some “unlikelihood” scores based only on word lengths. Also, the problem of
maximizing likelihood is shown to be equivalent to the graph problem of shortest path, whose
edges stands for words with their corresponding unlikelihood scores.

Introduction

Chinese sentences have no white spaces to delimit words, unlike English. Word
segmentation has been a fundamental problem in Chinese text processing since almost all
applications in this area must deal with this problem. Many solutions have been published
before. Almost all solutions use a word dictionary to determine whether a given character
sequence is a legal word. The earliest proposal is probably the maximal matching approach,
which favors long words during segmentation (e.g., [Li et al. 91], [Lochovsky & Chung
94]). Since more frequently used words are more likely to occur, word frequencies, which
estimate independent occufrénce probabilitieé, are uséd in ([Chang et al. 91], [Nie et al. 95]).
Furthermore, independent word probabilities are not as powerful as co-occurfence statistics.
of grammatical categories in predicting word sequence. Thus, morphological or POS (pé_rt
of speech) tagging statistics (e.g., bigrams and trigrams), are used in [Li et al. 91], [Chiang
et al. 92], [Lin et al. 93], [Pan & Chang 93], [Luk 94]. Morphological rules, which use POS
categories of words to predict the formétion of compound words, are used in tLin et al. 93].
When there is no unknown words in the tested sentences, all the above approaches perform
quite well, with accuracy rates ranging from 95% to 99%. When many unknown words
exist in the tested data, which is generally the case in real-life texté, *however, performance
degrades down to 60%. Some approaches to detecting unknown words are proposed in

[Chiang et al. 92], [Lin et al. 93], and [Luk 94].
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Model

The word segmentation problem can be stated fofmally in the following way:

Given a character sequence C,C,C,...C,, determine the optimal word sequence
W,W,W,...W,,, such that each W;, where i=1,...,n, spans a subsequence of C’s, and all
such subsequences do not overlap and the entire word sequence spans the entire character
sequence.

Intuitively, the optimal word sequence is one that would make the most sense out of the
character sequence in the given communication context. All approaches to word
segmentation attempt to give an operational, i.e., computational, approximation to this
intuitive definition of optimality. For statistical approach, this is equivalent in choosing
the word sequence that maximizes the conditional probability of word sequence

W, W,...W,, given the character sequence C,C,...C, (e.g., [Pan & Chang 93]):

max P(W,W,...W;|C,C,..C,).

The simplest and roughest computational model is one that assumes’ the words are all
independent of each other and independent of the given character sequence:

max P(W, W, ...W_|C,C,..C,)

= max P(W,)..P(W,) = max][[P(W,)

The maximal matching approach, which fa§ors the longest words first met when
scanning the characters in a sentence either from left to right or vice versa. Its basic
intuition is that the longer a word is, the greater is its occurrence probability when its
character sequence is found in a sentence. It provides an effective heuristic and can achieve
a high accuracy rate. However, it is only a local heuristic and does not achieve a global
optimum. Therefore, it is very efficient but can fail in cases where the first met longest
word produces an incorrect segmentation. For example, [#&& FfTEPE] is segmented
as [&E | EfT | Bt | K&, since 1T is the longest word scanned from the left at the
character _|-. However, the correct segmentation is [ | £ | 7EFE]). If more global
information is used, i.e., the later but longer word {TEP%E is considered, then a correct

segmentation should result.
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The basic flaw of maximal matching is that it is only a local heuristic. We propose to

keep its basic intuition that the likelihood of a longer word is greater but to use it with
global optimization, similar to the above baseline model max H,-P(Wi)' To achieve this

goal, several mathematicai transformations are needed. First, to maximize the product of
probabilities is equivalent to maximize the sum of the log of these probabilities ([Chiang et
al. 92]). Second, some likelihood function can be used to estimate the log of probabilities.
Third, likelihood maximization is equivalent to “unlikelihood” minimization and some
unlikelihood function can be selected to. reflect the likelihood function:

max [ [.P(W,)

= max ) log P(W;)

=  max Z‘,likelihooa' W)

= min Z,- unlikelihood(W,)

~ Thus, we propose to assign some unlikelihood scores to words based on their length:

_Indictionary? ) Word Length Unlikelihood Score
No Don’t care ©
No >=5 ©
Yes 1 7
Yes 2 4
Yes 3 2
Yes 4 1

If a character sequence is not in the dictionary, then its unlikelihood score is infinity.
To keep the analysis simple, word length is limited to four. This would also reducé the
dictionary size and the running time for checking whether a character sequence is in the
dictionary or not. Thus, there is no need to check character sequence whose length exceeds
four. For words that are in the dictionary, the scores are 7, 4, 2, 1 respectively for words
with lengths 1, 2, 3, and 4. This means that longer words are less likely to occur as random
character sequences in .natural texts and is the basic heuristic for the maximal matching
method. This score assignment, however, asserts more than this basic heuristic. For
example, this assignment says that a two bi-character words [ AB | CD ], whose
unlikelihood score is 4+4=8, is more likely than a three-character word followed by a

single-character word [ ABC | D ] or a single-character word followed by a three-
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character word [ A | BCD ] , whose unlikelihood scores are 7+2=9. An example is [&
ik | AiRY is better than [#&dkrT | &) . Similarly, [ AB|CDE ], with score 6, is
more better than [ A|BCDE )] or [ ABCD |E ], with score 8; [ ABC | DEF ], with
score 4, is more better than [ AB | CDEF ] or [ ABCD | EF ], with score 5. These

assumptions are subject to further empirical testing.

Algorithm

Word segmentation problem is commonly portrayed‘ as an optimization problem. [Fan &
Tsai 87] uses a relaxation algoriihm.. [Chang et al. 91] considers segmentation as a
constraint satisfaction problem and employs a dynamic programming method called arc
consistency. [Nie et al. 94] presents an algorithm that seems to be a recursive version of the
Viterbi algorithm (e.g., [Allen 95], [Bertsekas 87]). All these algorithms are actually
variations of solutions for the shortest path problem, which is a fundamental graph problem
(e.g., see [Ahuja et al. 93]). Here is how we transform word segmentation into such a graph

problem:

1. Put the number 0 at the front of the sentence in question and move past the first character.
2. Put the next number between the last character and the next character.
3. Repeat Step 2 until the last character of the sentence is encountered.

4. Then put the next number following the last character.

The resulting row of symbols becomes:
0C 1C 2C ..nlC n
where C; is the ith character in the sentence, and n is the number of characters in the
sentence. Each number x in the row of symbols is considered as a node called node, in a.
graph. Then any legal word CC.....C, found in dictionary, where i<=j, in the sentence is
a directed edge from node, to nodej+1. The distaﬁce of the edge from node; to node;,, is the
unlikelihood score of the.word. - Therefore the segmentation prob_lém becomes the graph
problem of finding the shortest path from node, to node,---a path is a series of edges
connecting the source node and the destinétion node and the path distance is the sum of
distances of all the edgeé on the path. | |
With the proposed scheme of unlikelihood score assignment, the unlikelihood score
of each edge (or character sequence) and that of each path‘(or ségmentation) are given

below (remember the node numbéring scheme: 0 5 14623 B 4.):
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Character sequence Edge Unlikelihood score Legal word?
&, 3k, W B 0-1,1-2,2-3,3-4 7 ‘ Yes
=Ei 0-2 4 Yes
eIl 1-3 4 Yes
HE 2-4 4 Yes
=il 0-3 2 Yes
ItHEERE 1-4 © No
EiEHE 0-4 @ No
Segmentation Path Unlikelihood score J|
1 [&dHR] 0-4 o 1
2 & | bhR] 0-1-4 l+o=0w “
3 [&dkd | R 0-3-4 2+7=9 ‘
4 [&4E 1| R 0-2-3-4 4+7+7=18
5 & | dEf | K] ©0-1-34 7+4+7=18
6 [& |4 | B) 0-1-2-3-4 7+7+7+7=28
7 [&dE | HR] 0-2-4 - 4+4=8
8 [& 4t | W] 0-1-2-4 T+7+4=18

According to the above data, the shortest path is 0-2-4, which corresponds to
Segmentation 7 [&1L | HHER] , since edge 0-2 stands for the word A7E and edge 2-4
stands for the word T{7[R. Comparing automatic segmentation results to human-segmented

texts indicates an accuracy rate of 98.5%.
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