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Introduction

Welcome to the NAACL-HLT 2016 Student Research Workshop.

This year, we have three different kinds of papers: research papers, thesis proposals, and undergraduate
research papers. Thesis proposals were intended for advanced students who have decided on a thesis
topic and wish to get feedback on their proposal and broader ideas for their continuing work, while
research papers describe completed work or work in progress with preliminary results. In order to
encourage undergraduate research, we offered a special track for research papers where the first author
is an undergraduate student.

We received 11 research papers, 5 thesis proposals, and 8 undergraduate research papers – making the
total number of submissions 24. We accepted 9 research papers, 2 thesis proposals, and 6 undergraduate
research papers (17 accepted in total). This translates to an acceptance rate of 81% for research papers,
40% for thesis proposals, and 75% for undergraduate research papers (70% overall). This year, all
the SRW papers will be presented at the main conference evening poster session. In addition, each
SRW paper is assigned a dedicated mentor. The mentor is an experienced researcher from academia
or industry who will prepare in-depth comments and questions in advance for the poster session and
will provide feedback to the student author. Thanks to our funding sources, this year’s SRW covers
registration expenses and provides partial travel and/or lodging support to all student first authors of
the SRW papers. We gratefully acknowledge the support from the NSF and Google. We thank our
dedicated program committee members who gave constructive and detailed feedback for the student
papers. We also would like to thank the NAACL-HLT 2016 organizers and local arrangement chairs.
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Abstract

We present an end-to-end method for learning
verb-specific semantic frames with feedfor-
ward neural network (FNN). Previous work-
s in this area mainly adopt a multi-step pro-
cedure including part-of-speech tagging, de-
pendency parsing and so on. On the contrary,
our method uses a FNN model that maps verb-
specific sentences directly to semantic frames.
The simple model gets good results on anno-
tated data and has a good generalization abil-
ity. Finally we get 0.82 F-score on 63 verbs
and 0.73 F-score on 407 verbs.

1 Introduction

Lexical items usually have particular requirements
for their semantic roles. Semantic frames are the
structures of the linked semantic roles near the lex-
ical items. A semantic frame specifies its charac-
teristic interactions with things necessarily or typ-
ically associated with it (Alan, 2001). It is valu-
able to build such resources. These resources
can be effectively used in many natural language
processing (NLP) tasks, such as question answer-
ing (Narayanan and Harabagiu, 2004) and machine
translation (Boas, 2002).

Current semantic frame resources, such as
FrameNet (Baker et al., 1998), PropBank (Palmer et
al., 2005) and VerbNet (Schuler, 2005), have been
manually created. These resources have promis-
ing applications, but they are time-consuming and
expensive. El Maarouf and Baisa (2013) used a

∗The corresponding author.

bootstrapping model to classify the patterns of verb-
s from Pattern Dictionary of English1 (PDEV). El
Maarouf et al. (2014) used a Support Vector Ma-
chine (SVM) model to classify the patterns of PDE-
V . The above supervised approaches are most close-
ly related to ours since PDEV is also used in our
experiment. But the models above are tested only
on 25 verbs and they are not end-to-end. Popes-
cu used Finite State Automata (FSA) to learn the
pattern of semantic frames (Popescu, 2013). But
the generalization ability of this rule-based method
may be weak. Recently, some unsupervised stud-
ies have focused on acquiring semantic frames from
raw corpora (Materna, 2012; Materna, 2013; Kawa-
hara et al., 2014b; Kawahara et al., 2014a). Mater-
na used LDA-Frame for identifying semantic frames
based on Latent Dirichlet Allocation (LDA) and the
Dirichlet Process. Kawahara et al. used Chinese
Restaurant Process to induce semantic frames from a
syntactically annotated corpus. These unsupervised
approaches have a different goal compared with su-
pervised approaches. They aim at identifying the
semantic frames by clustering the parsed sentences
but they do not learn from semantic frames that have
been built. These unsupervised approaches are also
under a pipeline framework and not end-to-end.

One related resource to our work is Corpus Pat-
tern Analysis (CPA) frames (Hanks, 2012). CPA
proposes a heuristic procedure to obtain semantic
frames. Most current supervised and unsupervised
approaches are under similar pipeline procedure.
The procedure can be summarized as follows with
an example sentence ”The old music deeply moved

1http://pdev.org.uk/
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the old man”:

step 1 Identify the arguments near ”moved”, which
can be expressed as (subject:music, objec-
t:man)

step 2 Attach meanings to above arguments, which
can be expressed as (subject:Entity, objec-
t:Human)

step 3 Clustering or classifying the arguments to get
semantic frames.

However, step 1 and 2 are proved to be difficult in
SemEval-2015 task 15 2 (Feng et al., 2015; Mills
and Levow, 2015).

This paper presents an end-to-end approach by di-
rectly learning semantic frames from verb-specific
sentences. One key component of our model is
well pre-trained word vectors. These vectors cap-
ture fine-grained semantic and syntactic regulari-
ties (Mikolov et al., 2013) and make our model have
a good generalization ability. Another key compo-
nent is FNN model. A supervised signal allows FN-
N to learn the semantic frames directly. As a result,
this simple model achieves good results. On the in-
stances resources of PDEV, we got 0.82 F-score on
63 verbs and 0.73 on 407 verbs.

The contributions of this paper are summarized as
follows:

• Semantic frames can be learned with neural
network in an end-to-end map and we also anal-
ysed our method in detail.

• We showed the power of pre-trained vectors
and simple neural network for the learning of
semantic frames. It is helpful in developing a
more powerful approach.

• We evaluate the learned semantic frames on an-
notated data precisely and got good results with
not much training data.

2 Model Description

2.1 Overview
Our model gets verb-specific semantic frames di-
rectly from verb-specific sentences. A running ex-

2http://alt.qcri.org/semeval2015/task15/

●...●●...●

● ●...●

moved the old manThe old music deeply

...

softmax

● ●...●

Entity move 

Human

Human move 

Vehicle

Figure 1: Model architecture for an example of learning seman-

tic frames directly from verb-specific sentence. The sentence is

divided into two windows. ”The old music deeply” is in the left

window and ”the old man” is in the right window. The target

verb ”moved” is not used in the input. The input is connected

to output layer. Each unit of output layer corresponds to one

semantic frame of the target verb.

ample of learning semantic frames is shown in Fig-
ure 1. Our FNN model can be regarded as a contin-
uous function

c = f(x). (1)

Here x ∈ Rn represents the vector space of the
sentence and c represents the index of the semantic
frame. Instead of a multi-step , FNN model direct-
ly maps the sentence into semantic frame. In the
training phrase ”The old music deeply moved the
old man” is mapped into vector space and ”Entity
move Human” is learned from the vector space. In
the testing phrase, an example result of FNN mod-
el can roughly expressed as ”Entity move Human”
= f (”The fast melody moved the beautiful girl”) =
which is an end-to-end map.

2.2 Feedforward Neural Network
Denote Ci:j as the concatenation of word vectors in
a sentence. Here i and j are word indexes in the sen-
tence. The input layer is divided into two windows
(padded with zero vector where necessary), which
are called left window and right window. The input
for FNN is represented as

x = Cv−lw:v−1 ⊕ Cv+1:v+rw, (2)

where v denotes the index of target verb in the sen-
tence, ⊕ is the concatenation operator, lw is the

2



length of left window and rw is the length of right
window. Both lw and rw are hyperparameters. The
target verb can be ignored by the input layer because
the arguments of it lie on the left and right windows.
W , U and V respectively represent the weight ma-
trix between input and hidden layer, hidden and out-
put layer and input and output layer. d and b respec-
tively represent the bias vector on hidden and output
layer. We use hyperbolic function as our activation
function in hidden layer. Using matrix-vector nota-
tion, the net input of softmax layer of FNN can be
expressed as:

a = λ(U tanh(Wx + d) + b) + (1− λ)V x. (3)

Here λ controls the relative weight of the two items
in the above formula. FNN will have three layers
when λ is set to 1 and two layers without bias when
λ is set to 0. Then a softmax function is followed for
classification:

pi =
eai∑
i e

ai
. (4)

Here pi represents the probability of the semantic
frame i given x. The cost we minimize during train-
ing is the negative log likelihood of the model plus
the L2 regularization term. The cost can be ex-
pressed as:

L = −
M∑

m=1

logptm + βR(U,W, V ). (5)

Here M is number of training samples and tm is
the index of the correct semantic frame for the m’th
sample. R is a weight decay penalty applied to the
weights of the model and β is the hyperparameter
controlling the weight of the regularization term in
the cost function.

2.3 Model Analysis
We extend equation 1 as

c = f(wv−lw, ...wi..., wv+rw). (6)

wi is the i’th word vector in the input vector space
above. Note f is a continuous function and similar
words are likely to have similar word vectors.
That is to say, if c1 = f(wv−lw, ...wi..., wv+rw)
we usually have c1 = f(wv−lw, ...swi..., wv+rw)
with wi similar to swi. One obvious example

but roughly expressed is if ”Entity move Human”
= f (”The”,”old”,”music”,”the”,”old”,”man”),
then it will have ”Entity move Human” =
f (”The”,”fast”,”melody”,”the”,”beautiful”,”girl”).
Because ”music” and ”melody” can be regarded as
similar words, which is also the case for ”man” and
”girl”. Since one of the critical factors for semantic
frame is semantic information in specific unit
(e.g., subject and object), the pre-trained vectors can
easily capture what this task needs. Thus pre-trained
vectors can have a good generalization ability for
semantic frame learning. In the training phrase,
FNN can learn to capture the key words which
have more impact on the target verb. This will be
shown later in the experiment. Because the input
of FNN is a window with fixed length, this would
cause a limited ability of capturing long-distance
key words. Despite this weakness of this model, it
still got good results.

3 Experiments

3.1 Task and Datasets
SemEval-2015 Task 15 is a CPA (Hanks, 2012) dic-
tionary entry building task. The task has three sub-
tasks. Two related subtasks are summarized as fol-
lows 3:

• CPA parsing. This task requires identifying
syntactic arguments and their semantic type of
the target verb. The result of this task followed
by our example sentence can be ”The old [sub-
ject/Entity music] deeply moved the old [ob-
ject/Human man]”. The syntactic arguments
in the example are ”subject” and ”object” re-
spectively labelled on the word ”music” and
”man”. Their semantic types are ”Entity” and
”Human”. Thus a pattern of the target verb
”move” can be ”[subject/Entity] move [objec-
t/Human]”.

• CPA Clustering. The result of the first task give
the patterns of the sentences. This task aims at
clustering the most similar sentences according
to the found patterns. Two sentences which be-
long to the similar pattern are more likely in the
same cluster.

3Subtask 3 is CPA Automatic Lexicography. Since we have
nothing to do with this task, we don’t make a introduction.
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Datasets Statistics B-cubed or micro-average F-score of Methods
Verb number Training data Testing data Semantic frame number FNN SEB DULUTH BOB90

MTDSEM 4 136.5 159 4.86 0.7 0.59 0.52 0.74
3 1546.33 214.67

PDEV1 407 373.49 158.32 6.53 0.73 0.63 - -
PDEV2 63 1421.22 606.60 9.60 0.82 0.64 - -

Table 1: Summary statistics for the datasets (left) and results of our FNN model against other methods (right). On the right side,

MTDSEM is evaluated by B-cubed F-score for clustering. On PDEV1 and PDEV2, FNN model is evaluated by micro-average

F-score. SEB is always evaluated by B-cubed F-score as the base score. DULUTH and BOB90 are Participant teams in 2015.

SemEval-2015 Task 15 has two datasets which are
called Microcheck dataset and Wingspread dataset.
The dataset of SemEval-2015 Task 15 was derived
from PDEV (Baisa et al., ). That is to say, all the
sentences in SemEval-2015 Task 15 are from PDE-
V. These datasets have a lot of verbs and have many
sentences for each verb. Each sentence of each ver-
b corresponds to one index of the semantic frames.
Note that the semantic frames are verb-specific and
each verb has a close set of its own semantic frames.
Thus in our experiment we build one model for each
verb. Our task is to classify each sentence directly
into one semantic frame which is different from C-
PA clustering, but we will also test our model with
clustering metric against other systems. We only
remove punctuation for these datasets. To test our
model we split these datasets into training data and
testing data. Summary statistics of the these dataset-
s are in Table 1. In Table 1, Figure 2 and Table
3, Verb number is the number of verbs, Training da-
ta and Testing data represent the average number of
sentences for each verb and Semantic frame number
is the average number of semantic frames for each
verb. Details of creating the datasets are as follows:

• MTDSEM: Microcheck test dataset of
SemEval-2015 Task 15. For each verb in
MTDSEM we select training sentences from
PDEV that doesn’t appear in MTDSEM.

• PDEV1: For each verb, we filter PDEV with
the number of sentences not less than 100 and
the number of semantic frames not less than 2.
Then we split the filtered data into training da-
ta and testing data, respectively accounted for
70% and 30% for each semantic frame of each
verb.

• PDEV2: Same with PDEV1, but with the dif-
ference of threshold number of sentences set to

700. PDEV2 ensures that the model has rela-
tively enough training data.

• MTTSEM: Microcheck train dataset and test
dataset of SemEval-2015 Task 15. We split
MTTSEM as above to get training data and
testing data for each verb. The summary statis-
tic of this dataset is separately shown in Table
3.

We use the publicly available word2vec vectors that
were trained through GloVe model (Pennington et
al., 2014) on Wikipedia and Gigaword. The vectors
have dimensionality of 300. The word vectors not in
pre-trained vectors are set to zero.

3.2 Experimental Setup
We build one model for each verb. Training is done
by stochastic gradient descent with shuffled mini-
batches and we keep the word vectors static only up-
date other parameters. In our experiments we keep
all the same hyperparameters for each verb. we set
learning rate to 0.1, lw and rw to 5, minibatch size
to 5, L2 regularization parameter β to 0.0001, the
number of hidden unit to 30 and λ to 0. Because
of limited training data, we do not use early stop-
ping. Training will stop when the zero-one loss is
zero over training data for each verb. The official
evaluation method used B-cubed definition of Preci-
sion and Recall (Bagga and Baldwin, 1998) for CPA
clustering. The final score is the average of B-cubed
F-scores over all verbs. Since our task can be re-
garded as a supervised classification, we also use the
micro-average F-score to evaluate our results.

3.3 Experimental Results
Table 1 shows the results on MTDSEM with super-
vised and unsupervised approaches. SemEval-2015
Task 15 baseline (SEB) clusters all sentences togeth-
er for each verb. That is to say, SEB assigns the

4



Verb-specific Sentences Verb-specific Semantic Frames
Mary resisted the temptation to answer her back and after a moment’s silence [[Human 1]] answer ([[Human 2]]) back [[Human 1]]
Pamala Klein would seem to have a lot to answer for. [[Human]] have a lot to answer for [NO OBJ]
and I will answer for her safety [[Human]] answer [NO OBJ] for [[Eventuality]]
he cannot answer for Labour party policies [[Human]] answer [NO OBJ] for [[Eventuality]]
it is fiction and can not be made real by acting it out [[Human]] act [[Event or Human Role or Emotion]] out
You should try to build up a network of people you trust [[Human]] build ([[Entity]]) up

Table 2: Example results of our FNN model mapping verb-specific sentences to semantic frames on PDEV.

same cluster to all the sentences and is evaluated by
B-cubed F-score for clustering. So its score depends
on the distribution of semantic frames. The high-
er the score is, the more concentrated the distribu-
tion of semantic frames is. SEB to get higher score
usually indicates other methods are more likely to
get high scores, so we use it as a base score. DU-
LUTH (Pedersen, 2015) treated this task as an un-
supervised word sense discrimination or induction
problem. The number of semantic frames was pre-
dicted on the basis of the best value for the cluster-
ing criterion function. BOB90 4 used a supervised
approach to tackle the clustering problem (Baisa et
al., 2015) and get the best score on MTDSEM. An
example result of FNN model on PDEV is shown in
Table 2

4 Discussions

4.1 Large vs. Small Training Data

MTDSEM is divided into two parts to report on the
left part of Table 1. One part has larger training data
while the other part has little. Our FNN model gets
a relatively lower score, mainly because the part of
training data is too small. FNN got 0.88 B-cubed
F-score on the larger training data part and 0.57 on
the other part. In order to show the real power of
our model, PDEV1 and PDEV2 were made which
have much more training data than MTDSEM and
more verbs to test. It shows a better result on hun-
dreds of verbs. We also made Figure 2 to show the
performance of FNN model when the training data
size increases. As a result, our method can perform
really well on sufficient training data.

4.2 The Direct Connection

Our FNN model has a direct connection from input
to output layer controlled by λ in the second term

4BOB90 did not submit an article
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Figure 2: Results of FNN on PDEV2. The testing data is fixed

at 606.60. The training data increases two times at each step.

Y-axis represents B-cubed F-score for SEB and micro-average

F-score for FNN.

of the equation 3. It is designed to speed up the
convergence of training (Bengio et al., 2006), since
the direct connection allows the model fast learning
from the input. But In our experiments the number
of epoch before the convergence of training is very
close between FNN with two layers and FNN with
three layers. On the contrary, we observed that FNN
with two layers where λ is set to zero got a slightly
better F-score than FNN where λ is set to 0.5 and
1. This may suggest FNN with two layers is good
enough on PDEV.

4.3 The Ability of Capturing Key Words
FNN have the ability to capture the key words of
the target verb. To show this, we test our FN-
N model on MTTSEM with different preprocess-
ing shown in Table 3. We only remove the punc-
tuation of MTTSEM1 which is same as before.
MTTSEM2 only contains the gold annotations of
syntactic arguments provided by CPA parsing. Note
that MTTSEM2 only contains the key words for
each target verb and ignore those unimportant words
in the sentences. MTTSEM3 is same as MTTSEM2
but with the difference of the arguments for each tar-
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get verb provided by Stanford Parser (De Marneffe
et al., 2006). Dependents that have the following re-
lations to the target verb are extracted as arguments:

nsubj, xsubj, dobj, iobj, ccomp, xcomp, prep *

As a result, FNN reasonably gets the best score
on MTTSEM2 and FNN also gets a good score on
MTTSEM1 but much lower score on MTTSEM3.
This shows that FNN would have the ability to cap-
ture the key words of target verb. The result on
MTTSEM1 and MTTSEM3 shows that our FNN
model captures the key words more effectively than
the parser for this task.

MTTSEM1
(verb-specific

sentences)

MTTSEM2
(gold

annotations)

MTTSEM3
(automatic

annotations)
Verb number 28
Training data 111.25
Testing data 46.39
FNN 0.76 0.82 0.67
SEB 0.62

Table 3: Results on MTTSEM with different preprocessing.

5 Conclusion

This paper has described an end-to-end approach to
obtain verb-specific semantic frames. We evaluated
our method on annotated data. But we do not iden-
tify the semantic roles for target verbs and the verb-
specific model suffers not enough training data. A
promising work is to merge these semantic frames
over multiple verbs which can greatly increase the
training data size. Also, convolutional layer can be
applied on the input vector to extract features around
verb and more powerful neural network can be used
to model the verb.
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Abstract

Following up on numerous reports of analogy-
based identification of “linguistic regularities”
in word embeddings, this study applies the
widely used vector offset method to 4 types
of linguistic relations: inflectional and deriva-
tional morphology, and lexicographic and en-
cyclopedic semantics. We present a balanced
test set with 99,200 questions in 40 categories,
and we systematically examine how accuracy
for different categories is affected by window
size and dimensionality of the SVD-based
word embeddings. We also show that GloVe
and SVD yield similar patterns of results for
different categories, offering further evidence
for conceptual similarity between count-based
and neural-net based models.

1 Introduction

The recent boom of research on analogies with word
embedding models is largely due to the striking
demonstration of “linguistic regularities” (Mikolov
et al., 2013b). In the so-called Google analogy test
set (Mikolov et al., 2013a) the task is to solve analo-
gies with vector offsets (a frequently cited example
is king - man + woman = queen). This test is a pop-
ular benchmark for word embeddings, some achiev-
ing 80% accuracy (Pennington et al., 2014).

Analogical reasoning is a promising line of re-
search, since it can be used for morphological anal-
ysis (Lavallée and Langlais, 2010), word sense dis-
ambiguation (Federici et al., 1997), and even for
broad-range detection of both morphological and
semantic features (Lepage and Goh, 2009). How-
ever, it remains to be seen to what extent word em-

beddings capture the “linguistic regularities”. The
Google analogy test set includes only 15 relations,
and Köper et al. (2015) showed that lexicographic
relations such as synonymy are not reliably discov-
ered in the same way.

This study systematically examines how well var-
ious kinds of linguistic relations can be detected
with the vector offset method, and how this pro-
cess is affected by window size and dimensional-
ity of count-based word embeddings. We develop a
new, more balanced test set (BATS) which includes
99,200 questions in 40 morphological and semantic
categories. The results of this study are of practical
use in real-world applications of analogical reason-
ing, and also provide a more accurate estimate of the
degree to which word embeddings capture linguistic
relations.

2 Related work

Current research on analogical reasoning in word
embeddings focuses on the so-called “proportional
analogies” of the a:b::c:d kind. The task is to
detect whether two pairs of words have the same
relation. A recent term is “linguistic regularity”
(Mikolov et al., 2013b), used to refer to any “sim-
ilarities between pairs of words” (Levy et al., 2014).
Analogies have been successfully used for detect-
ing different semantic relations, such as synonymy
and antonymy (Turney, 2008), ConceptNet relations
and selectional preferences (Herdadelen and Baroni,
2009), and also for inducing morphological cate-
gories from unparsed data (Soricut and Och, 2015).

The fact that analogies are so versatile means that
to make any claims about a model being good at
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analogical reasoning, we need to show what types
of analogies it can handle. This can only be de-
termined with a comprehensive test set. However,
the current sets tend to only include a certain type
of relations (semantic-only: SAT (Turney et al.,
2003), SemEval2012-Task2 (Jurgens et al., 2012),
morphology-only: MSR (Mikolov et al., 2013b)).
The Google analogy test (Mikolov et al., 2013a)
contains 9 morphological and 5 semantic categories,
with 20-70 unique word pairs per category which are
combined in all possible ways to yield 8,869 seman-
tic and 10,675 syntactic questions.1

None of the existing tests is balanced across dif-
ferent types of relations (word-formation getting
particularly little attention). With unbalanced sets,
and potentially high variation in performance for
different relations, it is important to evaluate results
on all relations, and not only the average.

Unfortunately, this is not common practice. De-
spite the popularity of the Google test set, the only
study we have found that provides data for indi-
vidual categories is (Levy et al., 2014). In their
experiments, accuracy varied between 10.53% and
99.41%, and much success in the semantic part was
due to the fact that the two categories explore the
same capital:country relation and together consti-
tute 56.72% of all semantic questions. This shows
that a model may be more successful with some re-
lations but not others, and more comprehensive tests
are needed to show what it can and cannot do.

Model parameters can also have a major impact
on performance (Levy et al., 2015; Lai et al., 2015).
So far they have been studied in the context of se-
mantic priming (Lapesa and Evert, 2014), semantic
similarity tasks (Kiela and Clark, 2014), and across
groups of tasks (Bullinaria and Levy, 2012). How-
ever, these results are not necessarily transferable to
different tasks; e.g. dependency-based word embed-
dings perform better on similarity task, but worse on
analogies (Levy and Goldberg, 2014a). Some stud-
ies report effects of changing model parameters on

1For semantic relations there are also generic resources such
as EVALution (Santus et al., 2015), and semantic similarity sets
such as BLESS and WordSim353 (Baroni and Lenci, 2011),
which are sometimes used as sources for compiling analogy
tests. For example, (Vylomova et al., 2015) presents a com-
pilation with 18 relations in total (58 to 3163 word pairs per
relation): 10 semantic, 4 morphological, 2 affix-derived word
relations, animal collective nouns, and verb-object pairs.

general accuracy on Google analogy test (Levy et
al., 2015; Lai et al., 2015), but, to our knowledge,
this is the first study to address the effect of model
parameters on individual linguistic relations in the
context of analogical reasoning task.

3 The Bigger Analogy Test Set (BATS)

We introduce BATS - the Bigger Analogy Test Set.
It covers 40 linguistic relations that are listed in ta-
ble 1. Each relation is represented with 50 unique
word pairs, which yields 2480 questions (99,200 in
all set). BATS is balanced across 4 types of rela-
tions: inflectional and derivational morphology, and
lexicographic and encyclopedic semantics.

A major feature of BATS that is not present in
MSR and Google test sets is that morphological cat-
egories are sampled to reduce homonymy. For ex-
ample, for verb present tense the Google set includes
pairs like walk:walks, which could be both verbs
and nouns. It is impossible to completely elimi-
nate homonymy, as a big corpus will have some cre-
ative uses for almost any word, but we reduce it by
excluding words attributed to more than one part-
of-speech in WordNet (Miller and Fellbaum, 1998).
After generating lists of such pairs, we select 50
pairs by top frequency in our corpus (section 4.2).

The semantic part of BATS does include
homonyms, since semantic categories are overall
smaller than morphological categories, and it is the
more frequently used words that tend to have mul-
tiple functions. For example, both dog and cat are
also listed in WordNet as verbs, and aardvark is not;
an homonym-free list of animals would mostly con-
tain low-frequency words, which in itself decreases
performance. However, we did our best to avoid
clearly ambiguous words; e.g. prophet Muhammad
was not included in the E05 name:occupations sec-
tion, because many people have the same name.

The lexicographic part of BATS is based on
SemEval2012-Task2, extended by the authors with
words similar to those included in SemEval set.
About 15% of extra words came from BLESS and
EVALution. The encyclopedic section was com-
piled on the basis of word lists in Wikipedia and
other internet resources2. Categories E01 and E10

2E06-08: https://en.wikipedia.org/wiki/List of animal names

E02: http://www.infoplease.com/ipa/A0855611.html
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SubcategoryAnalogy structure and examples

In
fle

ct
io

ns
Nouns I01: regular plurals (student:students)

I02: plurals - orthographic changes (wife:wives)
Adjectives I03: comparative degree (strong:stronger)

I04: superlative degree (strong:strongest)
Verbs I05: infinitive: 3Ps.Sg (follow:follows)

I06: infinitive: participle (follow:following)
I07: infinitive: past (follow:followed)
I08: participle: 3Ps.Sg (following:follows)
I09: participle: past (following:followed)
I10: 3Ps.Sg : past (follows:followed)

D
er

iv
at

io
n

No stem D01: noun+less (life:lifeless)
change D02: un+adj. (able:unable)

D03: adj.+ly (usual:usually)
D04: over+adj./Ved (used:overused)
D05: adj.+ness (same:sameness)
D06: re+verb (create:recreate)
D07: verb+able (allow:allowable)

Stem D08: verb+er (provide:provider)
change D09: verb+ation (continue:continuation)

D10: verb+ment (argue:argument)

L
ex

ic
og

ra
ph

y

Hypernyms L01: animals (cat:feline)
L02: miscellaneous (plum:fruit, shirt:clothes)

Hyponyms L03: miscellaneous (bag:pouch, color:white)
Meronyms L04: substance (sea:water)

L05: member (player:team)
L06: part-whole (car:engine)

Synonyms L07: intensity (cry:scream)
L08: exact (sofa:couch)

Antonyms L09: gradable (clean:dirty)
L10: binary (up:down)

E
nc

yc
lo

pe
di

a

Geography E01: capitals (Athens:Greece)
E02: country:language (Bolivia:Spanish)
E03: UK city:county York:Yorkshire

People E04: nationalities (Lincoln:American)
E05: occupation (Lincoln:president)

Animals E06: the young (cat:kitten)
E07: sounds (dog:bark)
E08: shelter (fox:den)

Other E09: thing:color (blood:red)
E10: male:female (actor:actress)

Table 1: The Bigger Analogy Test Set: categories
and examples

are based on the Google test, and category E09 - on
the color dataset (Bruni et al., 2012). In most cases
we did not rely on one source completely, as they did
not make the necessary distinctions, included clearly
ambiguous or low-frequency words, and/or were
sometimes inconsistent3 (e.g. sheep:flock in EVA-
Lution is a better example of member:collection re-
lation than jury:court).

Another new feature in BATS, as compared to the
Google test set and SemEval, is that it contains sev-
eral acceptable answers (sourced from WordNet),

E03: http://whitefiles.org/b4 g/5 towns to counties index/

L02: https://www.vocabulary.com/lists/189583#view=notes
L07: http://justenglish.me/2012/10/17/character-feelings

3No claims are made about our own work being free from
inconsistencies, as no dictionary will ever be so.

where applicable. For example, both mammal and
canine are hypernyms of dog.

4 Testing the test

4.1 The vector offset method
As mentioned above, Mikolov et al. (2013a) sug-
gested to capture the relations between words as the
offset of their vector embeddings. The answer to the
question “a is to b as c is to ?d” is represented by hid-
den vector d, calculated as argmaxd∈V (sim(d, c−
a + b)). Here V is the vocabulary excluding words
a, b and c and sim is a similarity measure, for which
Mikolov and many other researchers use angular dis-
tance: sim(u, v) = cos(u, v) = u·v

||u||||v|| .
Levy and Goldberg (2014b) propose an alterna-

tive optimization objective: argmaxd∈V (cos(d −
c, b−a)) They report that this method produces more
accurate results for some categories. Essentially it
accounts for d− c and b−a to share the same direc-
tion and discards lengths of these vectors.

We supply the BATS test set with a Python eval-
uation script that implements both methods.4 We
report results calculated by the Mikolov’s method
for the sake of consistency, but some authors choose
the best result for each category from each method
(Levy and Goldberg, 2014b).

4.2 Corpus and models
One of the current topics in research on word em-
beddings is the (de)merits of count-based models
as compared to the neural-net-based models. While
some researchers find that the latter outperform the
former (Baroni et al., 2014), others show that these
approaches are mathematically similar (Levy and
Goldberg, 2014b). We compare models of both
types as a contribution to the ongoing dispute.

Our count-based model is built with Pointwise
Mutual Information (PMI)frequency weighting. In
the dimensionality reduction step we used the Sin-
gular Value Decomposition (SVD), raising Σ matrix
element-wise to the power of a where 0 < a ≤ 1
to give a boost to dimensions with smaller variance
Caron (2001). In this study, unless mentined oth-
erwise, a = 1. The co-occurrence extraction was
performed with the kernel developed by Drozd et al.
(2015).

4http://vsm.blackbird.pw/bats
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Figure 1: GloVe and SVD: accuracy on different types of relations

As a representative of implicit models we chose
GloVe (Pennington et al., 2014) that achieved the
highest performance on the Google test set to this
date. Our source corpus combines the English
Wikipedia snapshot from July 2015 (1.8B tokens),
Araneum Anglicum Maius (1.2B) (Benko, 2014)
and ukWaC (2B) (Baroni et al., 2009). We discarded
words occurring less than 100 times, resulting in vo-
cabulary of 301,949 words (uncased).

To check the validity of our models we evaluate
it with the Google test set for which there are nu-
merous reported results. For GloVe we used the
parameters from the original study (Pennington et
al., 2014): 300 dimensions, window 10, 100 iter-
ations, xmax= 100, a = 3/4, sentence borders ig-
nored. For comparison we also built an SVD model
with 300 dimensions and window size 10. On our
5 B corpus GloVe achieved 80.4% average accuracy
(versus 71.7% on 6 B corpus in the original study).
The comparable SVD model achieved 49.9%, as op-
posed to with 52.6% result reported by Levy et al.
(2015) for 500 dimensions, window size 10 on 1.5
B Wikipedia corpus.

To evaluate effects of window size and dimen-
sionality we built 19 SVD-based models for win-
dows 2-8 at 1000 dimensions, and for dimensions
100-1200 for window size 5.

5 Results and discussion

5.1 Word category effect

Figure 1 presents the results of BATS test on the
GloVe model (built with the parameters from the
original study (Pennington et al., 2014)), and the
best performing SVD model, which was the model
with window size 3 at 1000 dimensions. The model
built with the same parameters as GloVe achieved
only 15.9% accuracy on BATS, and is not shown.

While GloVe outperforms the SVD-based model
on most categories, neither of them achieves even
30% accuracy, suggesting that BATS is much more
difficult than the Google test set. Many categories
are either not captured well by the embedding, or
cannot be reliably retrieved with vector offset, or
both. The overall pattern of easier and more dif-
ficult categories is the same for GloVe and SVD,
which supports the conclusion of Levy and Gold-
berg (2014b) about conceptual similarity of explicit
and implicit models. The overall performance of
both models could perhaps be improved by parame-
ters that we did not consider, but the point is that the
current state-of-the-art in analogical reasoning with
word embeddings handles well only certain types of
linguistic relations, and there are directions for im-
provement that have not been considered so far.

The high variation we observe in this experiment
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is consistent with evidence from systems competing
at SemEval2012-Task2, where not a single system
was able to achieve superior performance on all sub-
categories. Fried and Duh (2015) also showed a sim-
ilar pattern in 7 different word embeddings.

As expected, inflectional morphology is overall
easier than semantics, as shown even by the Google
test results (see Skip-Gram (Mikolov et al., 2013a;
Lai et al., 2015), GloVe (Pennington et al., 2014),
and K-Net (Cui et al., 2014), among others). But it
is surprising that derivational morphology is signifi-
cantly more difficult to detect than inflectional: only
3 categories out of ten yield even 20% accuracy.

The low accuracy on the lexicographic part of
BATS is consistent with the findings of Köper et
al. (2015). It is not clear why lexicographic rela-
tions are so difficult to detect with the vector offset
method, despite numerous successful word similar-
ity tests on much the same relations, and the fact
that BATS make the task easier by accepting sev-
eral correct answers. The easiest category is binary
antonyms of the up:down kind - the category for
which the choice should be the most obvious in the
semantic space.

A typical mistake that our SVD models make
in semantic questions is suggesting a morphologi-
cal form of one of the source words in the a:b::c:d
analogy: cherry:red :: potato:?potatoes instead of
potato:brown. It would thus be beneficial to exclude
from the set of possible answers not only the words
a, b and c, but also their morphological forms.

5.2 Window size effect
Evaluating two count-based models on semantic and
syntactic parts of the Google test set, Lebret and
Collobert (2015) shows that the former benefit from
larger windows while the latter do not. Our exper-
iments with SVD models using different window
sizes only partly concur with this finding.

Table 2 presents the accuracy for all categories
of BATS using a 1000-dimension SVD model with
window size varying between 2 and 8. The codes
and examples for each category are listed in table
1. All categories are best detected between win-
dow sizes 2-4, although 9 of them yield equally
good performance in larger windows. This indicates
that there is not a one-on-one correspondence be-
tween “semantics” and “larger windows” or “mor-

2 3 4 5 6 7 8 2 3 4 5 6 7 8
I01 62 71 70 68 67 65 58 L01 11 10 9 8 7 6 6
I02 41 50 47 44 42 40 34 L02 5 4 4 4 4 5 4
I03 57 61 58 52 47 41 32 L03 10 8 8 8 7 6 4
I04 49 57 51 45 40 35 25 L04 5 5 5 5 5 5 4
I05 27 37 39 36 34 32 29 L05 2 0 1 1 1 1 1
I06 62 71 67 63 60 58 53 L06 3 3 4 3 3 3 3
I07 26 32 36 36 36 36 34 L07 13 12 9 7 6 5 4
I08 21 20 19 18 18 18 16 L08 19 16 13 12 10 9 6
I09 23 30 34 35 36 36 35 L09 15 19 17 14 12 11 9
I10 25 25 23 21 19 19 17 L10 32 33 30 28 27 25 24
D01 0 0 0 0 0 0 0 E01 69 77 79 77 74 71 69
D02 12 13 12 12 11 10 9 E02 29 28 24 22 21 20 17
D03 10 18 20 20 20 20 19 E03 11 18 18 18 18 18 17
D04 12 8 6 5 4 3 2 E04 19 10 3 3 3 3 4
D05 7 13 13 11 9 8 5 E05 20 15 15 14 14 13 13
D06 15 24 18 13 10 8 5 E06 2 2 1 1 1 1 1
D07 4 4 3 2 2 1 1 E07 2 3 3 2 2 1 1
D08 1 2 2 2 1 1 1 E08 0 0 0 0 0 0 0
D09 6 10 11 11 11 11 10 E09 19 18 19 18 18 19 18
D10 3 12 12 10 10 9 9 E10 20 25 25 25 24 23 21

Table 2: Accuracy of SVD-based model on 40 BATS
categories, window sizes 2-8, 1000 dimensions

phology” and “smaller windows”. Also, different
categories benefit from changing window size in dif-
ferent ways: for noun plurals the difference between
the best and the worse choice is 13%, but for cate-
gories where accuracy is lower overall there is not
much gain from altering the window size.

Our results are overall consistent with the evalu-
ation of an SVD-based model on the Google set by
Levy et al. (2015). This study reports 59.1% average
accuracy for window size 2 yields, 56.9% for win-
dow size 5, and 56.2% for window size 10. How-
ever, using window sizes 3-4 clearly merits further
investigation. Another question is whether changing
window size has different effect on different models,
as the data of Levy et al. (2015) suggest that GloVe
actually benefits from larger windows.

5.3 Vector dimensionality effect

Intuitively, larger vectors capture more information
about individual words, and therefore should in-
crease accuracy of detecting linguistic patterns. In
our data this was true of 19 BATS categories (I01-
02, I04, I06, D02-03, D05-07, E01, E03, E07, E10,
L03-04, L07-10): all of them either peaked at 1200
dimensions or did not start decreasing by that point.

However, the other 20 relations show all kinds
of patterns. 14 categories peaked between 200 and
1100 dimensions, and then performance started de-
creasing (I03, I05, I07-10, D01, D04, D09, E02,
E05, E09, L1, L6). 2 categories showed negative
effect of higher dimensionality (D08, E04). Finally,
2 categories showed no dimensionality effect (E08,
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L05), and 3 more - idiosyncratic patterns with sev-
eral peaks (D10, E02, L06); however, this could be
chance variation, as in these categories performance
was generally low (under 10%). Figure 2 shows sev-
eral examples of these different trends5.
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Figure 2: Effect of vector dimensionality: example categories

The main takeaway from this experiment is that,
although 47.5% of BATS categories do perform bet-
ter at higher dimensions (at least for SVD-based
models), 40% do not, and, like with window size,
there is no correlation between type of the relation
(semantic or morphological) and its preference for
a higher or low dimensionality. One possible ex-
planation for lower saturation points of some rela-
tions is that, once the dimensions corresponding to
the core aspects of a particular relation are included
in the vectors, adding more dimensions increases
noise. For practical purposes this means that choos-
ing model parameters would have to be done to tar-
get specific relations rather than relation types.

5.4 Other parameters

In scope of this study we did not investigate all pos-
sible parameters, but our pilot experiments show that
changing the power a for the Σ matrix of the SVD
transformation can boost or decrease the perfor-
mance on individual categories by 40-50%. Smaller
value of a gives more weight to the dimensions
which capture less variance in the original data,
which can correspond to subtle linguistic nuances.
However, as with windows and dimensions, no set-
ting yields the best result for all categories.

A big factor is word frequency, and it deserves
more attention than we can provide in scope of this
paper. Some categories could perform worse be-

5All data for all categories can be found at
http://vsm.blackbird.pw/bats

cause they contain only low-frequency vocabulary;
in our corpus, this could be the case for D01 and
D04-066. But other derivational categories still do
not yield higher accuracy even if the frequency dis-
tribution is comparable with that of an “easier” cat-
egory (e.g. D8 and E10). Also, SVD was shown to
handle low frequencies well (Wartena, 2014).

6 Conclusion

This study follows up on numerous reports of suc-
cessful detection of linguistic relations with vector
offset method in word embeddings. We develop
BATS - a balanced analogy test set with 40 morpho-
logical and semantic relations (99,200 questions in
total). Our experiments show that derivational and
lexicographic relations remain a major challenge.
Our best-performing SVD-based model and GloVe
achieved only 22.1% and 28.5% average accuracy,
respectively. The overall pattern of “easy” and “dif-
ficult” categories is the same for the two models, of-
fering further evidence in favor of conceptual sim-
ilarity between explicit and implicit word embed-
dings. We hope that this study would draw atten-
tion of the NLP community to word embeddings and
analogical reasoning algorithms in context of lexico-
graphic and derivational relations7.

Our evaluation of the effect of vector dimension-
ality on accuracy of analogy detection with SVD-
based models shows that roughly half BATS cate-
gories are best discovered with over 1000 dimen-
sions, but 40% peak between 200 and 1100. There
does not seem to be a correlation between type of
linguistic relation and preference for higher or low
dimensionality. Likewise, our data does not confirm
the intuition about larger windows being more ben-
eficial for semantic relations, and smaller windows
- for morphological, as our SVD model performed
best on both relation types in windows 2-4. Further
research is needed to establish whether other models
behave in the same way.

6Data on frequency distribution of words in
BATS categories in our corpus can be found at
http://vsm.blackbird.pw/bats

7BATS was designed for word-level models and does not
focus on word phrases, but we included WordNet phrases as
possible correct answers, which may be useful for phrase-aware
models. Also, morphological categories involving orthographic
changes may be of interest for character-based models.
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Abstract

In this paper, we develop and evaluate sev-
eral techniques for identifying argumentative
paragraphs in Chinese editorials. We first use
three methods of evaluation to score a para-
graph’s argumentative nature: a relative word
frequency approach; a method which targets
known argumentative words in our corpus;
and a combined approach which uses elements
from the previous two. Then, we determine
the best score thresholds for separating argu-
mentative and non-argumentative paragraphs.
The results of our experimentation show that
our relative word frequency approach provides
a reliable way to identify argumentative para-
graphs with a F1 score of 0.91, though chal-
lenges in accurate scoring invite improvement
through context-aware means.

1 Introduction

Argumentation – the act of reasoning in support of
an opinion or idea – frequently presents itself in all
types of texts, from casual chat messages to online
blogs. Argumentation mining aims to identify and
determine a persuasive text’s argumentative compo-
nents, or the atomic units of its underlying struc-
ture. For example, an argumentation mining system
might seek to locate and classify sections of claims
and supporting evidence within an essay. More com-
prehensive mining might map the relations between
different units, such as the support of evidence or the
opposition of counterarguments to the thesis.

Argument identification offers a wide variety of
practical applications. If argumentative text can be
identified accurately, then the main arguments of

large sets of data may be extracted. For exam-
ple, argument identification could isolate arguments
surrounding subjects like U.S. immigration law, or
summarize the arguments in research papers. Recent
efforts in argumentation mining have included appli-
cations such as automatic essay scoring (Song et al.,
2014; Ong et al., 2014), online debates (Boltuzic and
Šnajder, 2014), and arguments in specific domains
such as online Greek social media sites (Sardianos
et al., 2015). However, to our knowledge, no work
in argumentation mining to date has been performed
for Chinese, a large and rich domain for NLP work.

Here we focus on the first step of argumenta-
tion mining, locating argumentative units within a
text. We develop and evaluate several methods of
argument identification when performed upon a cor-
pus of Chinese editorials, making the assumption
that editorials are opinionated texts, although a sin-
gle editorial may contain both opinionated and non-
opinionated paragraphs.

Our work met with several challenges. Although
newspaper editorials can be assumed to carry an
opinion of some sort, the opinion is not always ex-
plicitly expressed at a word level, and methods of
argumentation can vary widely from editorial to ed-
itorial. For example, one might exhibit a thesis fol-
lowed by supporting evidence, but others might only
state facts until the final paragraph. Furthermore, ed-
itorials commonly build arguments by citing facts.
In our work, we not only had to define ’argumen-
tative’ and ’non-argumentative’, but also limit the
scope of an argument. In order to capture the larger
argument structure, our work focuses on identifying
arguments in paragraph units of no more than 200
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characters (around 3-5 sentences), although we do
not concatenate shorter paragraphs to ensure a min-
imum size.

Our task aims to label paragraphs such as the fol-
lowing as argumentative: “不幸的是，如今在深
圳的各十字路口，绳子在显示作用，白线却
无力地趴在地上。这是法规的悲哀。” (“Un-
fortunately, nowadays at Shenzhen’s ten road inter-
sections, cords are used to show that the white road
lines lie uselessly on the ground. This legislation is
tragic.”)

The contributions of this paper are collecting and
annotating a dataset of Chinese editorials; manually
creating a list of argumentative words; and the com-
parison and analysis of three methods.

2 Data

2.1 Corpora

This work makes use of two corpora, one of Chi-
nese editorials and one of Chinese reportage, both
of which are subcorpora in the Lancaster Corpus
of Mandarin Chinese (McEnery and Xiao, 2004).
The LCMC, a member of the Brown family corpora,
is a 1M balanced word corpus with seventeen sub-
corpora of various topics. We used the Press: Re-
portage and Press: Editorials subcorpora, contain-
ing 53K and 88K words respectively. Samples in
both subcorpora were drawn from mainland Man-
darin Chinese newspaper issues published between
1989 and 1993, which increases the likelihood that
both articles and editorials discuss the same topics
and use a similar vocabulary.

Our unit of text was the paragraph, which typ-
ically contains a single argument or thought. We
decided to use paragraphs that were no more than
200 characters in our experimentation, assuming
that longer paragraphs might hold multiple argu-
ments. We split our raw data into two subsets: para-
graphs 200 characters and below, and paragraphs
larger than 200 characters. The small paragraphs
were left in their original form, but we manually split
the larger paragraphs into small sections under 200
characters, with individual paragraphs no smaller
than 50 characters. We omitted large paragraphs
which cannot reasonably be split up into sentences
(for example, a long one-sentence paragraph).

2.2 Gold Standard Annotation

To evaluate our experiments, we employed work-
ers through Amazon Mechanical Turk to tag our
set of 719 editorial paragraphs. For each para-
graph, the worker was asked, ”Does the author of
this paragraph express an argument?” In response,
the worker categorized the paragraph by selecting
”Makes argument,” ”Makes NO argument,” or ”Un-
sure”. All text shown to the worker was written
in both English and manually translated Mandarin.
Instructions were screened by native speakers for
clarity. Each paragraph was rated by three ”Master
Workers,” distinguished as accurate AMT workers.

Though we provided clear instructions and exam-
ples for our categorization task, we found that the
three workers for each task often did not all agree
on an answer. Only 26% of paragraphs received
an unambiguous consensus of ”has argument” or
”no argument” for the paragraph’s argumentative
nature. The rest of the paragraph results contain
at least two different opinions about the paragraph.
Since paragraphs receiving three different answers
were likely unreliable for identification, we threw
out those paragraphs, leaving 622 paragraphs for our
methods. Around 78% of paragraphs were rated as
argumentative, and 22% as non-argumentative.

Paragraph Consensus Count Percentage
Makes an argument 484 67.32%
Makes NO argument 138 19.19%
Unsure 43 5.98%
No consensus 54 7.51%
total 719

Table 1: Breakdown of AMT paragraph results.

3 Models

We first score paragraphs according to the meth-
ods outlined below. Then, we determine the
best score threshold for each method, and accord-
ingly label paragraphs ”argumentative” or ”non-
argumentative.”

3.1 Method 1: Identification by Comparative
Word Frequency

Our first method of evaluation is based on a process
outlined by Kim and Hovy in a paper on identifying
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opinion-bearing words (Kim and Hovy, 2005). We
first follow Kim and Hovy’s process to construct a
list of word-score pairs. Then, we use these scores
to evaluate our paragraphs of editorial text.

Kim and Hovy postulate that words which appear
more often in editorials than in non-editorial text
could be opinion-bearing words. For a given word,
we use the Reportage and Editorials subcorpora to
find its unigram probabilities in both corpora, then
compute a score that indicates its frequency bias to-
ward editorial or reportage text. Words that are rela-
tively more frequent in editorial text are more likely
argumentative.

Score(W ) =
EditorialProb(W )
ReportageProb(W )

(1)

Kim and Hovy further specify a way to elimi-
nate words which do not have a repeated bias to-
ward editorial or reportage text. We divide the
Reportage and Editorial corpora each into three
subsets, creating three pairs of reportage and ed-
itorial subsets. Then, for each word, we com-
pute word scores as specified above, but for each
pair of reportage and editorial subsets. This cre-
ates Score1(W ), Score2(W ), Score3(W ), which
are essentially ratios between editorial or reportage
appearances of a word. We only retain words whose
scores are all greater than 1.0, or all below 1.0, since
this indicates repeated bias toward either editorials
or reportage (opinionated or non-opinionated) text.

After scoring individual words, we rate para-
graphs by assigning a score based on the scores
of the individual words which comprise them. If
a paragraph P contains n opinion words with cor-
responding frequency f1, f2, . . . fn and assigned
scores s1, s2, . . . sn, then the score for the paragraph
is calculated by following:

Score(P ) = f1s1 + f2s2 + . . . fnsn (2)

From these scores and our tagged data, we deter-
mine a best score threshold by tuning on our tagged
data, which produced a threshold of 40.0.

3.2 Method 2: Targeting Known
Argumentative Words

Our second method involves creating a list of known
argumentative words that appear in the Editorials

corpus and scoring paragraphs based on how many
of these words appear in them. First, we constructed
a list of the most frequent argumentative words that
appear in the Editorials corpus. Then, we assigned
each paragraph a score based on presence of these
words.

We manually selected the most frequent argumen-
tative words in the Editorials corpus by sorting a
list of the words and their frequencies. Words were
selected for their likelihood of indicating argumen-
tation. Generally, the most common words which
indicated opinion also possessed non-argumentative
meanings. For example, the common word ”要” can
mean ”to want” as well as ”must” or ”if.”

Word Translation Count %
我们 we 219 2.55
要 must 210 2.45
问题 problem 192 2.24
就 right away, at once 158 1.84
而 and so, yet, but 131 1.53
都 all, even (emphasis) 116 1.35
更 even more, further 87 1.01
但 but 86 1.00
还 still 84 0.98
好 good (adj) 76 0.89
人们 people 64 0.75
自己 self 61 0.71
却 however 57 0.66
人民 the people 53 0.62
必须 must 49 0.57
认为 believe 49 0.57
为了 in order to 48 0.56
我 I 47 0.55
重要 important 46 0.54
因此 consequently 46 0.54

Table 2: Constructed list of known argumentative words by fre-

quency. Horizontal lines mark boundaries between 10-, 15-, and

20-word lists.

Scoring paragraphs based on this list was simple:
we awarded a paragraph a point for each instance
of any of the words on the list. We were inter-
ested in whether the presence of a few argumenta-
tive words could indicate argumentation in the entire
paragraph. We determined the best word list size and
the best threshold that returned the most accurate la-
bels, a word list size of 15 words and a threshold of
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1. For this model, a threshold of 1 means if the para-
graph contains at least one word from the word list,
it is labeled as argumentative.

3.3 Method 3: Combined Method

Our third method of identifying arguments combines
the previous two methods. Similar to the second
method, we scored paragraphs based on a list of
argumentative words. However, instead of manu-
ally selecting argumentative words from a word fre-
quency distribution, we created a list of opinionated
words by picking a number of the highest-scoring
words from the first method.

In structuring this combination method, we theo-
rized that the highest-scoring words are those which
are the most common opinionated words, since they
have the highest probability of consistently appear-
ing throughout the Editorials corpus and not the Re-
portage corpus. By using these words instead of
manually-picked argumentative words, we scored
paragraphs using a list of words based on the compo-
sition of the corpus itself, with the intent of creating
a more relevant list of words.

Scoring remained similar to the second method,
where we awarded a paragraph a point for each in-
stance of any of the words on the list. Again, the
threshold which produced the best results was 1.
That is, if a paragraph contained at least one word
from the list, it was labeled as argumentative.

4 Results

4.1 Method 1: Identification by Comparative
Word Frequency

Method Accuracy Precision Recall F1 score
1 0.841 0.847 0.971 0.905
2 0.801 0.826 0.942 0.880
3 0.371 0.850 0.233 0.366
1 = Relative Word Frequency Method (T=40)
2 = Targeting Argument Words (T=1,W=15)
3 = Combined Method (T=1,W=20)
T = threshold, W = word list size

Table 3: A comparison of the best metric scores of all three

methods.

Our experiments produced the best performance
under the relative word frequency method, achieving
84% accuracy and an F1 score of 0.91. These scores

were closely followed by the second method with
80% accuracy and an F1 score of 0.88.

Despite these high scores, we were surprised to
find that our relative word frequency system had
scored many non-argumentative words very high.
For example, the highest-scoring word was自民党,
”Liberal Democratic Party.” When we eliminated
words with non-argumentative POS tags (i.e. nouns
and other noun forms), the highest-scoring word was
监测, ”to monitor” (Table 4). These words were
likely rare enough in the Reportage corpus that they
were awarded high scores. Words indicative of ar-
guments such as必要, ”necessary,” scored high, but
largely did not make up the highest-scoring words.

Word Translation Score
监测 to monitor 57.917
谈判 to negotiate 51.656
污染 to pollute 34.437
发展中国家 developing country 32.872
停火 to cease fire 29.741
整治 to rennovate, restore 28.176
腐败 to corrupt 26.610
北方 north 25.129
断 to break 25.129
匿 to hide 25.062

Table 4: Highest-scoring words from the Kim and Hovy scor-

ing in the statistical method, words with non-argumentative

POS tags removed.

As a result, our list of opinion-bearing words con-
tained non-argumentative words along with argu-
mentative identifiers, artificially raising paragraph
scores. Paragraphs were more likely to score high,
since our system labeled many non-argumentative
paragraphs as argumentative. The inflated word
scores are likely a result of mismatched editorial
and reportage corpora, since a word that is rela-
tively rare in the Reportage corpus and more com-
mon in the Editorials corpus will score high, re-
gardless of its actual meaning. However, this ap-
proach still performed well, suggesting that these
non-argumentative words, such as ”to monitor,” may
be used to persuade in context (e.g. ”The govern-
ment monitors its people too closely”).
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4.2 Method 2: Targeting Known
Argumentative Words

Our second method similarly performed well, with
high accuracy and fewer false positives than the pre-
vious method, due to the list of words that clearly
indicated argumentation. The best performance was
given by a threshold of 1. That is, the system per-
formed best when it marked a paragraph argumenta-
tive as long as it has at least one of the words from
the list. Results did not significantly improve even
if the list was expanded or the score threshold was
raised, implying that adding words to the 10-word
list, even if the new words had exclusively argumen-
tative meanings, did not significantly improve per-
formance. The more frequent semi-argumentative
words like ”而” (”and so,” ”yet”) had a greater posi-
tive effect on accuracy than obviously argumentative
words like ”必须” (”must”) which do not appear as
often in the corpus.

4.3 Method 3: Combined Method

Since our combined method relied heavily upon
the word scores generated by the relative word
frequency approach, the results showed signifi-
cant errors. Seeded with a word list that did
not contain solely argumentative words (e.g. ”to
monitor” as well as ”to pollute”), the combined
method attempted to find argumentative paragraphs
using words which did not exclusively indicate
argumentation. Overall, the combined method
rated many more argumentative paragraphs as non-
argumentative than the reverse, and performed
poorly overall with a F1 score of 0.37.

5 Related Work

Prior work on argument identification has been
largely domain-specific. Among them, Sardianos et
al. (2015) produced work on argument extraction
from news in Greek, and Boltûzic and Jan Ŝnajder
(2015) worked on recognizing arguments in online
discussions. Kiesel et al. have worked on a shared
task for argument mining in newspaper editorials
(Kiesel et al., 2015). They contributed a data set of
tagged newspaper editorials and a method for mod-
eling an editorial’s argumentative structure.

Because argument mining is a relatively new field
within the NLP community, there has been no argu-

ment identification study performed on Chinese edi-
torials, although there has been a significant amount
of work on opinion identification. In particular, Bin
Lu’s work on opinion detection in Chinese news text
(Lu, 2010) has produced a highest F-measure of 78.4
for opinion holders and 59.0 for opinion targets.

6 Conclusion and Future Work

In this study, we sought to computationally iden-
tify argumentative paragraphs in Chinese editorials
through three methods: using relative word frequen-
cies to score paragraphs; targeting known argumen-
tative words in paragraphs; and combining the two
methods. Our experiments produced the best per-
formance under the relative word frequency method,
achieving 84% accuracy and an F1 score of 0.91.

Despite these high scores, we found our rel-
ative word frequency system scored many non-
argumentative words very high. These words were
likely rare enough in the Reportage corpus (but com-
mon enough in the Editorials corpus) that they were
awarded high scores. As a result, our list of opinion-
bearing words contained non-argumentative words
along with argumentative identifiers, raising para-
graph scores and producing false positives.

Future work could be done to improve upon Kim
and Hovy’s method in order to more accurately score
words. In particular, it is necessary to avoid scor-
ing non-argumentative words high, simply due to
their presence in the Editorials corpus and absence
in the Reportage corpus. In our experiment, we
eliminated high-scoring non-argumentative words
like ”自民党” (”Liberal Democratic Party”) by re-
moving nouns from scoring. However, this also
eliminates argumentative nouns like ”问题,” mean-
ing ”problem” or ”issue.” One solution to remov-
ing topic-specific nouns while keeping argumenta-
tive nouns is identifying the editorial topic and its
domain-specific words, which would prevent the
method from scoring rare but non-argumentative
words high. Another benefit to determining word
context is distinguishing between argumentative and
non-argumentative senses of a word. For example, if
the word ”garbage” appears in an article discussing
landfills, it is likely not argumentative. However, if
it appears in an editorial discussing recent movies,
it is more likely to be an argumentative word (e.g.
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“That movie is garbage.”). In our current system,
we cannot distinguish between these two uses. If
the word ”garbage” appeared equally in news text
as a neutral word (say, in an article discussing land-
fills) and in the editorials corpus as an argumentative
word (“that’s garbage!”), then the score of ”garbage”
would be low, and we would be unable to identify
the argumentative nature of ”garbage” in editorials.
Another solution is to observe the context in which
words appear. If the word ”garbage” appears in
proximity to words like ”landfill” and ”recycling,”
then we could guess that the usage of this word is
non-argumentative.

By improving the list of opinionated words in the
relative word frequency method, we could not only
improve its scoring system, but perhaps even im-
prove upon our combined method to produce even
better, more accurate results than the first two meth-
ods used. We hope our research provides a bench-
mark or foundation for future research in the grow-
ing field of argument mining.
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Abstract

This paper proposes an automatic tag assign-
ment approach to various e-commerce prod-
ucts where tag allotment is done solely based
on the visual features in the image. It then
builds a tag based product retrieval system
upon these allotted tags.
The explosive growth of e-commerce products
being sold online has made manual annotation
infeasible. Without such tags it’s impossible
for customers to be able to find these prod-
ucts. Hence a scalable approach catering to
such large number of product images and al-
locating meaningful tags is essential and could
be used to make an efficient tag based product
retrieval system.
In this paper we propose one such ap-
proach based on feature extraction using Deep
Convolutional Neural Networks to learn de-
scriptive semantic features from product im-
ages. Then we use inverse distance weighted
K-nearest neighbours classifiers along with
several other multi-label classification ap-
proaches to assign appropriate tags to our im-
ages. We demonstrate the functioning of our
algorithm for the Amazon product dataset for
various categories of products like clothing
and apparel, electronics, sports equipment etc.
Keywords: Content based image retrieval,
Multi-Modal data embeddings and search,
Automatic Image Annotation, E-commerce
product categorization

1 Introduction

In the present day world of mass internet pene-
tration and the advent of the e-commerce era the

number of products being bought and sold online
has increased exponentially in the past few years.
In 2012, Business to Consumer (B2C) e-commerce
sales grew 21.1% to top $1 trillion for the first
time1. This is expected to grow steadily at the rate
of around 20% and is estimated to hit $2.5 trillion
by 2018 2.
Given the explosive growth in the number of
products being sold online and the relative hetero-
geneity in the categories these products could be
allotted to, it has become physically impossible and
infeasible to manually tag these products. Besides
not everyone will tag the same images with the
same tags. This leads to discrepancy in the kinds
of tags allotted to the products. Search engines
looking for products based on customers query
heavily rely on these tags allotted to each image to
return accurate and meaningful results to customers
queries but mainly only the product images are
available which is impossible for the search engine
to make sense of. Besides the discrepancy in tagging
leads to a lot of useful search results to get excluded.

An automatic tagging system can help take care
of both of these problems and will be able to build
an efficient product database querying system even
if the database consists solely of visual information
about the products. Such an automated systems will
bring about tagging homogeneity so that similar
products are tagged with the same tags. This will

1http://www.emarketer.com/Article/Ecommerce-Sales-
Topped-1-Trillion-First-Time-2012/1009649

2http://www.emarketer.com/Article/Global-B2C-
Ecommerce-Sales-Hit-15-Trillion-This-Year-Driven-by-
Growth-Emerging-Markets/1010575
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also eliminate the need for the laborious process of
manually tagging such products.

The e-commerce marketplace is a truly multi-
modal space with visual features co-existing with
product descriptions and feature specifications. To
be truly effective, such a marketplace must allow
the user to be able to find products based on it’s
visual features as well as product descriptions.
This paper proposes an efficient approach to create
such a Multi-Modal visual feature based product
information retrieval system.
This is achieved in a 2 step process:

1. (Image to Tags) Visual features are extracted
from product images and are used to automati-
cally annotate these product images with mean-
ingful tags.

2. (Tags to Images) Now these tags are used to
query a hash table indexed on these tags and
used to retrieve all images corresponding to this
tag.

The rest of the paper is organized as follows. Re-
lated literature is reviewed in Section 2. Section 3
presents our proposed approach along with details
of techniques used. Sections 4 presents a detailed
description of obtained results for various datasets.
Section 5 and 6 present Conclusion and Future Work
respectively.

2 Literature Review

The e-commerce boom we have seen in the past few
years has created a lot of interest in this particular
area of research as such a system which can auto-
matically tag product images is of great commercial
and economic value. We saw a lot of recent work
on this suggesting that this a very active area of re-
search and is quickly gaining popularity.
One of the best work in this field is from Zoghbi
et al. (2016) who similar to us use visual features
to assign textual descriptors to the image and use
these descriptors for query based image retrieval.
In this paper they use two latent variable models
to bridge between textual and visual data: bilingual
latent Dirichlet allocation and canonical correlation
analysis. They report their results on a self created

image dataset and work only for apparel and do not
generalise to other categories.
Another promising work on this problem was done
by Mason et al (2013). In this work they use SIFT
(Scale Invariant Feature Transform) features Lowe
(2004), along with colour features, Gabor filters Fo-
gel and Sagi (1989) and bag of HOG (Histogram of
Gradient) features Dalal and Triggs (2005) as the
visual features. Gibbs sampling is used to sample
topic assignments for visual terms in the test image.
Then they apply the technique of Latent Dirichlet
Allocation (LDA) Blei et al. (2003) to generate prob-
able captions for a given set of visual features.
Feng et al (2010), proposed a system called
MixLDA which tried to automatically generate cap-
tions for news images which is similar to our task.
Their model works with a bag-of-words represen-
tation and treats each article-image-caption tuple as
a single document. LDA is then used to infer la-
tent topics which generated these documents. It now
uses the distribution over these latent topics to es-
timate the multimodal word distributions over top-
ics for new images which in turn is used to estimate
posterior of the topic proportions over visual docu-
ments. This is used to annotate the news images.
Style Finder Di et al. (2013), is another system
which tries to identify visual features present in an
image and uses those to build a visual feature vo-
cabulary which could then be used for query based
product retrieval. They use the women’s coats
dataset and extract SIFT, HoG and GIST features
from these images and train binary linear SVM’s to
detect the presence or absence of each feature. We
feel that such an approach would not be able to scale
up to a very large number of labels as it tries to train
a classifier for each label .
Another work by Zhan et al (2015) is also relevant
to this problem. They try to automatically tag im-
age features for shoe images by first identifying the
viewpoint and then use view-specific part localiza-
tion model based on the prior knowledge of the shoe
structures under different viewpoints. Finally, they
use a SVM classifier on low level features extracted
from these localized shoe parts, which is ultimately
used for attribute prediction. Here their approach is
restricted to only shoe images and cant scale to large
number of images or to images of other product cat-
egories.
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Whittlesearch approach Kovashka et al. (2015) was
another interesting work where the authors try to
cater to user queries based on relative strengths of
visual attributes in a product image. First they learn
a ranking function to predict the relative strength of
certain visual attributes. This is achieved by cast-
ing estimation of such a ranking function as a large-
margin formulation of Joachims Tsochantaridis et
al. (2005) with suitable constraints, which could
then easily be solved. The users can then query for
products which have less or more of a certain at-
tribute than a given image and are shown a ranked
list of such products based on this ranking function.
Based on the user feedback, they update their scor-
ing function using what they call as the Relative At-
tribute Feedback approach.
Several other SVM based approaches on a variety
of visual features like SIFT, HoG, SURF etc have
also been proposed Rothe et al. (2015), Li (2010),
Gangopadhyay (2001), Zeng et al. (2014), Tadse et
al. (2014). However we note that none of these ap-
proaches attempt to generalize to the classification
of all varieties of products and restrict themselves
to certain product classes (mainly apparel and cloth-
ing). Besides, they do not operate on a multi la-
bel setting and hence need one-vs-all type classifiers
to detect multiple labels which do not scale up for
large number for possible tags. Our approach on the
other hand is extremely adaptive and is able to iden-
tify tags for multiple categories of products. Besides
we directly deal with tag annotation as a multi label
problem allowing our approach to scale up to a large
number of tag categories.

3 Approach

In this section we elaborate upon the approach we
used to build the automatic annotation system and
then how we use these tags to build an efficient tag
based product retrieval system.

3.1 Dataset

Lack of open availability of a dataset is one of the
biggest problems which hinders the development of
effective automatic tagging systems for e-commerce
products. Most of the data present on the web
is highly unstructured and lacks proper labels and
hence cant be effectively used. Even when the la-

bels are there, they are extremely noisy and cant be
relied upon. In our paper we present the results on
the Amazon e-commerce product dataset McAuley
et al. (2015b), McAuley et al. (2015a) which con-
tains images of various product categories and their
meta data which we parse to obtain the tags associ-
ated with each image. For this paper we demonstrate
our approach for apparels and clothing, electronics
and sports equipment categories and show that the
approach scales up to large number of tags and per-
forms well on a wide category of products. Images
of these categories are tagged with a total of 1664,
886 and 2224 possible tags respectively.

3.2 Feature Extraction from Images

Researchers in the computer vision domain have
frequently used Scale Invariant Feature Transform
(SIFT) vectors, Histogram of Gradients (HoG) vec-
tors, SURF vectors, Gabor filters etc. to extract use-
ful features from images. However in our project we
use features extracted from higher layers of a very
Deep Convolutional Neural Network to serve as our
visual features. Here we use the 19 layer deep VGG
network Simonyan and Zisserman (2014) and it is
trained on the Imagenet dataset first. We then use
this trained network on the Imagenet dataset Rus-
sakovsky et al. (2015) and use the concept of ’Trans-
fer Learning’ Yosinski et al. (2014) to train it on
our Amazon product dataset next. We also experi-
ment with the VGG-16 and Googlenet networks, but
VGG-19 features give us the best performance and
hence we use them for our paper. The network struc-
ture is presented in Image 1.
It is observed that Deep Convolutional Neural net-
works have the ability to learn useful feature repre-
sentations by non-linearly projecting the input im-
ages into a discriminative subspace where similar
images tend to have similar intermediate feature rep-
resentations while non-similar images are projected
far from each other. This trend is independent of the
dataset it is trained on and hence a network trained
on Imagenet network too is able to learn useful fea-
ture representations for the Amazon product dataset
when trained on it. Oquab et al. (2014), Bengio
(2012)
Hence we could use VGG-19 models pre-trained on
Imagenet and then adapt them for our dataset. This
cuts down our training time tremendously as training
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Deep CNN models from scratch is computationally
very expensive. We use the 4096 Dimensional fea-
tures from the last fully connected hidden layer of
the VGG net as features to represent a given visual
image.

Figure 1: The VGG-19 Network
The conv layers represent convolution layers, Max-
pool are Max Pooling layers and FC are Fully con-
nected layers

3.3 Automatic tag assignment to images

After having obtained the extracted feature vectors
for each images from the Deep CNN’s, our next
task to automatically assign all relevant tags to each
image. This is essentially a multi label problem
which is still a very active area of research till date.
We avoid using one-vs-all classifiers like SVM’s
etc as such classifiers can’t be scaled up for a very
large number of tag categories which we observe
in the case of e-commerce products. In this paper
we use Weighted K-Nearest Neighbours approach
with weights for each neighbour as inverse of the
distance of the neighbour from the query point.
For each query point we evaluate it’s K nearest
neighbours from the training set and evaluate the
weighted average of the presence of each particular
tag from among these K neighbours. Ultimately, we
allot the D tags with the highest weighted average
to the query image.

The ’presence score’ of the occurrence of the tag

ti in the query image x could be calculated as:

S(ti|x) =
∑K

j=1
I(i,j)
dx,nj

/
∑K

j=1
1

dx,nj

Where dx,nj is the distance between query point and
the jth neighbour, I(i, j) is an indicator variable
which is defined as follows:

I(i, j) =

{
1 if nj has tag ti

0 Otherwise

This is how we do tag allocation to the various
images. K-Nearest Neighbour approach is computa-
tionally very efficient and can be scaled up to a very
large number of tags without a very large increase in
computational complexity.

3.4 Querying product based on tagged visual
features

Once we have a fully tagged dataset of product im-
ages we can easily store the tags and images which
have been tagged with it in a hash table with the tag
as the key. We also store the probability of the pres-
ence of this tag in each image. The image list corre-
sponding to each tag is then sorted according to this
probability score and stored and the value for the en-
try with the tag as the key.
Now when the user queries this database looking for
products with a certain tagged feature, then the hash
table is looked up for that tag and the images corre-
sponding to those tags are returned in the order of
higher probability score first. This helps us build a
lightning fast retrieval system for tagged visual fea-
ture based queries for the various e-commerce prod-
ucts.

4 Results

4.1 Annotation Results

We present our results on 3 different categories of
products i.e. apparel and clothing, electronics and
sports equipment. The metrics we use to measure
the performance of our method are Precision, Recall
and F1-score which are computed over all possible
tag categories. These metric are defined as follows:
Precision = TP/(TP + FP )
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(a) Predicted tags: Boots, Jacket,
Western, Watches, Skirt, Jewelry
Accessories
Actual Tags:Boots, Jacket, West-
ern, Watches, Jewelry Accessories,
Sunglasses, Handbags & Purses

(b) Predicted Tags: Baby Clothing,
Jeans, Shoes, Sweater
Actual Tags: Baby Clothing, Jeans,
Shoes, Sweater

(c) Predicted Tags: Hats,Skirt,
Handbags & Purses, Floral Top
Actual Tags: Hats, Skirt, Hand-
bags, Floral Top, Heels

Figure 2: Examples from Apparel category

(a) Predicted tags: LCD TV, Home
Theater, Speakers, DVD player
Actual Tags: LCD TV, Home The-
ater, Speakers, DVD player, Am-
plifier

(b) Predicted Tags: Camera, Cam-
era Lens, Memory card, USB drive,
Camera Stand
Actual Tags: Camera, Camera
Lens, Memory card, USB drive,
Camera Stand, Stylus, USB ca-
ble,Camera Bag

(c) Predicted Tags: Mobile, Lap-
top, Mouse, Mike, Memory Card,
Headphones, Monitor, MP3 Player
Actual Tags: Laptop, Mouse, Mike,
Memory Card, Headphones, Moni-
tor, MP3 Player, Calculator

Figure 3: Examples from Electronics category

(d) Predicted tags: Tennis Ball,
Football, Rackets, Baseball equip-
ment, Basketball, Rugby
Actual Tags: Tennis Ball, Football,
Rackets, Baseball equipment, Bas-
ketball, Rugby ,Glove

(e) Predicted Tags: Gym equip-
ment, Treadmill, Fitness equipment
Actual Tags: Gym equipment,
Treadmill, Fitness equipment

(f) Predicted Tags: Racket, Shuttle-
cock, Net, Tennis, Cage
Actual Tags: Racket, Shuttlecock,
Net, Badminton equipment

Figure 3: Examples from Sports category

Recall = TP/(TP + FN)

F1Score = 2·Precision·Recall
(Precision+Recall)

Where TP stands for True positives, FP stands
for False Positives and FN stands for False Nega-
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tives.
We present our results for 4 different values of K,
applying the inverse distance weighed KNN in each
case. Our results are shown in Table 1

Product K F1 score Precision Recall
Category

1 0.282 0.284 0.283
Apparel and 3 0.343 0.536 0.252

Clothing 5 0.345 0.603 0.242
7 0.340 0.635 0.232
1 0.317 0.317 0.316

Electronics 3 0.396 0.621 0.291
5 0.407 0.706 0.286
7 0.406 0.743 0.280
1 0.251 0.252 0.250

Sports 3 0.329 0.626 0.223
5 0.336 0.765 0.215
7 0.335 0.819 0.210

Table 1: Tag Annotation results

Some sample images and tags allotted to them for
each category are shown in images 2, 3, 3. To the
best of our knowledge, these results are the best on
this given dataset. The tagged images clearly show
that the approach works very well and is able to
identify tags correctly despite the large amount of
noise in the data and the large number of possible
tags.

4.2 Retrieval Results
Once the Tag annotation was completed we set up
the hash table based indexing system with the tags as
keys and a list of images relevant to that tag sorted in
order of ’presence score’ of occurrence of that tag.
We use this to perform our retrieval. We create a list
of 1000 tag queries for each category and use this re-
trieval system to obtain the relevant images. The re-
trieval accuracy depends on the accuracy of tagging.
We note that by retrieval times were blazingly fast
with all 1000 queries for each product category. The
retrieval times are presented in Table 2. Clearly the
time complexity remains more or less constant for
each of the categories despite the varying number of
labels denoting that the retrieval times are constant
with respect to increasing dataset size and number
of labels.

Table 2: Performance of the Content Based Image
Retrieval System for a list of 1000 query tags

Product Category Retrieval Time(s)
Apparel and Clothing 0.083

Electronics 0.095
Sports 0.081

5 Conclusions

In this paper we proposed an Automatic tagging ap-
proach for e-commerce products by making use of
it’s visual features and using these tags to build an
efficient query based product retrieval system. We
demonstrated that the system performs extremely
well and to the best of our knowledge, it outperforms
all other systems for automatic e-commerce prod-
uct tagging on this dataset. Besides the approach
is highly scalable, catering to a very large number
of tags and products and could easily generalize to
multiple product categories and performs well on
each category.
The retrieval system built on top of this is also ex-
tremely fast and is able to obtain meaningful results
at lightning fast speeds.

6 Future Work

We plan to extend this work by incorporating bet-
ter multi label algorithms which could provide even
better performances. We are also exploring alternate
feature representation techniques which could pro-
vide us with further semantic information. One such
representation we plan to explore is to use the activa-
tion values from multiple layers of the VGG network
as we know that each layer of the network learns a
certain kind of distinguishing feature. A combina-
tion of such features might provide superlative per-
formance over just using the features from a single
layer.
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Abstract 

We present here two methods for extraction o, 

meronymic relation : (a) the first one relies 

solely on syntactic information. Unlike other 

approaches based on simple patterns, we 

determine their optimal combination to extract 

word pairs linked via a given semantic 

relation; (b) the second approach consists in 

combining syntactic patterns with the 

semantic information extracted from the 

Wikipedia hyperlink hierarchy (WHH) of the 

constituent words. By comparing our work 

with SemEval 2007 (Task 4 test set) and 

WordNet (WN) we found that our system 

clearly outperforms its competitors. 

1 Introduction 

The attempt to discover automatically semantic 

relations (SR) between words, or word pairs has 

attracted a number of researchers during the last 

decade which is understandable given the number 

of applications needing this kind of information. 

Question Answering, Information Retrieval and 

Text Summarization being examples in case 

(Turney and Littman, 2005; Girju et al., 2005).  

SRs extraction approaches can be categorized on 

the basis of the kind of information used. For 

example, one can rely on syntactic patterns or 

semantic features of the constituent words. One 

may as well combine these two approaches. 

The method using only syntactic information 

relies on the extraction of word-level, phrase-level, 

or sentence-level syntactic information. This 

approach has been introduced by Hearst (1992) 

who showed that by using a small set of lexico-

syntactic patterns (LSP) one could extract with 

high precision hypernym noun pairs. Similar 

methods have been used since then by (Auger and 

Barriere, 2008; Marshman and L‟Homme, 2006). 

These authors reported results of high precision for 

some relations, for example hyponymy, noting 

poor recall which was low. Furthermore, the 

performance of this approach varies considerably 

depending on the type of relation considered 

(Ravichandran and Hovy, 2002, Girju et al., 2005.  

An alternative to the syntactic approach is a 

method relying on the semantics features of a pair 

of words. Most researchers using this approach 

(Alicia, 2007; Hendrickx et.al, 2007) rely on in-

formation extracted from lexical resources like 

WN (Fellbaum, 1998). Alas, this method works 

only for languages having a resource equivalent to 

WN. Yet, even WN may pose a proble because of 

its low coverage across domains (tennis problem). 

Hybrid approaches consist in the combination of 

syntactic patterns with the semantic features of the 

constituent words (Claudio, 2007; Girju et.al 

2005). They tend to yield better results. However, 

their reliance on WN make them amenable to the 

same criticism as the ones just mentioned 

concerning WN. More recently Wikipedia based 

similarity measures have been proposed (Strube, 

et.al, 2006; Gabrilovich, and Markovitch, 2007). 

While this strategy produces excellent results, few 

attempts have been made to extract SRs 

(Nakayama et. al, 2007; Yulan et, al , 2007). 

In this paper we propose two approaches to 

extract meronymic relations. In the first case we 

rely on the patterns learned from LSPs. Previous 

syntactic approaches aimed at finding stand-alone, 

unambiguous LSPs, for instance X such as Y, in 

order to extract a semantic relation like hyponymy. 

Yet, such unambiguous, stand-alone LSPs are very 

rare and yield low performance. Instead of using 

LSPs individually, which are often ambiguous, we 

try to combine them in such a way that they com-

 

29



 
 
 
 

plete each other. For instance, the ambiguity of the 

pattern “NN1 make of NN2” can be reduced via the 

pattern “NN2 to make NN1“ in order to extract me-

ronymy. NN1 and NN2 can stand for any pair of 

words. The second approach consists in disambi-

guating the word pairs extracted by LSPs via the 

information identified from the Wikipedia pages of 

the respective words.  

Our contributions are twofold. First, we propose 

a novel technique for extracting and combining 

LSPs in order to extract SRs. Second, we propose 

an approach for disambiguating the syntactic 

patterns (say meronymic patterns like NN1-has-

NN2) by building a hyperlink-hierarchy based on 

Wikipedia pages. 

2 Our Approach in more detail 

Previous work relies on unambiguous, stand alone 

LSPs to extract SRs. While this approach allows 

for high precision, it has been criticized for its low 

accuracy and its variability in terms of the SRs to 

be extracted. Not all SRs are equally well 

'identified'. One of the main challenges and 

motivations for LSP mining lies in the 

disambiguation of LSP to allow for the extraction 

of SRs. To achieve this, we propose two methods: 

─ Determine an optimal combination of LSPs to 

represent the relation at hand (section 2.1).  

─ Combining LSPs with the semantic features 

of the constituent words extracted from the 

Wikipedia hyperlink-hierarchy (section 2.2).  

2.1 Combination of syntactic patterns for relation 

extraction (CoSP-FRe)  

The use of individual LSP for the extraction of 

word pairs linked via a given SR tends to produce 

poor results (Girju et al., 2005; Hearst, 1998). One 

reason for this lies in the fact that the majority of 

word pairs are linked via polysemous LSPs (Girju 

et.al , 2005). Hence, these patterns cannot be used 

alone, as they are ambiguous. At the same time 

they cannot be ignored as they have the potential to 

provide good clues concerning certain SRs. This 

being so we suggest to assign weights to the LSPs 

according to their relevance for a specific SR, and 

to optimally combine such weighted patterns for 

extracting word pairs linked via the SR at hand. 

In order to determine the optimal combination 

of LSPs likely to extract SRs, we have harvested all 

LSPs encoding the relation at hand. We assigned 

weights to the patterns according to their relevance 

for the given SRs, and finally filtered the best 

combination of LSPs.  

In order to extract such patterns linking word 

pairs via a certain SR , we  selected seed-word 

pairs representative of the relation at hand. In order 

to balance the word pairs we followed standard 

taxonomies to group the relations and selected 

samples from each group (see Section 3.1.1). 

Sentences containing the word pairs were extracted 

and then identified their dependency structure. We 

identified dependency structure linking the word 

pairs using the shortest path (ex. nsubj(have, 

aircraft) and dobj(have, engines) from the sentence 

aircrafts have engine). Having replaced the  words 

by NN1 (whole) and NN2 (part) we obtained pat-

terns like NN1 have NN2. We finally counted the 

frequency of the LSPs and ordered them according 

to their frequency and considering the top 50.  

Determination of the optimal combination of 

LSPs encoding a given SR. To determine the 

optimal combination of LSPs, we identyfied the 

discrimination value (DV) for each pattern. The DV 

is a numerical value signaling the relevancy of a 

given LSP with respect to a given SR. We applied 

the following steps in order to identify the DV and 

to determine the optimal combination of the LSPs:  

Step 1: For each extracted LSP, we extracted 

more connected word pairs from Wikipedia. We 

defined regular expression matching sentences 

linking word pairs via the LSPs and built then 

word pairs in a LSPs matrix (Matrix 1). Table 1 be-

low shows sample word pairs connected by the 

patterns NN1 has NN2 and NN2 of NN1. Next, we 

labeled the extracted word pairs with the SR type 

and built a matrix of word pairs by a specific SR 

type (Matrix 2). In Table 2 the word pairs from 

matrix 1 are labeled with their respective type of 

SR. We relied on WN to automatically label the 

word pairs. Starting with the first sense of the 

words occurring in WN, we traverse the hierarchies 

and identify the SRs encoded by the word pairs.  

Using the information from Matrix 1 and 2, we 

built a matrix of SRs to LSPs (Matrix 3). Table 3 

shows sample Matrix 3. The rows of the matrix 

represent the SR type, while columns represent the 
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LSPs' encoding. The cells are populated by the 

number of word pairs linked by the LSP encoding 

the SR. The DV of LSP for a given SR is given by 

the following formula: 











TRE

TNR

FP

FPR
DV log   (1) 

FP represents the total number of word pairs 

connected by the LSP (from Matrix 1). FPR stands 

for the number of word pairs connected by the 

given SR (from Matrix 2), while TNR and TRE 

represent respectively the total number of SRs 

(from Matrix 3) and the total number of SRs 

encoded by the pattern (from Matrix 3).  
 

Word Pairs LSP 

Car Engine NN1 has NN2 

Girl Car NN1 has NN2 

Door Car NN2 of NN1 

Aircraft Engine NN1‟ NN2 

Table 1: Sample Matrix 1. 

 

Word Pairs SR Type 

Car Engine Meronymy 

Girl Car Possession 

Door Car Meronymy 

Aircraft Engine Meronymy 

Table 2: Sample Matrix 2. 

 

SR Type NN1 has NN2 NN2 of NN1 NN1’ NN2 

Meronymy 1 1 1 

Possession 1 0 0 

Table 3: Sample Matrix 3. 

Step 2: Identify the optimal combination of LSP 

to represent a given relation. First, we build a 

matrix combining LSPs encoding the respective 

SRs (Matrix 4) from matrix 3. The LSPs in Matrix 

3 are combined until no other combination is 

possible. The cells of the Matrix 4 are populated by 

the number of word pairs linked via the respective 

combination of LSPs. Next we calculated the 

discrimination value (DV-g) for the combined 

LSPs, the DV-g being calculated for each 

combination of LSP corresponding to a given SR. 

We then selected the combination of LSPs with 

maximum DV-g for each SR. The DV-g for the 

combined LSPs corresponding to a given SR is 

given by the following formula: 


















gTRE

TNR

gFP

gFPR
gDV log   (2) 

FP-g expresses the total number of word pairs 

connected by the group of patterns. It is 

determined by taking the intersection of word pairs 

connected via the combined LSPs (from Matrix 4), 

where FPR-g represents the number of word pairs 

connected by the combined LSPs for a given SR. 

This value is determined by taking the intersection 

of positive word pairs connected by the combined 

LSP for a given SR (from Matrix 4). Finally, TNR 

and TRE represent respectively the total number of 

SRs (from Matrix 4) and the total number of SRs 

encoded by the combination of the LSP.  
 

     SR Type NN1 has NN2+ NN2 of NN1 NN2 of NN1+ NN1’ NN2 

    Meronymy 2 2 

    Possession 0 0 

Table 4: Sample Matrix 4. 

As can be seen from table 3, the pattern “NN1 has 

NN2” when used independently encodes both a me-

ronymic and a non-meronymic word pair. From ta-

ble 4 above there are two meronymic word pairs 

linked by the combination of patterns “NN1 has 

NN2 + NN2 of NN1” while there are no non-

meronymic word pairs. Hence the non-meronymic 

word pair retrieved via the pattern “NN1 has NN2” 

is filtered out as a result of having combined it 

with the pattern “NN2 of NN1”.  

2.2 Wikipedia hyperlink hierarchies for SR 

extraction (WHH-Fsre): the case of 

meronymy extraction 

We used here the hyperlink-hierarchies built on the 

basis of a selected set of sentences of Wikipedia 

pages containing the respective word pairs in order 

to disambiguate LSPs encoding them. The basic 

motivations behind this approach are as follows: 

1. Words linked to the Wikipedia page title (WPT) 

via LSP encoding SR are more reliable than 

word pairs linked in arbitrary sentences.  

2. Word pairs encoding a given SR are not always 

directly connected via LSPs. SRs encoded by a 

given word pair can also be encoded by their 

respective higher/lower order conceptual terms. 

For instance, the following two sentences "germ 

is an embryo of seed" and "grain is a seed" yield 

relations like hyponymy (germ, embryo, and 

grain, seed), meronymy (embryo, seed, and 

germ, grain), the latter (germ, grain) being 

inferred via the relation of their higher order 

terms (embryo and seed).  

The candidate meronymic word pairs extracted 

via meronymic LSPs are further refined by using 
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the patterns learned from their conceptual 

hierarchies built on the basis of semantic links, 

namely, 'hypernymic-link' (HL), and the 

„meronymic-link’ (ML). We extracted the 

hyperlinks connected to the Wikipedia pages of the 

respective meronymic candidates by using 

hypernymic and meronymic LSP. The hyperlink 

hierarchies were built by considering only 

important sentences (1 and 2 below) from the 

Wikipedia pages of the pair of terms: (1) definition 

sentences and (2) sentences linking hyperlinks to 

the WPT using meronymic LSPs. Since the 

meronymic LSP vary according to the nature of the 

arguments, the patterns used to extract hyperlinks 

for building the hierarchies were learned by taking 

the nature of the meronymic relations into account 

(section 2.1). The definition sentences are used to 

extract hypernymic-hyperlink
1
, and the sentences 

linking hyperlinks to the WPT using meronymic 

LSPs are used to extract meronymic-hyperlink
2
. 

Using the hierarchy constructed for the candidate 

word pairs, this approach determines whether the 

pairs are meronyms or not based on the following 

assumptions: 

(a) The hyperlink hierarchies of hierarchical 

meronymys constructed form their 

respective HL have a common ancestor in 

the hierarchy. Figure 1 shows the compo-

nent-Integral meronyms „car engine’ sharing 

the parent „machine’ in their hyperlink-

hierarchy constructed from their respective 

Wikipedia page definitions.  

(b) The hyperlink hierarchies of both 

hierarchical and non-hierarchical-meronyms 

constructed from their respective ML and/or 

HL converge along the path in the hierarchy.  

Extraction of the hyperlinks. To extract the 

hyperlinks, we performed the following operations:  

Step 1: For simple meronymic pairs we identified 

the respective Wikipedia pages aligning the word 

pairs with the WPT based on the overlap of the 

                                                     
                                                      
1 The hypernymic-hyperlink is a word defining a term via its 

higher-order concept, providing in addition a hyperlink to oth-

er Wikipedia pages for further reading. The hypernymic-

hyperlinks are underlined on figure 1.  
2 Meronymic-hyperlink is a word describing a term using its 

whole concept and providing a hyperlink to other Wikipedia 

pages for further reading. 

surface word form. The word pairs were selected 

based on standard categories used for describing 

meronymic taxonomy (Winston et al. 1987, see 

also section 3.1.1). We first cleaned Wikipedia 

articles and extracted Wikipedia definitions and 

sentences linking WPT with hyperlinks using 

meronymic LSPs.  

Step 2: Annotations. We manually annotated both 

kinds of sentences using two kinds of information: 

WPT and the hyperlinks. The hyperlink either links 

the term to its meronyms or hypernyms. 

Step 3: Extract LSPs linking the WPT with the 

hyperlinks. We assigned DV (section 2.1) for the 

patterns and considered the most frequent LSPs. 

The hyperlinks broadly fall in either of two 

categories: (a) hypernymic-hyperlink. They are 

extracted by the patterns linking the tuple 

(hyperlink, wpt), for instance, is-a (hyperlink, 

Wikipedia page title) as in the example (b,c); (b) 

meronymic-hyperlinks. They are extracted via 

LSPs linking the tuple (hyperlink, wpt), for 

instance, made-from (hyperlink, wpt). 

  Fig. 1. Wikipedia definitions and the resulting hypernymic-hyperlink 

hierarchies for the meronyms „car engine’ 

 

 
Fig. 2. Wikipedia definitions and the hyponymic and meronymic 

hyperlink-hierarchies of the meronym „grain germ’ 

Constructing the hierarchy. For a given pair of 

terms, we identified the respective Wikipedia 

cereal 

germ embryo grain 

seed 

Meronymic relations 

Hypernymic relation  

The germ of a cereal is the reproductive part that germinates to 

grow into a plant; it is the embryo of the seed. 

Grains are small, hard, dry seeds, with or without attached hulls… 

An engine or

 motor, is 

a machine de

signed… 

Engine 

Machine 

Ve-

hicle 

Motor-

vehicle 

Car 

A motor vehicle is a self-

propelled road vehicle, 

commonly wheeled, that 

does … 

A vehicle is 

a mobile machine that 

transports… 

A machine is a tool containing 

one or more parts using energy 

to …  

 

A car is a wheeled, 

self-powered motor 

vehicle used 

for transportation.  
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pages, by aligning the pairs with the wpt and by 

using word form overlap to extract their associated 

initial hypernymic and meronymic hyperlinks (hli) 

based on the patterns learned in step 2.2.1. We 

further identified the respective Wikipedia pages 

for the hypernymic and meronymic-hyperlink (hli) 

identified before and extracted the associated  

hypernymic and meronymic hyperlinks  (hli+1). 

Next we connected (hli) with (hli+1) to form a 

hierarchy (hypernyms are connected to each other 

and to meronyms and vice versa). The hyperlinks 

are extracted until the hierarchies converge, or 

until the hypernymic-hierarchy reaches seven 

layers (most word pairs converge earlier than that).  

Decide on the meronymic status of words. 

The hypernymic or meronymic-hyperlink of one of 

the words of the pair is searched in the hierarchy 

of the other, and if this link occurs we consider the 

word pairs as meronyms. Figure 2 shows that the 

meronymic word pair „germ grain‟ converges at 

„seed’ in the hierarchies built from their respective 

Wikipedia pages.  

3 Experiment 

To show the validity of our line of reasoning we 

carried out three experiments: 

I. Extract the optimal combination of LSPs encod-

ing meronymic relation only. 

II. Evaluate CoSP-FRe for meronymy extraction.  

III. Evaluate WHH-Fre for extracting meronymy. 

3.1 Extract the optimal combination of LSPs 

encoding meronymy 

 Training data set.  Two sets of data are required: 

(a) the initial meronymic word pairs used to train 

our system (b) the corpus from which the LSPs 

were selected. To select the representative list of 

meronymic pairs, we used a standard taxonomy. 

Indeed, several scholars have proposed taxonomies 

of meronyms (Winston et al., 1987; Pribbenow, 

1995; Keet & Artale, 2008). We followed 

Winston‟s classical proposal: 

component – integral-object (cio) handle– cup 

member – collection (mc) tree – forest 

portion – mass (pm) grain – salt 

stuff – object (so) steel – bike 

feature–activity (fa) paying–shopping 

place-area (pa)              oasis–desert 

For the training we used the part-whole training set 

of SemEval-2007 task 4 (Girju et al. 2007) . 

Experimental setup.  To determine the optimal 

combination of LSPs encoding meronyms we 

identified LSPs encoding meronymy according to 

the procedures described in section 2.1. Since most 

of these patterns are rare we considered only those 

with a frequency of 100 and above. For individual 

LSP extraction, we identified the DVs associated 

with the meronymic relation by using the formula 

1 followed by the DV-gs for every combination of 

LSPs by using the second formula. The combined 

LSPs are sorted based on their DV. Finally we 

selected the LSP with the highest DV as 

representatives of the respective meronymic types. 

 
Sno Pattern DV-g 

1 NN1 make of NN2+ NN2 to make 

NN1 + NN2 used NN1 + NN1 NN2  

83.6% 

2 NN1 make from NN2+ NN2 to make 

NN1 + NN2 used NN1 + NN1 NN2 

81% 

Table 5. Part of the optimal combination of patterns for staff 

object meronymic relations 

As can be seen from Table 5 the DV-g of staff 

object meronymic relations patterns is 83.6. The 

discrimination values for the LSP in the group 

when used individually is below 50%.  

Evaluation .  The goal is to evaluate the degree of 

correspondance between the meronyms extracted 

by CoSP-FRe and WHH-FRe on one hand and the 

one by human annotators on the other.  

Test data set.  We used two data sets: (a) the part-

whole test set of the SemEval-2007 task 4 (Girju et 

al. 2007) which contains 72 examples (26 positive 

and 46 negative) and some meronymic word pairs 

gleaned from WN. 

Comparison with other systems. We have 

compared our work against three approaches that 

achieved the best performance on SemEval-2007 

task 4, and two other approaches. We categorized 

these approaches as (a) WN-based: CMU-AT 

(Alicia, 2007) & ILK (Hendrickx et.al, 2007), (b) 

syntactic and (c) hybrid approaches: FBK-IRST 

(Claudio, 2007) & Girjus et.al (2005). We used the 

individual LSPs (ILSP) extracted in Sections 2.1 & 

the LSPs extracted by Girju, et.al (2005) as 

syntactic approach. The LSPs extracted by Girju, 

et.al (2005) are the subset of the LSPs extracted in 

Sections 2.1.  
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Results.  We computed precision, recall and F-

measures as the performance metric. Precision is 

defined as the ratio of the number of correct 

meronyms extracted and by the total number of 

extracted word pairs. Recall is defined as the ratio 

between the number of correct meronyms extracted 

and the total number of meronyms in the test set.  

 

Approaches P R F 

CoSP-FRe 76% 88% 81.5% 

WHH-FRe 88% 90% 88.9% 

ILSP 41.6% 87% 56.2% 

CMU-AT 57.7%  45.5% 50.8% 

FBK-IRST 65.5%  73.1% 69.1% 

ILK 48.4 % 57.7% 52.6% 
Table 6. Recall (r), Precision (p) and F-Measure (f) of our approach 

and related works in the SemEval 2007 test set 

We have also extracted meronymic word pairs 

from random Wikipedia pages of 100 articles and 

added 85% of the word pairs encoded in WN. 

Discussions. The results for both approaches are 

discussed here below: 

CoSP-FRe.  The precision of CoSP-FRe is 

improved over syntactic approach as the ambiguity 

of the individual LSP‟s is reduced when patterns 

are combined. Recall is improved as a result of 

using ambiguous LSPs for extracting word pairs. 

This contrasts with all the other syntactic 

approaches which relied only on unambiguous 

LSPs. In our approach, ambiguous LSPs are also 

used in combination with other LSPs. Hence the 

coverage is significantly improved.  

WHH-FRe.  Several kinds of hierarchies were 

formed. Some of them are made of hypernymic or 

meronymic links, while others are a combination 

of both links. WHH-FRe outperforms significantly 

previous approaches both with respect to recall and 

precision as it combines two important features. 

First LSPs are used to extract lists of candidate 

pairs. Second semantic features of the constituent 

words extracted from Wikipedia hyperlink-

hierarchy is used to further refine. Precision is 

improved for several reasons: relations encoding 

LSPs which link hyperlinks and WPT are more 

reliable than word pairs connected via arbitrary 

sentences. The features learned from the Wikipedia 

hyperlink-hierarchy further cleaned the word pairs 

extracted by LSPs. Recall is also improved since 

word pairs indirectly linked via their respective 

higher/lower order hierarchy were also extracted.  

4 Related Works 

4.1 Syntactic approaches 

The work of (Turney, 2005, 2006; Turney and 

Littman, 2005; Chklovski and Pantel, 2004) is 

closely related to our work (CoSP-Fre) as it also 

relies on the use of the distribution of syntactic pat-

terns. However, their goals, algorithms and tasks 

are different. The work of (Turney, 2005, 2006; 

and Turney and Littma, 2005) is aimed at measur-

ing relational similarity and is applied to the classi-

fication of word pairs (ex. quart: volume vs mile: 

distance) while we are aimed at extracting SRs.  

4.2 Hybrid approaches 

The work of Girju et.al (2005) is more related to 

our WHH-FRe in that they combined LSPs with the 

semantic analysis of the constituent words to dis-

ambiguate the LSPs. They used WN to get the 

semantics of the constituent words. Alicia (2007) 

converts word pairs of the positive examples into a 

semantic graph mapping the pairs to the WN 

hypernym hierarchy. Claudio (2007) combines 

information from syntactic processing and 

semantic information of the constituent words from 

WN. Wikipedia-based approaches mainly focused 

on the identification of similarity (Nakayama et. al, 

2007; Yulan et, al , 2007). Also, there is hardly any 

recent work concerning the extraction of 

meronyms. Many researchers are working on the 

identification of semantic similarity achieving 

excellent result by using standard datasets 

(Camacho-Collados, Taher and Navigli, 2015; Ta-

her and Navigli , 2015). Yet, most of this work 

dates back to 2010 and before.  

5 Conclusions 

We presented here two novel approaches for ex-

tracting SRs: CoSP-FRe and WHH-FRe. The 

strength of CoSP-FRe is its capacity to determine 

an optimal combination of LSPs in order to extract 

SRs. The approach yielded high precision and re-

call compared to other syntactic approaches. 

WHH-FRe perform significantly better than pre-

vious approaches both with respect to recall and 

precision as our approach combines LSP and the 

lexical semantics of the constituted words gleaned 

from their respective Wikipedia pages. 
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Abstract

This thesis proposal outlines the use of unsu-
pervised data-driven methods for paraphras-
ing tasks. We motivate the development of
knowledge-free methods at the guiding use
case of multi-document summarization, which
requires a domain-adaptable system for both
the detection and generation of sentential
paraphrases. First, we define a number of
guiding research questions that will be ad-
dressed in the scope of this thesis. We con-
tinue to present ongoing work in unsupervised
lexical substitution. An existing supervised
approach is first adapted to a new language
and dataset. We observe that supervised lex-
ical substitution relies heavily on lexical se-
mantic resources, and present an approach to
overcome this dependency. We describe a
method for unsupervised relation extraction,
which we aim to leverage in lexical substitu-
tion as a replacement for knowledge-based re-
sources.

1 Introduction

One of the key research questions in semantic under-
standing of natural language is bridging the lexical
gap; i.e. in absence of lexical overlap between a pair
of text segments, judging their semantic content with
respect to semantic similarity, entailment, or equiv-
alence. The term paraphrase is used to describe se-
mantic equivalence between pairs of units of text,
and can be loosely defined as being interchange-
able (Dras, 1999). Being able to decide if two
text units are paraphrases of each other, as well as
the reverse direction - generating a paraphrase for a

given phrase, are ongoing efforts. Both components
are useful in a number of downstream tasks. One
guiding use case for the methods developed in the
scope of this thesis is their applicability to automatic
summarization (Nenkova et al., 2011). In extrac-
tive summarization, a good summary should select
a subset of sentences while avoiding redundancy.
This requires detecting semantic equivalences be-
tween sentences. Abstractive summarization re-
quires a system to further rephrase the summary, to
match space constraints, achieve fluency, or unify
stylistic differences in multiple source documents.
Here, a paraphrasing component can modify the ex-
tracted source sentences to meet such external re-
quirements. The primary focus of this work will be
the development of novel methods for both detect-
ing and generating paraphrases of natural language
text. In the wider setting of this thesis, we are par-
ticularly interested in multi-document summariza-
tion (MDS). To scale to the requirements of multi-
domain content, our main interest is in knowledge-
free and unsupervised methods for these tasks.

The remainder of this paper is structured as fol-
lows. In Section 2 we will briefly cover related work
in different subareas pertaining to paraphrasing. In
Section 3 we will define a number of research ques-
tions, which are central to the thesis. Section 4 will
then present some ongoing work in lexical substitu-
tion and first steps to move towards a knowledge-
free unsupervised approach. Finally, Section 5 will
give a conclusion and an outlook to future work be-
ing addressed in the thesis.
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2 Related work

Paraphrase-related research can roughly be catego-
rized into three areas: 1. Paraphrase identification -
deciding or ranking the degree of how paraphrastic
two given elements are; 2. Paraphrase generation -
given a text element, generate a meaning-preserving
reformulation; and 3. Paraphrase extraction - given
an input corpus, extract meaningful pairs of para-
phrastic elements. We will cover each area briefly;
an extensive, high-level summary can be found in
(Androutsopoulos and Malakasiotis, 2010).

2.1 Paraphrase Identification

The task of paraphrase identification is strongly re-
lated to Semantic Textual Similarity (STS) and Rec-
ognizing Textual Entailment (RTE) tasks. STS has
most recently been addressed as a shared task at
SemEval-2015 (Agirre et al., 2015), which gives a
good overview of current state-of-the art methods.
For the specific task of identifying pairs of para-
phrases, the use of discriminative word embeddings
(Yin and Schütze, 2015) have recently been shown
to be effective.

2.2 Paraphrase Generation

Paraphrase generation, being an open generation
task, is difficult to evaluate. However, as a prelim-
inary stage to full paraphrasing a number of lexi-
cal substitution tasks have become popular for eval-
uating context-sensitive lexical inference since the
SemEval-2007: lexsub task (McCarthy and Navigli,
2007). A lexical substitution system aims to predict
substitutes for a target word instance within a sen-
tence context. This implicitly addresses the prob-
lem of resolving the ambiguity of polysemous terms.
Over the course of a decade, a large variety of super-
vised (Biemann, 2013) and unsupervised (Erk and
Padó, 2008; Moon and Erk, 2013; Melamud et al.,
2015a) approaches have been proposed for this task.

2.3 Paraphrase Extraction

One of the earlier highly successful approaches to
paraphrase extraction was shown by Lin and Pan-
tel (2001). The main idea is an extension of the
distributional hypothesis from words sharing simi-
lar context to similar paths between pairs of words
sharing the same substituting words. Thus, a set of

similar paths are obtained which can be regarded as
prototypical paraphrases. A notable later method to
extract a large database of paraphrases makes use
of parallel bilingual corpora. The bilingual pivoting
method (Bannard and Callison-Burch, 2005) aligns
two fragments within a source language based on an
overlap in their translation to a “pivoting” language.
The paraphrase database, PPDB (Ganitkevitch et al.,
2013) was obtained by applying this approach to
large corpora.

3 Research Questions

We define a number of research questions (RQ),
which have been partially addressed, and shall also
provide a guiding theme to be followed in future
work.

RQ 1: How can the lexical substitution task be
solved without prior linguistic knowledge? Ex-
isting approaches to lexical substitution rely fre-
quently on linguistic knowledge. A lexical resource,
such as WordNet (Fellbaum, 1998), is used to ob-
tain a list of candidate substitutes, and focus is then
shifted towards a ranking-only task. State-of-the-
art unsupervised systems can still be improved by
leveraging lexical resources as candidate selection
filters1. We argue that this is related mostly to se-
mantic word relations. Whereas some semantic re-
lations (synonymy, hypernymy) are well suited for
substitution, other relations (antonymy, opposition)
are indicators for bad substitutes. Unsupervised dis-
tributed methods are susceptible to not recognizing
these different word relations, as they still share sim-
ilar contexts. As part of this research question, we
investigate how knowledge-free approaches can be
used to overcome this lack of semantic information.
We elaborate on this RQ in Section 4.2.

RQ 2: What is the gap between lexical substi-
tution and full paraphrasing? We aim to fur-
ther examine the remaining gap to a full paraphras-
ing system that is not restricted to single words. As

1We have experimentally confirmed that a fully unsuper-
vised approach (Melamud et al., 2015b) can be improved by
restricting substitution candidates to those obtained from Word-
Net
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a first step, we extend lexical substitution to multi-
word expressions (MWE). As most existing research
considers only the restricted case of single words,
the adaptation of existing features and methods to
nominal phrases, and more complex MWEs, will be
investigated in detail. Furthermore, the lexical sub-
stitution task is conventionally only defined as pro-
viding a ranked list of lemmas as target substitutes.
In general, directly replacing the target word in the
existing context results in a syntactically incorrect
sentence. This is is the case for languages with in-
flection, but also for words with discontinuous ex-
pressions, which may require restructuring the sen-
tence. As a next step we plan on leveraging mor-
phological tagging (Schmid and Laws, 2008) to ap-
ply syntactic reformulation, by adapting a rule-based
transformation framework (Ruppert et al., 2015).

RQ 3: How can a paraphrasing system be em-
ployed for stylistic harmonization? In multi-
document summarization, source documents fre-
quently originate from different text genres. E.g.
a news document employs a different writing style
than a blog post or a tweet. Detecting such stylis-
tic variation across genres has received some atten-
tion (Brooke and Hirst, 2013). Recently, stylistic in-
formation has successfully induced for paraphrases
within PPDB (Pavlick and Nenkova, 2015). Using
a simple log ratio of observation probability of a
given phrase across distinct domains, the style of the
phrase could be mapped in a spectrum for multiple
dimensions, such as formal / casual or simple / com-
plex. When generating a summary containing such
different genres, fluency and coherence of the result-
ing document have to be considered. To improve
summaries, a system could perform the following
steps

1. Given an input corpus, identifying different
styles and given a document detecting its style

2. Given an input sentence and its source style,
paraphrasing it to match a desired target style

We can achieve this by considering the difference of
distributional expansions across multiple domains.
For example, the trigram context “four _ passen-
gers” might frequently be expanded with “aircraft”
in a news-domain corpus, whereas a tweet domain
more frequently uses “airplane”, with both expan-

sions being distributionally similar. We can thus
learn that “aircraft” could be a substitution to adapt
towards news-style language and selectively per-
form such replacements.

RQ 4: Can we exploit structure in monolingual
corpora to extract paraphrase pairs? Para-
phrase databases, such as PPDB (Ganitkevitch et al.,
2013), are constructed from bilingual parallel cor-
pora. Here an assumption is used that equivalent
text segments frequently align to the same segment
in a different “pivoting” language. The center of this
RQ is the goal to extract paraphrase pairs, similar
to PPDB, from monolingual corpora by exploiting
different structure. One such structure can be seen
in news corpora. When given a document times-
tamp, it is possible to exploit the notion of bursti-
ness to find out if two documents are related to the
same or different events. We aim to adapt tech-
niques aimed at summarization to extract pairs of
paraphrases (Christensen, 2015).

4 Ongoing Work and Preliminary Results

4.1 Delexicalized lexical substitution

In a first work we address RQ 1 and perform lexi-
cal substitution in a previously unexplored language.
With GermEval-2015 (Miller et al., 2015), the lexi-
cal substitution challenge was posed for the first time
using German language data. It was shown that an
existing supervised approach for English (Szarvas
et al., 2013) can be adopted to German (Hintz and
Biemann, 2015). Although the wider focus of the
thesis will be the use of fully unsupervised meth-
ods, in this first step lexical semantic resources are
utilized both for obtaining substitution candidates as
well as extracting semantic relation features between
words. The suitability of various resources, Ger-
maNet (Hamp and Feldweg, 1997), Wiktionary2, and
further resources crawled from the web, are eval-
uated with respect to the GermEval task. It was
found that no other resource matches the results ob-
tained from GermaNet, although its coverage is still
the primary bottleneck for this system. As lexical
substitution data is now available in at least three
languages (English, German, and Italian), we also
explore language transfer learning for lexical substi-

2Wiktionary: https://www.wiktionary.org/
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tution. Experimental results suggest that delexical-
ized features can be extended to not only generalize
across lexical items, but can further train a model
across languages, suggesting the model to be lan-
guage independent. For this, we adapt existing fea-
tures from (Szarvas et al., 2013) and extend the fea-
ture space based on more recent approaches. We fol-
low a state-of-the-art unsupervised model (Melamud
et al., 2015b) to further define features in a syntac-
tic word embedding space. As a preliminary result,
feature ablation tests show that the strongest features
for lexical substitution are semantic relations from
multiple aggregated lexical resources. This insight
motivates the next step towards a knowledge-free
system.

4.2 Unsupervised semantic relation extraction

Semantic relations have been identified a strong fea-
tures for lexical substitution (Sinha and Mihalcea,
2009); selecting candidates based on aggregated in-
formation of multiple resources usually results in
good performance. Consequently, when obtain-
ing substitution candidates from different sources,
such as a distributional thesaurus (DT), a key chal-
lenge lies in overcoming a high amount of related
but not substitutable words. Prime examples are
antonyms, which are usually distributionally simi-
lar but no valid lexical substitutions (replacing “hot”
with “cold” alters the meaning of a sentence). Figure
1 illustrates this challenge at the example of an in-
stance obtained from the SemEval-2007 data. Here,
candidates from a DT are compared against candi-
dates obtained from WordNet. Both resources yield
related words (e.g. “task”, “wage”, “computer sci-
ence” are all related to the target “job”) - however,
for lexical resources we can leverage semantic re-
lations as a much more fine-grained selection fil-
ter beyond relatedness (in the example, entries such
as “computer science” can be excluded by discard-
ing the topic relation). On the other hand, obtain-
ing candidates only from a lexical resource neces-
sarily limits the system to its coverage. Whereas
WordNet is a high-quality resource with good cov-
erage, alternatives for other languages may be of in-
ferior quality or are lacking altogether. To quantify
this, we have evaluated the overlap of semantic re-
lations present in GermaNet (Hamp and Feldweg,
1997) with the gold substitutes in the GermEval-

His job was unpaid, but he was working just to keep fit.

work (4)

employment (2)

post (1)

DT entries

job#NN

task#NN

employment#NN
position#NN

worker#NN

post#NN

employee#NN

acre#NN

foot#NN

wage#NN

work#NN

WordNet entries (label)

business synset

occupation synset

task co-hyponym

chore co-hyponym

activity hypernym

work hyponym

employment hyponym

post hyponym

obligation hypernym

computer science topic

computing topic

Figure 1: Comparison of substitution candidates obtained from

a DT (most similar words) and a lexical resource (WordNet),

for a given example sentence from SemEval-2007. Bold items

denote overlap with gold substitutes.

2015 lexsub task. Figure 2 illustrates this overlap
and further shows the stages at which the resource
fails. Whereas all target words are contained in Ger-
maNet, only 85% of the substitutes are contained
as lexical items. When considering only synonyms,
hyponyms and hypernyms as relations, only 20% of
all gold substitutes can be retrieved. This number
constitutes an upper bound for the recall of a lexi-
cal substitution system. If, instead, candidates are
obtained based on distributional similarity, we can
obtain a much higher upper bound on recall of sub-
stitution candidates. Figure 3 shows the recall of the
top-k similar words, based on a distributional the-
saurus computed from a 70M sentence newspaper
corpus (Biemann et al., 2007). Even when consid-
ering only the top-50 most similar words, a recall
of 29% can be achieved, whereas this value plateaus
at about 45% - improving over the lexical resource
baseline more than twofold. In summary, we make
two observations:

1. Similarity-based approaches, such as distribu-
tional similarity, have better coverage for sub-
stitution candidates, at the cost of higher noise
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t ∈ L

100%

s ∈ L 85%
∃R.R (t, s) 20%

syn 5%

hypo 8%

hyper 16%

¬∃R.R (t, s) 64%

s /∈ L 15%

Figure 2: Presence of lexical substitution gold pairs in a lex-

ical resource L. t ∈ L denotes that a target is present in L.

∃R.R (t, s) denotes the fraction within those pairs for which a

semantic relation existed. We used GermaNet as a lexical re-

source L and compare to gold substitutes from GermEval-2015

.

Figure 3: Recall of lexical substitution candidates as top-k sim-

ilar DT entries, compared to lexical resource baseline (using

synonyms, hyponyms and hypernyms)

2. The semantic relation between target and sub-
stitute is a strong indicator for substitutability

These observations motivate a similarity-based se-
lection of substitution candidates, which does not
rely on knowledge-based resources. We argue that
the second key component to lexical substitution
is an unsupervised extraction of semantic relations.
For this we follow (Herger, 2014), who leverages
the extended distributional hypothesis, stating that
“if two paths tend to occur in similar context, the
meanings of the paths tend to be similar” (Lin and
Pantel, 2001). The original motivation for this is
obtaining inference rules, or equivalences between
paths. For example, it can be discovered that “X is
author of Y” ≈ “X wrote Y”. In reverse however, we
can also discover pairs of words (X, Y ), which tend
to be connected with the same paths. We can thus
compute a DT on pairs of words rather than single
words, using their path as context features. Our al-

After the bubble burst, prices plunged and demand vanished.

↓ extract pairs

(bubble, burst)
(price, demand)

↓ compute path features

(price, demand)→ X plunged and Y

(price, demand)→ X-cc_plunge_Y

(price, demand)→ X-cc_#VB_Y

Figure 4: Extraction of pairs and path context features. Context

features shown here are token substring, lemmatized syntactic

dependency edges, and POS-normalized dependency edges

gorithm for semantic relation extraction can thus be
described as follows:

1. Extract pairs of words from background cor-
pus, based on distributional similarity

2. Compute context features for each pair based
on their connecting path

3. Compute the similarity between pairs of pairs,
based on shared context features

4. Cluster pairs of words based on their similarity

For step 1, we experimented with different filter-
ing strategies, based on word frequency, sentence
length, token distance, and POS tags. As context
features we aggregate multiple variants to generalize
a path: we replace the occurrence of the pair (X, Y )
with the literal strings “X” and “Y” and then extract
the token substring, as well paths defined by syntac-
tic dependency edges. Steps 1 and 2 are visualized
in Figure 4. For steps 3 and 4, we adapt the DT
computation from (Biemann and Riedl, 2013) and
obtain similarity scores based on the overlap of the
most salient context features, i.e. generalized paths.
At this stage, we obtain a distributional similarity
between pairs of words, e.g. the pair (famine, epi-
demic) is distributionally similar to (problem, cri-
sis). This resembles the notion of word analogies,
which can be obtained in embedding spaces (Levy
et al., 2014), however our model results in discrete
notions of relations as opposed to non-interpretable
vectors. For this, we cluster word pairs by applying
Chinese Whispers (Biemann, 2006). Table 1 shows
the final output of the semantic relation clustering
exemplified for four resulting clusters. Although
the data is not perfectly consistent, clusters tend to
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Cluster 1 Cluster 2
painter::designer sailboat::boat
welder::electrician trawler::boat
architect::engineer ship::boat
sailor::pilot helicopter::boat
poet::artist helicopter::vessel
pull::push coat::dress
consultant::specialist plane::vessel
distributor::producer soldier::policeman
decorator::gardener driver::passenger

Cluster 3 Cluster 4
rain::drought glaucoma::blindness
heat::cold exposure::illness
legroom::mobility famine::malnutrition
concern::anger traffic::pollution
exercise::eating humans::stress
vengeance::forgiveness obesity::illness
competitiveness::efficiency overwork::depression
respect::contempt hurricane::flooding
hipness::authenticity inflammation::pain
supervision::management drought::crisis

Table 1: Exemplary output of semantic relation clustering

(cluster subsets)

represent a similar relation between each respective
pairs of words. These relations often correspond to
those found in lexical resources, such as hyponymy
or antonymy. However, the relations are frequently
fragmented into smaller, domain-specific clusters.
In the above example, Cluster 1 and Cluster 2 both
correspond to a relation resembling hypernymy -
however, in Cluster 1 this relation is mostly clustered
for professions (e.g. a “welder” is-a-kind of “elec-
trician”), whereas Cluster 2 corresponds roughly to
vehicles or items (a “sailboat” is-a-kind-of “boat”).
Cluster 3 can be reasonably considered as containing
antonymous terms (“rain” is-opposite-of “drought”).
In some cases, clusters contain relations of words
not generally found in semantic resources. Cluster 4
contains word pairs having a causation relation (e.g.
“glaucoma” causes “blindness”); it is further inter-
esting to observe that items in this cluster contain
exclusively negative outcomes (“illness”, “stress”,
“flooding”, etc.). Previous work has conventionally
evaluated semantic relation extraction intrinsically
with respect to a lexical resource as a gold stan-

dard (Panchenko and Morozova, 2012). However,
we are interested in utilizing semantic relations for
paraphrasing tasks and will therefore follow up with
an extrinsic evaluation in a lexical substitution sys-
tem. Our goal is to leverage unsupervised clusters,
e.g. as feature input, to overcome the need for lexi-
cal semantic resources.

5 Conclusion and Outlook

In this paper we have outlined the guiding theme of a
thesis exploring data-driven methods for paraphras-
ing and defined a set of research questions to sketch
a path for future work. We addressed the first step of
lexical substitution. We showed that a supervised,
delexicalized framework (Szarvas et al., 2013) can
be successfully applied to a previously unexplored
language. We make a number of observations on
multiple language lexsub tasks: Obtaining substitu-
tion candidates from lexical resources achieves best
system performance, despite incurring a very low
upper bound on substitution recall. Obtaining can-
didates in an unsupervised manner by considering
distributionally similar words increases this upper
bound more than twofold, at the cost of more noise.
We further observe that the strongest features in this
setting are semantic relations between target and
substitute, obtained from the aggregated lexical re-
sources. Hence, we conclude that obtaining seman-
tic relations in an unsupervised way is a key step to-
wards knowledge-free lexical substitution. We con-
tinue to present an unsupervised method for obtain-
ing clusters of semantic relations, and show prelim-
inary results. As a next step we aim at integrating
such relation clusters into a lexical substitution sys-
tem. We also plan on extending lexical substitu-
tion towards a full paraphrasing system, by moving
from single-word replacements to longer multiword
expressions, as well as applying syntactic transfor-
mations as a post-processing step to the substitu-
tion output. In related branches of this thesis we
will also explore methods for extracting paraphrases
from structured corpora, and ultimately apply a two-
way paraphrasing system to a multi-document sum-
marization system, supporting both selection of non-
redundant sentences as well as sentence rephrasing
to perform harmonization of language style.
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Abstract

Spammer detection on social network is a
challenging problem. The rigid anti-spam
rules have resulted in emergence of "smart"
spammers. They resemble legitimate users
who are difficult to identify. In this paper,
we present a novel spammer classification ap-
proach based on Latent Dirichlet Allocation
(LDA), a topic model. Our approach extracts
both the local and the global information of
topic distribution patterns, which capture the
essence of spamming. Tested on one bench-
mark dataset and one self-collected dataset,
our proposed method outperforms other state-
of-the-art methods in terms of averaged F1-
score.

1 Introduction

Microblogging such as Twitter and Weibo is a popu-
lar social networking service, which allows users to
post messages up to 140 characters. There are mil-
lions of active users on the platform who stay con-
nected with friends. Unfortunately, spammers also
use it as a tool to post malicious links, send unso-
licited messages to legitimate users, etc. A certain
amount of spammers could sway the public opinion
and cause distrust of the social platform. Despite the
use of rigid anti-spam rules, human-like spammers
whose homepages having photos, detailed profiles
etc. have emerged. Unlike previous "simple" spam-
mers, whose tweets contain only malicious links,
those "smart" spammers are more difficult to distin-
guish from legitimate users via content-based fea-
tures alone (Ferrara et al., 2014).

∗Corresponding Author

There is a considerable amount of previous work
on spammer detection on social platforms. Re-
searcher from Twitter Inc. (Chu et al., 2010) collect
bot accounts and perform analysis on the user behav-
ior and user profile features. Lee et al. (2011) use the
so-called social honeypot by alluring social spam-
mers’ retweet to build a benchmark dataset, which
has been extensively explored in our paper. Some
researchers focus on the clustering of urls in tweets
and network graph of social spammers (Yang et al.,
2012; Wang et al., 2015; Wang, 2010; Yang et al.,
2011), showing the power of social relationship fea-
tures.As for content information modeling, (Hu et
al., 2013) apply improved sparse learning methods.
However, few studies have adopted topic-based fea-
tures. Some researchers (Liu et al., 2014) discuss
topic characteristics of spamming posts, indicating
that spammers are highly likely to dwell on some
certain topics such as promotion. But this may not
be applicable to the current scenario of smart spam-
mers.

In this paper, we propose an efficient feature ex-
traction method. In this method, two new topic-
based features are extracted and used to discrim-
inate human-like spammers from legitimate users.
We consider the historical tweets of each user as a
document and use the Latent Dirichlet Allocation
(LDA) model to compute the topic distribution for
each user. Based on the calculated topic probabil-
ity, two topic-based features, the Local Outlier Stan-
dard Score (LOSS) which captures the users inter-
ests on different topics and the Global Outlier Stan-
dard Score (GOSS) which reveals the users interests
on specific topic in comparison with other users, are
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extracted. The two features contain both local and
global information, and the combination of them can
distinguish human-like spammers effectively.

To the best of our knowledge, it is the first time
that features based on topic distributions are used
in spammer classification. Experimental results on
one public dataset and one self-collected dataset fur-
ther validate that the two sets of extracted topic-
based features get excellent performance on human-
like spammer classification problem compared with
other state-of-the-art methods. In addition, we build
a Weibo dataset, which contains both legitimate
users and spammers.

To summarize, our major contributions are two-
fold:

• We extract topic-based features (GOSS and
LOSS) for spammer detection, which outper-
form state-of-the-art methods.

• We build a dataset of Chinese microblogs for
spammer detection.

In the following sections, we first propose the
topic-based features extraction method in Section 2,
and then introduce the two datasets in Section 3. Ex-
perimental results are discussed in Section 4, and we
conclude the paper in Section 5. Future work is pre-
sented in Section 6.

2 Methodology

In this section, we first provide some observations
we obtained after carefully exploring the social net-
work, then the LDA model is introduced. Based on
the LDA model, the ways to obtain the topic prob-
ability vector for each user and the two topic-based
features are provided.

2.1 Observation
After exploring the homepages of a substantial num-
ber of spammers, we have two observations. 1) so-
cial spammers can be divided into two categories.
One is content polluters, and their tweets are all
about certain kinds of advertisement and campaign.
The other is fake accounts, and their tweets resem-
ble legitimate users but it seems they are simply ran-
dom copies of others to avoid being detected by anti-
spam rules. 2) For legitimate users, content polluters
and fake accounts, they show different patterns on
topics which interest them.

Figure 1: The topic distribution of legitimate users and so-

cial spammers on Honeypot dataset (left) and on Weibo dataset

(right), respectively.

• Legitimate users mainly focus on limited topics
which interest him. They seldom post contents
unrelated to their concern.

• Content polluters concentrate on certain topics.

• Fake accounts focus on a wide range of topics
due to random copying and retweeting of other
users tweets.

• Spammers and legitimate users show differ-
ent interests on some topics e.g. commercial,
weather, etc.

To better illustrate our observation, Figure. 1
shows the topic distribution of spammers and le-
gitimate users in two employed datasets(the Honey-
pot dataset and Weibo dataset). We can see that on
both topics (topic-3 and topic-11) there exists obvi-
ous difference between the red bars and green bars,
representing spammers and legitimate users. On the
Honeypot dataset, spammers have a narrower shape
of distribution (the outliers on the red bar tail are
not counted) than that of legitimate users. This is
because there are more content polluters than fake
accounts. In other word, spammers in this dataset
tend to concentrate on limited topics. While on the
Weibo dataset, fake accounts who are interested in
different topics take large proportion of spammers.
Their distribution is more flat (i.e. red bars) than
that of the legitimate users. Therefore we can detect
spammers by means of the difference of their topic
distribution patterns.

2.2 LDA model

Blei et al.(2003) first presented Latent Dirichlet Al-
location(LDA) as an example of topic model.
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Figure 2: The generative model of LDA

Each document i is deemed as a bag of words
W = {wi1, wi2, ..., wiM} and M is the number
of words. Each word is attributable to one of the
document’s topics Z = {zi1, zi2, ..., ziK} and K
is the number of topics. ψk is a multinomial dis-
tribution over words for topic k. θi is another
multinomial distribution over topics for document
i. The smoothed generative model is illustrated in
Figure. 2. α and β are hyper parameter that affect
scarcity of the document-topic and topic-word dis-
tributions. In this paper, α, β and K are empirically
set to 0.3, 0.01 and 15. The entire content of each
Twitter user is regarded as one document. We adopt
Gibbs Sampling (Griffiths and Steyvers, 2004) to
speed up the inference of LDA. Based on LDA, we
can get the topic probabilities for all users in the em-
ployed dataset as: X = [Xi;X2; · · · ;Xn] ∈ Rn×K ,
where n is the number of users. Each element
Xi = [p (z1) p (z2) · · · p (zK)] ∈ R1×K is a topic
probability vector for the ith document. Xi is the
raw topic probability vector and our features are de-
veloped on top of it.

2.3 Topic-based Features
Using the LDA model, each person in the dataset is
with a topic probability vector Xi. Assume xik ∈
Xi denotes the likelihood that the ith tweet account
favors kth topic in the dataset. Our topic based fea-
tures can be calculated as below.

Global Outlier Standard Score measures the de-
gree that a user’s tweet content is related to a certain
topic compared to the other users. Specifically, the
"GOSS" score of user i on topic k can be calculated
as Eq.(1):

µ (xk) =
∑n

i=1 xik

n ,

GOSS (xik) = xik−µ(xk)√∑
i

(xik−µ(xk))2
. (1)

The value of GOSS (xik) indicates the interest-

ing degree of this person to the kth topic. Specifi-
cally, if GOSS (xik) > GOSS (xjk), it means that
the ith person has more interest in topic k than
the jth person. If the value GOSS (xik) is ex-
tremely high or low, the ith person showing ex-
treme interest or no interest on topic k which will
probably be a distinctive pattern in the fowllow-
ing classfication. Therefore, the topics interested
or disliked by the ith person can be manifested
by f i

GOSS = [GOSS(xi1) · · ·GOSS(xiK)], from
which the pattern of the interested topics with re-
garding to this person is found. Denote f i

GOSS =
[GOSS(xi1) · · ·GOSS(xiK)] our first topic-based
feature, and it hopefully can get good performance
on spammer detection.

Local Outlier Standard Score measures the de-
gree of interest someone shows to a certain topic by
considering his own homepage content only. For in-
stance, the "LOSS" score of account i on topic k can
be calculated as Eq.( 2):

µ (xi) =
∑K

k=1 xik

K ,

LOSS (xik) = xik−µ(xi)√∑
k

(xik−µ(xi))
2
. (2)

µ(xi) represents the averaged interesting degree
for all topics with regarding to ith user and his tweet
content. Similarly to GOSS, the topics interested
or disliked by the ith person via considering his sin-
gle post information can be manifested by f i

LOSS =
[LOSS(xi1) · · ·LOSS(xiK)], and LOSS becomes
our second topic-based features for the ith person.

3 Dataset

We use one public dataset Social Honeypot dataset
and one self-collected dataset Weibo dataset to vali-
date the effectiveness of our proposed features.

Social Honeypot Dataset: Lee et al. (2010) cre-
ated and deployed 60 seed social accounts on Twitter
to attract spammers by reporting back what accounts
interact with them. They collected 19,276 legitimate
users and 22,223 spammers in their datasets along
with their tweet content in 7 months. This is our
first test dataset.

Our Weibo Dataset: Sina Weibo is one of the
most famous social platforms in China. It has im-
plemented many features from Twitter. The 2197 le-
gitimate user accounts in this dataset are provided
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Feature Method
Weibo Dataset Honeypot Dataset

Precision Recall F1-score Precision Recall F1-score

GOSS
SVM 0.974 0.956 0.965 0.884 0.986 0.932

Adaboost 0.936 0.929 0.932 0.874 0.990 0.928
RandomForest 0.982 0.956 0.969 0.880 0.969 0.922

LOSS
SVM 0.982 0.958 0.97 0.887 0.983 0.932

Adaboost 0.941 0.929 0.935 0.878 0.976 0.924
RandomForest 0.986 0.956 0.971 0.882 0.965 0.922

GOSS+LOSS
SVM 0.986 0.958 0.972 0.890 0.988 0.934

Adaboost 0.938 0.931 0.934 0.881 0.976 0.926
RandomForest 0.988 0.958 0.978 0.895 0.951 0.922

Table 1: Performance comparisons for our features with three baseline classifiers

by the Tianchi Competition1 held by Sina Weibo.
The spammers are all purchased commercially from
multiple vendors on the Internet. We checked them
manually and collected 802 suitable "smart" spam-
mers accounts.

Preprocessing: Before directly performing the
experiments on the employed datasets, we first
delete some accounts with few posts in the two
employed since the number of tweets is highly in-
dicative of spammers. For the English Honeypot
dataset, we remove stopwords, punctuations, non-
ASCII words and apply stemming. For the Chi-
nese Weibo dataset, we perform segmentation with
"Jieba"2, a Chinese text segmentation tool. Af-
ter preprocessing steps, the Weibo dataset contains
2197 legitimate users and 802 spammers, and the
honeypot dataset contains 2218 legitimate users and
2947 spammers. It is worth mentioning that the
Honeypot dataset has been slashed because most of
the Twitter accounts only have limited number of
posts, which are not enough to show their interest
inclination.

Predicted
Polluter Legitimate

Actual
Polluter TP FN

Legitimate FP TN
Table 2: Confusion matrix

1Tianchi Site http://tianchi.aliyun.com
2Jieba Project Page https://github.com/fxsjy/jieba

4 Experiment

4.1 Evaluation Metrics

The evaluating indicators in our model are show in
Table 2 . We calculate precision, recall and F1-score
(i.e. F1 score) as in Eq. (3). Precision is the ratio of
selected accounts that are spammers. Recall is the
ratio of spammers that are detected so. F1-score is
the harmonic mean of precision and recall.

precision =
TP

TP + FP
, recall =

TP

TP + FN

F1− score =
2× precision× recall

precision+ recall
(3)

4.2 Performance Comparisons with Baseline

Three baseline classification methods: Support
Vector Machines (SVM), Adaboost, and Random
Forests are adopted to evaluate our extracted fea-
tures. We test each classification algorithm with
scikit-learn (Pedregosa et al., 2011) and run a 10-
fold cross validation. On each dataset, the em-
ployed classifiers are trained with individual feature
first, and then with the combination of the two fea-
tures. From Table 1, we can see that GOSS+LOSS
achieves the best performance on F1-score among
all others. Besides, the classification by combina-
tion of LOSS and GOSS can increase accuracy by
more than 3% compared with raw topic distribution
probability.

4.3 Comparison with Other Features

To compare our extracted features with previously
used features for spammer detection, we use three
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Features
SVM Adaboost

Precision Recall F1-score Precision Recall F1-score
UFN 0.846 0.919 0.881 0.902 0.934 0.918
UC 0.855 0.904 0.879 0.854 0.901 0.877
UH 0.906 0.8 0.85 0.869 0.901 0.885

UFN+UC+UH 0.895 0.893 0.894 0.925 0.920 0.923
LOSS+GOSS 0.890 0.988 0.934 0.881 0.976 0.926

UFN+UC+UF+LOSS+GOSS 0.925 0.920 0.923 0.952 0.946 0.949
Table 3: Comparisons of our features and Lee et al.’s features

Feature Description

UFN

standard deviation of following
standard deviation of followers

the number of following
following and followers ratio

UC

|links| per tweet
|@username| in tweets / |tweets|

|unique @username| in tweets / |tweets|
|unique links| per tweet

UH the change rate of number of following
Table 4: Honeypot Feature Groups

most discriminative feature sets according to Lee et
al. (2011)(Table 4). Two classifiers (Adaboost and
SVM) are selected to conduct feature performance
comparisons. Using Adaboost, our LOSS+GOSS
features outperform all other features except for
UFN which is 2% higher than ours with regard to
precision on the Honeypot dataset. It is caused by
the incorrectly classified spammers who are mostly
news source after our manual check. They keep
posting all kinds of news pieces covering diverse
topics, which is similar to the behavior of fake ac-
counts. However, UFN based on friendship net-
works is more useful for public accounts who pos-
sess large number of followers. The best recall
value of our LOSS+GOSS features using SVM is
up to 6% higher than the results by other feature
groups. Regarding F1-score, our features outper-
form all other features. To further show the ad-
vantages of our proposed features, we compare our
combined LOSS+GOSS with the combination of all
the features from Lee et al. (2011) (UFN+UC+UH).
It’s obvious that LOSS+GOSS have a great advan-
tage over UFN+UC+UH in terms of recall and F1-
score. Moreover, by combining our LOSS+GOSS

features and UFN+UC+UH features together, we
obtained another 7.1% and 2.3% performance gain
with regard to precision and F1-score by Adaboost.
Though there is a slight decline in terms of recall.
By SVM, we get comparative results on recall and
F1-score but about 3.5% improvement on precision.

5 Conclusion

In this paper, we propose a novel feature extraction
method to effectively detect "smart" spammers who
post seemingly legitimate tweets and are thus dif-
ficult to identify by existing spammer classification
methods. Using the LDA model, we obtain the topic
probability for each Twitter user. By utilizing the
topic probability result, we extract our two topic-
based features: GOSS and LOSS which represent
the account with global and local information. Ex-
perimental results on a public dataset and a self-built
Chinese microblog dataset validate the effectiveness
of the proposed features.

6 Future Work

In future work, the combination method of local and
global information can be further improved to max-
imize their individual strengths. We will also apply
decision theory to enhancing the performance of our
proposed features. Moreover, larger datasets on both
Twitter and Weibo will be built to further validate
our method.
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Abstract

Sindhi, an Indo-Aryan language with more
than 75 million native speakers1 is a resource-
poor language in terms of the availability of
language technology tools and resources. In
this thesis, we discuss the approaches taken
to develop resources and tools for a resource-
poor language with special focus on Sindhi.
The major contributions of this work include
raw and annotated datasets, a POS Tagger, a
Morphological Analyser, a Transliteration and
a Machine Translation System.

1 Introduction

Language technology tools are vital resources that
ensure digital existence of a language for a long
time. Such tools and resources are necessary for nat-
ural language processing and have aplenty applica-
tions in the digital era. For instance, cross-lingual
technologies such as machine translation help peo-
ple across the world communicate with each other
using their native languages and access information
present in a language they do not know. Similarly,
automatic speech recognition helps people interact
with machines using natural languages. There are
many more such applications where a better under-
standing of natural languages by machines could be
helpful in various ways. Language technology tools
facilitate the understanding of natural languages by
computers. A lot of popular languages in the world
are equipped with such tools and applications but a
larger set of languages in this world lack these basic

1https://en.wikipedia.org/wiki/Sindhi_language

tools. It is important to protect such languages from
being digitally endangered.
Our work is based on one such resource-poor lan-

guage, Sindhi. Our aim is to develop some basic re-
sources, language processing tools and an applica-
tion which will help Sindhi in its digital existence.

2 About the Sindhi language

Sindhi is an Indo-Aryan language spoken by more
than 75 million speakers in the world. The major-
ity of this population resides in India and Pakistan.2
Historically, Sindhi was written using several writ-
ing systems (Landa, Khojki, Waranki, Khudawadi,
Gurumukhi, Perso-Arabic and Devanagari), many
of which are extinct now. Currently, Devanagari
and Perso-Arabic scripts are primarily used to write
in Sindhi. Both these scripts are official scripts of
Sindhi in India, whereas only Perso-Arabic is the of-
ficial script of Sindhi in Pakistan.
During the colonial rule, the British chose Perso-

Arabic as the standard script, which led to creation
of large amount of literature in this script. There
are many news websites and blogs in Sindhi (Perso-
Arabic) published from Pakistan.3 This may be be-
cause Sindhi speakers are more in Pakistan than In-
dia and also have a geographical state called ‘Sindh’.
In contrast, literature in Sindhi (Devanagari) on the
web is very small. In India, Sindhi is an official
language but not of a particular geographical state
and therefore it does not enjoy the support that other
state-official languages do.

2Sindhi is an official language in India and Pakistan.
3http://www.abyznewslinks.com/pakis.htm
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3 Related Work

Sindhi is written using two writing forms, the De-
vanagari script and the Perso-Arabic script. Previ-
ously, some research on Sindhi has been done with
Perso-Arabic as the preferred script. An account of
this research is given below.
A rule-based POS Tagger was developed by Ma-

har et al. (2010) using a lexicon of 26,355 entries
and 67 tags. Its accuracy was reported to be 96.28%.
A finite-state machine for capturing noun inflections
in Sindhi was developed by Rahman et al. (2010).
Zeeshan et al. (2015) have worked on developing
a spell checker. Unfortunately, the above described
tools are not publicly available. Therefore we could
not evaluate and compare them or use them for de-
veloping resources for Sindhi (Devanagari).
A computational grammar library for Sindhi

(Perso-Arabic) in Grammatical Framework4 (Ranta,
2009) was developed by Jherna Devi Oad (2012).
This library has 44 categories, 190 functions and 360
lexical entries. It was referred to during the devel-
opment of our Sindhi (Perso-Arabic) morphological
analyser.

4 Developing Datasets

A dataset is the most important requirement for
building language technology tools and resources for
any language. The following section describes how
we collected and developed the datasets for both the
scripts of Sindhi. A summary of the datasets and
tools developed by us or other researchers for both
scripts of Sindhi is provided in Table 1.

4.1 Sindhi (Devanagari) Datasets
The amount of raw texts available on the web for
Sindhi (Devanagari) is very small. Initially we
contacted various publishers and news agencies to
source raw data, but the problem was further com-
pounded as many publishers on the web have not yet
moved to Unicode standards.

Raw Textual Data: We collected several short
stories, books, articles, etc. and manually created
data for Devanagari. Through this manual pro-
cess, we were able to handle certain issues such as
usage of correct Unicode encoding, normalization,

4http://www.grammaticalframework.org/lib/src/sindhi

script and grammar. Later, we developed a Unicode
Converter5 for legacy fonts, which helped us col-
lect more data. We currently have a raw corpus of
326813 words, with average sentence length of 9.35
words and a vocabulary (unique words) of 22300
words.

Part-of-Speech Annotated Data: Since Sindhi
did not have a POS Tagset, we adapted the BIS
Tagset6 which is comprehensive and designed to be
extensible to any Indian Language. We annotated
the data using this tagset and help from two annota-
tors. We obtained a κ score (Cohen, 1960) of 0.96
when evaluated for Inter-Annotator Agreement on
793 words. Currently, we have tagged corpus of
44692 words. This data was subsequently used to
build an automatic Part-of-Speech Tagger (discussed
in Section 5.1).

4.2 Sindhi (Perso-Arabic) Datasets

As previously mentioned, large amount of content
exists on the web for Sindhi in Perso-Arabic script,
which can be used to source raw textual data.

Raw Textual Data: We collected textual data
from Sindhi Wikipedia dump7, news websites and
blogs8. We currently have a corpus of about 1 mil-
lion tokens.

Parallel Data: A sentence-aligned parallel cor-
pora is an indispensable resource for any language
pair. Many languages across the world are not for-
tunate enough to have such a parallel corpora avail-
able, including Sindhi. We have developed a small
parallel corpus between Urdu and Sindhi, which are
closely related languages. We initiated the devel-
opment process by collecting some sentences from
theUrdu Treebank (Bhat and Sharma, 2012), general
conversations, news articles and essays and translat-
ing them to Sindhi manually. We now have a parallel
corpus of 1400 sentences and it is being used for var-
ious purposes (Section 6), including automatic gen-
eration of more parallel data (see 6.3).

5http://goo.gl/d5a8X2
6http://goo.gl/AZxk7x
7https://dumps.wikimedia.org/sdwiki/sdwiki-20150826-

pages-articles.xml.bz2
8http://tinyurl.com/Sindhi-URLs
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Data, Tools & Applications Sindhi Devanagari Sindhi Perso-Arabic

POS Annotated Data Yes Yes*
Chunk Annotated Data No No
Dependency Annotated Data No No
Parallel Data (Urdu-Sindhi) No Yes
POS Tagger Yes Yes*
Morphological Analyser No Yes
Spell-Checker No Yes*
Transliteration Yes Yes
Machine Translation (Urdu-Sindhi) No Yes

Table 1: The status of various resources developed for each script of Sindhi. * Resources developed by other researchers.

5 Developing Tools

After developing the datasets, we used them in cre-
ation of certain language technology tools which we
describe below. Table 1 summarizes some tools de-
veloped for Sindhi by us and other researchers.

5.1 Part-of-Speech Tagger

Part-of-Speech (POS) tagging is the task of assign-
ing an appropriate part-of-speech label to each word
in a sentence, based on both its definition as well as
its context. POS tagging is a fundamentally impor-
tant task, as it gives information about words, their
neighbors and the syntactic structure around them.
This information is useful in syntactic parsing and
other applications such as named-entity recognition,
information retrieval, speech processing, etc.
The data that we annotated with POS tags was

used to build an automatic POS Tagger9 for Sindhi
(Devanagari) (Motlani et al., 2015) using Condi-
tional Random Fields10 (Lafferty et al., 2001). We
employed 10-fold cross validation to train and test
the tagger. We experimented with several models
by using various set of features, including linguisti-
cally motivated features such as affixes (which cap-
ture the morphological properties of the language)
and context (which capture the syntactic structure of
the language).
The current best performing model gives an av-

erage accuracy of 92.6% , which is 11% better than

9https://github.com/kindleton/sindhi_pos_tagger
10We used CRF++, an open source implementation of CRFs.

https://taku910.github.io/crfpp/

baseline11 tagger. This tagger is being used to gener-
ate more POS annotated data through bootstrapping
and post-editing methods.

5.2 Morphological Analyser

The morphological analysis of a word involves cap-
turing its inherent properties such as gender, number,
person, case, etc. Morphological features also help
in improving the performance of other NLP tools
such as, pos tagger, spell-checker, parsers, machine
translation, etc. Thus, morphological analysis is a
fundamental and crucial task.
We used Apertium’s lttoolbox (Forcada et al.,

2011) to develop a paradigm based finite-state
morphological analyser for Sindhi (Perso-Arabic)
(Motlani et al., 2016). This morphological analyser
currently has about 3500 entries and a coverage of
more than 81% on Sindhi Wikipedia dump consist-
ing of 341.5k tokens. This analyser is publicly avail-
able on Apertium12.
Sindhi is a morphologically rich language (Rah-

man and Bhatti, 2010). It uses suffixes for construct-
ing derivational and inflectional morphemes. A ma-
jor challenge for us is to incorporate the vast mor-
phology. We currently have 72 paradigms in the
analyser and are expanding them to cover all pos-
sible inflections. This, along with adding more en-
tries to the lexicon, would help increase the coverage
further. Another challenge is processing partially or
fully diacritised input. The analyser can handle usual
Sindhi texts which lack in diacritics but it tends to

11The baseline model assigns most frequent tag correspond-
ing to a word, based on word-tag frequencies in training data.

12http://tinyurl.com/SindhiMorphAnalyser

53



make errors for other kinds of input because it is dif-
ficult to lookup in the lexicon and disambiguate.

5.3 Transliteration System

A transliteration system is a much needed tool to
bridge the gap between content in Perso-Arabic and
Devanagari scripts. Moreover, such a system could
also facilitate sharing of resources developed in ei-
ther scripts. Although a transliteration system would
be very useful but there are various challenges that
we face. Some of them are :

1. Unavailability of Transliteration Pairs :
Transliteration pairs is a key resource for learn-
ing a transliteration model. In cases where a
seed set is not available, transliteration pairs can
be easily mined from a parallel data between
the source and target language pair. We do not
have any parallel data between Sindhi (Perso-
Arabic) and Sindhi (Devanagari).

2. Missing Diacritics : Many Perso-Arabic script
based languages do not use diacritics marks in
their texts. This further leads to semantic and
syntactic ambiguities, because a word can have
multiple interpretations. An example: ’چپ‘ cp
can be either capa ‘lips’ or cupa ‘silent’.

3. Differences in Character-Sets : The alpha-
bets in Sindhi (Perso-Arabic) are a variant of
the Persian script. It is composed of 52 letters,
including Persian letters, digraphs and eighteen
other letters (illustrated in Table 2) to capture
the sounds particular to Sindhi and other Indo-
Aryan languages. The alphabets in Sindhi De-
vanagari are composed of 65 characters, in-
cluding, short-vowels and 4 special characters
representing Sindhi implosives. A one-to-one
mapping cannot be developed between them.

5.3.1 Unsupervised Transliteration Pairs
Mining

There is a lot of literature on automatic extraction
of transliteration pairs using seed data and parallel
corpora (Sajjad et al., 2012; Durrani et al., 2014;
Jiampojamarn et al., 2010; Kumaran et al., 2010).
Since our scenario is resource-poor, we designed

ڱ [ŋ] ڃ [ɲ] ٻ [ɓ]
ڳ [ɠ] ڄ [ʄ] ڀ [bʱ]
ڪ [k] ڇ [cʰ] ڌ [dʱ]
ڻ [ɳ] ٺ [ʈʰ] ڏ [ɗ]
ڦ [pʰ] ٽ [ʈ] ڊ [ɖ]
ڙ [ɽ] ٿ [tʰ] ڍ [ɖʱ]

Table 2: The characters found in the alphabet of Sindhi (Perso-
Arabic) script which are not present in the Persian alphabet and
their phonetic representation.

and used an unsupervised approach for translitera-
tion pair mining that prescinds from prior knowledge
of seed corpus and parallel data.
In this approach, a discriminative transliteration

detection engine takes three inputs: a limited char-
acter mapping13 and unique word-list in source and
target language.
These lists are iterated over to obtain a list of

candidate word pairs. These candidate word pairs
are then discriminated based on orthographic simi-
larity. The orthographic similarity is measured by
converting the characters of source and target word
into an intermediate representation using the char-
acter mapping and calculating the edit-distance be-
tween them normalized by their word-length. The
candidate pairs with larger edit-distance are pruned
out and the remaining are treated as possible translit-
eration pairs.

5.3.2 Preliminary Results
The transliteration problem can be posed as a

phrase-based SMT problem, where sentences are
analogous to words and words are analogous to char-
acters. We used the MOSES (Koehn et al., 2003)
toolkit to train transliteration models by treating
each transliteration pair (space separated sequence
of characters) as the parallel data.
We had mined 112434 possible transliteration

pairs from our raw datasets and trained a translitera-
tion model. We evaluated it on a short story of 3247
words and obtained the following results shown in
Table 3. We have also demonstrated an example in

13In our experiments we used a mapping of only those con-
sonants and vowels which can be mapped one-to-one or many-
to-one. Diacritics, most vowels and other ambiguous characters
were not mapped. The bash command ‘uconv’ can be used to
develop a mapping between various scripts.
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Top-k k=1 k=5 k=10 k=25

Precision (%) 60.14 83.27 87.12 90.08
Table 3: Results of preliminary experiments on transliteration.
Top-k refers to first k candidates output by the system.

Table 4, where words of a source sentence in Sindhi
(Perso-Arabic) are transliterated to Sindhi (Devana-
gari).

5.3.3 Context Aware Transliteration
The systems developed using previous approach

can produce transliteration candidates for a given in-
put word (as shown in Table 4), but there are various
challenges in case of Sindhi (described in Section
5.3) because of which the precision of best output
(top-1) is low. We believe this system can be im-
proved using context in selecting the correct translit-
eration from candidate transliterations (top-k) of an
input word. Currently, we are experimenting with
context-based transliteration using Viterbi decoding
and Language Model re-ranking.14

6 Statistical Machine Translation for
Sindhi

Development of fundamental tools and resources
discussed in the previous sections are important for
larger NLP applications on Sindhi. An important ap-
plication that can be developed without using these
tools is an SMT system. Although phrase-based
SMT requires only parallel data, rule-based and fac-
tored based machine translation systems depend on
these fundamental tools.
In this section we shall discuss our ongoing work

on developing a Sindhi-Urdu SMT system.

6.1 The Language Pair: Urdu and Sindhi

Sindhi and Urdu are spoken by a large number of na-
tive speakers (75 million and 159 million15 around
the world). These languages belong to Indo-Aryan
language family and have evolved in the same geo-
graphical region for many years. Thus, they have
many syntactic and semantic similarities. For in-
stance, they share vocabulary, typography and sen-

14Re-ranking the top-k transliteration candidates for ambigu-
ous words in a particular context window

15https://en.wikipedia.org/wiki/Urdu

Source Translit. Ref. Pos.
Word (Top-3) Word

سندس
संद୮स
संदस
संद୬न

संद୮स 1

جيب
जी
जीब
जीबु

जेब 4

مان
मां
मानु
मଊ

मां 1

ڪو
को
कयो
क୬व

को 1

موبائيل
मोबाइल
मोबाइलु
मोबाईल

मोबाईल 3

ڪڍي
कढச
कढ़ச
कढசय

कढச 1

ويو
वयो
୬वयो
वयो୮स

ो 6

هئس
૭यस
୬हकु
हास

૭उ୮स None

Table 4: This table shows words of source sentence, their top-3
transliteration outputs given by the system, the reference word
and the position at which an output matches the reference. This
sentence is taken from test data, in English it means ‘Someone
had taken out mobile (phone) from his pocket (and left)’.

tence structures (for example, both follow subject-
object-verb word-order). These similarities are ma-
jor reasons behind choosing this language pair for
the purpose of developing parallel data (Section 4.2)
and subsequently a SMT system.
In our opinion, Sindhi would benefit a lot from

Sindhi-Urdu parallel data, as Urdu is comparatively
resource rich language and techniques like projec-
tion (Yarowsky et al., 2001; Das and Petrov, 2011;
Täckström et al., 2012) can be employed to leverage
several resources for Sindhi.

6.2 Development
When we started working on SMT for Sindhi-Urdu,
we only had about 1200 parallel sentences, a baseline
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SMT system16 was created using them.
This baseline system was evaluated on 70 held-

out test sentences. The output sentences were given
to a translator evaluation by rating each sentence on
a scale of 1-5 (where, 1-very bad and 5-very good).
The average rating obtained was 2.65 points. We
also calculated other popular metrics for evaluation
of MT system. BLEU (Papineni et al., 2002) score
was 38.62, METEOR (Banerjee and Lavie, 2005)
score was 77.97 and TER (Translation Error Rate)
(Snover et al., 2006) was 38.28 . Note that, BLEU
and METEOR scores are high due to small size of
training data and vocabulary. Results of TER and
human-evaluation are a better reflection of baseline
system’s performance.

6.3 Improvement

We manually analysed the errors made by the base-
line SMT system and found that too many out-of-
vocabulary (OOV) words. Other than those, words
which were incorrectly translated were either due to
presence in very low frequency in training data or
due to ambiguity created by multiple possible trans-
lations.
Thus, we need to employ various techniques in

order to significantly improve over baseline perfor-
mance and develop a reasonably good translation
system. One such technique is bootstrapping more
parallel data using the baseline SMT system. Al-
though, creating parallel data is faster in this pro-
cess but it is still a time consuming and laborious
task. Therefore, we also need to use certain auto-
matic techniques. Some of them are described below

6.3.1 Bootstrapping more Parallel Data
The performance of a SMT system depends

largely on the amount of parallel data used for train-
ing the system, which is very less in our case. There-
fore, we are trying to generate more parallel data by
using the baseline SMT system to bootstrap more
parallel corpus. We source new sentences from the
web (news articles, essays, short stories, etc.), trans-
late it and then provide it to translators for post-
editing.

16The baseline is a phrase-based SMT system, trained using
Moses toolkit (Koehn et al., 2003) with word-alignments ex-
tracted from GIZA++ (Och and Ney, 2000) and using 3-gram
language models created using KenLm (Heafield et al., 2013)

6.3.2 Bilingual Lexicon Extraction from
Comparable Corpora

Bilingual lexicon extraction is an automatic way
to extract parallel data from non-parallel texts. Re-
search in this area has been active for past several
years and various approaches with promising re-
sults have been proposed (Rapp, 1995; Haghighi et
al., 2008; Laroche and Langlais, 2010; Vulić et al.,
2011; Irvine andCallison-Burch, 2013). The process
involves finding possible translation candidates for a
source word in target data using several features like
orthographic, temporal, topical and contextual simi-
larity. Presence of seed lexicon further benefits this
process. Since Urdu and Sindhi are closely related
languages and we have small parallel data, we can
compute these features to induce lexicon of Urdu in
Sindhi and obtain possible translation pairs.
We are exploring these different techniques on

comparable data sourced from Wikipedia pages
inter-lingually linked between Sindhi and Urdu and
some news articles17 published in these languages.
The extracted parallel data will be supplemented to
the phrase-table learned byMoses (Klementiev et al.,
2012). This parallel data shall improve the coverage
of the SMT system, although its impact on the SMT
system’s performance is yet to be evaluated.

6.3.3 Rule-Based Transliteration
The Sindhi (Perso-Arabic) and Urdu alphabets

share many characters with very few differences.
This typographic similarity can also be used to
reduce OOV errors, specially for named entities.
Therefore, we are developing a rule-based translit-
eration system by mapping the different characters
in their scripts.

7 Conclusion

My thesis aims at developing some fundamental
tools and resources and an application for a resource-
poor and multi-script language, Sindhi. The main
contribution of my work includes collection and cre-
ation of raw and annotated datasets, constructing
NLP tools such as POS tagger, morphological anal-
yser, building a transliteration system without paral-
lel data in an unsupervised fashion and developing

17Sindhi : http://www.onlineindusnews.com/
Urdu : http://www.onlineindusnews.net/
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a SMT system for Sindhi-Urdu and improving it us-
ing various techniques. While mywork shall supple-
ment development of NLP applications for Sindhi, it
shall also motivate research on languages surviving
in similar resource-poor setting.
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Abstract

We conducted an Artificial Language Learn-
ing experiment to examine the production be-
havior of language learners in a dynamic com-
municative setting. Participants were exposed
to a miniature language with two optional for-
mal devices and were then asked to use the
acquired language to transfer information in
a cooperative game. The results showed that
language learners optimize their use of the
optional formal devices to transfer informa-
tion efficiently and that they avoid the pro-
duction of ambiguous information. These re-
sults could be used within the context of a lan-
guage model such that the model can more ac-
curately reflect the production behavior of hu-
man language learners.

1 Introduction

According to the Uniform Information Density
hypothesis (Jaeger, 2010), language users opti-
mize their production behavior to transfer informa-
tion efficiently. More specifically, language users
distribute information evenly across an utterance,
avoiding peaks and troughs in information density
(see Jaeger, 2010; Mahowald et al., 2013; Frank and
Jaeger, 2008; Jaeger and Levy, 2006). Additionally,
according to Grice’s (1975) second Maxim of Quan-
tity, language users avoid the use of redundant or
ambiguous information in cooperative situations, al-
though previous work suggests redundant utterances
are sometimes preferred (see Arts, 2011; Engelhardt
et al., 2006).

Previous work using the artificial grammar learn-
ing paradigm (AGL) has suggested that language

learners diverge from the statistical properties of the
input language data to make the language more effi-
cient (Fedzechkina et al., 2012). In that study, lan-
guage learners optimized the use of optional case
marking in sentences where animacy and constituent
order (SOV vs. OSV) created ambiguity. We con-
ducted a novel study, within the AGL paradigm,
to explore whether this behavior extends to a dy-
namic communicative setting involving a coopera-
tive game. We investigated whether, in this setting,
language learners preserve the statistical properties
of the input language data or whether they adjust to
dynamic communicative pressures (conditions) that
arise at production time. Three options were consid-
ered:

1. Language users prefer the most efficient struc-
tures for information transfer, regardless of the
communicative setting and the learning pro-
cess.

2. Language users are sensitive to the learning
process and strictly follow (during production)
the frequency of patterns to which they were
initially exposed (during learning).

3. Language users consider the communicative
setting and dynamically adjust their language
production behavior according to changes in
the communicative conditions, such as acoustic
noise or ambiguities against the visual context.

To provide language users with controlled, yet
variable structures, we presented participants with
an artificial language with optional overt subjects
(OS) and optional agreement affixes (AA) on the
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verb. We examined the distribution of usage of these
optional devices within the cooperative game.

2 Experiment

Our AGL experiment consisted of two parts. The
first part, roughly 25 minutes long, was the learn-
ing part (learning phase); in this part, participants
learned and were tested on an miniature artificial
language. The learning phase was divided further
into a noun exposure section and a verb exposure
section. The second part, roughly 20 minutes long,
was the game part (game phase); in this part, par-
ticipants had to describe a target video to a confed-
erate using the language they had learned, while a
competitor video was also present. We recorded and
transcribed utterances produced by participants dur-
ing the game phase for the analysis.

The artificial language included two optional for-
mal devices, namely optional overt subjects (OS)
and optional agreement affixes (AA) on the verb
(see Section 2.1.2 for examples). We manipulated
three factors (one acoustic and two visual) during
the interaction with the confederate throughout the
game phase. The acoustic factor was a recording
of coffee shop background noise in two levels of
volume, high and low. The hypothesis was that
with a higher level of acoustic noise, participants
would include more of the optional formal devices
in their utterances. The visual factors were deter-
mined by the potential overlap between the target
and the competitor videos. More specifically, the
two videos could have 1) same or different subject
and 2) same or different verb. Thus, the experiment
used a 2 × 2 × 2 design crossing subject overlap,
verb overlap and level of noise. We hypothesized
that language learners would change their behavior
online and prefer to include the optional formal de-
vices of the input language in their utterances when
the subject/verb overlap created ambiguity or when
the acoustic noise level was high.

2.1 Method

2.1.1 Participants
Twenty nine Saarland University students (be-

tween ages 18-33) participated in the experiment
and were monetarily compensated upon completion
of participation. Since the optional formal devices

of the artificial language were borrowed from He-
brew, we ensured that all of the participants had no
prior knowledge of Semitic languages. Rather, all
participants were native speakers of German. Out of
the twenty nine participants, three participants were
removed from the data due to repeating errors in the
artificial language production and two were removed
from the data due to recording errors.

2.1.2 Materials
Artificial language stimuli During the learning
phase, participants were exposed to 8 nouns: 4
subjects (man, woman, men and women) and 4
objects (apple, cheese, carrot and cake) in still
images and text as well as to 2 verbs (eat and drop)
in videos and text. All nouns were accompanied
by the same determiner (“ha”). All sentences in
the artificial language had SVO constituent order.
Zero, one, or two optional devices could be present,
therefore the translation for the sentence

“(The man) [eats]-<SG. MASC.> 〈the apple〉”

could be produced in the following four ways:

(OS) Verb + (AA) Object Exposure
(ha dini) [akal]-<ini> 〈ha tapu〉 25%

[akal]-<ini> 〈ha tapu〉 25%
(ha dini) [akal] 〈ha tapu〉 25%

[akal] 〈ha tapu〉 25%
Table 1: Sentence type exposure during learning

The overt subjects in () and the agreement affixes
on the verb in <>, could be dropped. During learn-
ing all four possibilities were equally probable, as
shown in Table 1.

Visual stimuli The visual stimuli during the noun
exposure part of the learning phase consisted of
images of the nouns accompanied by written (and
acoustic) descriptions in the artificial language.
Each subject was presented one time, while objects
were presented two times: one time with the object
appearing alone in the screen (e.g. one apple) and
one time with two images of the object on the screen
(e.g. two apples). This was done in order to clar-
ify that objects did not take a plural form (similar to
”sheep” in English, for example). In total, 12 im-
ages were presented in the noun learning phase: 4
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subjects, 4 objects (appearing alone on the screen)
and 4 objects (appearing two times on the screen).

During the verb exposure part, video representa-
tions of simple transitive verbs between these nouns
were played, also accompanied by their descriptions
in text and audio form. Each verb was presented 32
times: 4 times per subject, across 4 different subjects
and 2 objects. All images were created in Adobe Il-
lustrator CS6, and the videos were created in Adobe
Flash CS6 using these images.

The visual stimuli during the game phase con-
sisted of videos showing the same representations of
verbs performed by the same subjects and objects,
but in different combinations than in the learning
phase. For example, since in the learning phase the
man was shown eating the cake and the carrot, in
the game phase the man was only shown eating the
cheese and the apple. Each target video was paired
with a competitor video to create four different com-
binations:

same subject same verb diff. object
same subject diff. verb same object
diff. subject same verb same object
diff. subject diff. verb same object

Table 2: List of the visual communicative conditions.

Note that the game required some difference be-
tween the target and competitor videos, so it was
necessary to have a distinction in the object for the
same subject and same verb condition. An arrow
indicated on every screen which video was the tar-
get. In total 64 screens were played during the game
phase in 4 blocks. Each block was balanced for
noise and visual communicative conditions.

Audio stimuli During the learning phase, audio
and written descriptions in the artificial language ac-
companied the visual stimuli. Audio stimuli con-
sisted of whole sentence recordings during the verb
exposure part, and the nouns during the noun expo-
sure. The audio stimuli were recorded by a male
speaker of Hebrew, in a soundproof recording booth
using Praat (Version 5.3).

During the game phase, acoustic noise was intro-
duced in two levels, high and low. The noise was a
10 seconds long recording from a local coffee shop,
with no intelligible speech in it. The noise at the low

level condition was set to 40 dB and at the high level
condition was set to 70 dB.

Procedure The learning phase of the experiment
was implemented in Microsoft PowerPoint 2013 and
run on a laptop. During the noun exposure, partic-
ipants were exposed to all the nouns from the arti-
ficial language vocabulary in picture, text and au-
dio form. After the audio description ended, the text
disappeared and participants had to repeat what they
have heard and read, in order to facilitate learning.
At the end of the noun exposure, a short noun testing
part was played. Participants were presented with
the same images and four text choices of nouns from
the artificial language vocabulary. Participants had
to choose the correct option. After choosing one of
the possibilities, the correct choice was presented to
the participants for personal feedback.

During the verb exposure part, participants
watched videos showing the subjects performing ac-
tions denoted by simple transitive verbs (“eat” and
“put down”) on the objects in different combina-
tions. Each video was consequently shown four
times, each time accompanied by the description in
a different sentence type. Participants were allowed
to repeat the description during all screens and all
except for 3 did so. Following the verb learning, a
verb testing part was played. During this part, 34 test
screens were played for the participants. On each
screen, two videos were shown to the participant
and only an audio description of one of them was
played. After the description ended, participants had
to indicate which of the videos was described. After
making their choices, an arrow showed which op-
tion was the correct one providing feedback for the
answers. At the end of the learning phase, a pro-
duction test took place. Participants were shown
8 videos which they had to describe using the lan-
guage they had learned. After production, all four
possible sentences for the video were presented, and
the experimenter indicated which option the partici-
pant had produced, thus hinting that all four options
are equally usable in the language.

During the game phase, participants were intro-
duced to a confederate, supposedly a well-trained
speaker of the artificial language. The game phase
was implemented and run in E-prime (Psychology
Software Tools, Inc.) on two desktop computers in
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two opposite rooms, one computer for the partici-
pant and another for the confederate. The partici-
pants had to play a cooperative game with the con-
federate as follows: In each turn, the participant was
shown two videos and had to describe one of them to
the confederate, who in turn, selected the described
video from the same set. The supposed goal of the
game was for the confederate to correctly identify as
many videos as possible. Thus, the participants were
motivated to be understandable and efficient.

In total, 64 rounds of the game were played. Two
short practice sessions were played before the game
started. In the first practice sessions, the participant
was playing the confederate’s role, in order to un-
derstand the game from both sides. Four practice
rounds were played and the confederate described
the target video of each round using a different sen-
tence type. The second practice session consisted of
8 additional rounds in which the participant could
ask questions about the game.

2.2 Results

The raw counts of the occurrences of each sentence
type by visual communication condition are pre-
sented in Table 3.

Sentence types production
Condition −OS +OS −OS +OS

−AA −AA +AA +AA

DSDV 73 106 18 132
DSSV 26 136 30 206
SSDV 115 86 23 153
SSSV 118 88 25 166

Table 3: Sentence type production. Condition: DSDV-

Different Subject Different Verb, DSSV-Different Subject Same

Verb, SSDV-Same Subject Different Verb, SSSV-Same Subject

Same Verb.

The table suggests that visual communicative
condition had an effect on use of the optional for-
mal devices. Namely, participants diverged from the
input language in the following ways:

1) Participants dropped the subjects more often
when the competitor video showed the same sub-
ject as the target video. 2) participants preferred
redundant utterances, mainly when the competitor
video showed a different subject and the same verb
(DSSV) as the target video. 3) Participants avoided

using the−OS +AA sentence type, showing a pos-
sible bias towards the syntactic feature over the mor-
phological one. Table 4 gives the raw counts of the
occurrences of each sentence type by acoustic noise
level.

Sentence types production
Noise −OS +OS −OS +OS

−AA −AA +AA +AA

H 73 106 18 132
L 26 136 30 206

Table 4: Sentence type production. Noise: H - High noise level,

L - Low noise level.

The data was analyzed with linear mixed effects
models constructed using the glmer() function of the
“lme4” package in R (see Bates et al., 2015; R Core
Team, 2015). We trained one model to predict use of
OS, given in Table 5, and one model to predict use
of AA, given in Table 6.

Fixed effects table − OS model
Estimate Std. Err. P-Value

Intercept 2.36 0.66
SO -1.33 0.16 < 0.001
VO 0.63 0.15 < 0.001
AN -0.05 0.16 0.75
SO:VO -1.22 0.3 < 0.001
SO:AN -0.11 0.31 0.72
VO:AN -0.33 0.31 0.28
SO:VO:AN 0.8 0.61 0.19

Table 5: LME model. OS ∼ SO∗VO∗AN +(1| participant)

+(1| item)

Fixed effects table − AA model
Estimate Std. Err. P-Value

Intercept 0.2 0.92
SO -0.46 0.16 < 0.01
VO 0.54 0.15 < 0.001
AN -0.01 0.16 0.96
SO:VO -0.87 0.3 < 0.01
SO:AN -0.4 0.3 0.18
VO:AN 0.06 0.3 0.85
SO:VO:AN -0.48 0.61 0.43

Table 6: LME model. AA ∼ SO∗VO∗AN +(1| participant)

+(1| item)

Each model included the effects of Subject Over-
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lap (SO, same subject vs. different subject in the
two videos), Verb Overlap (VO, same verb vs. dif-
ferent verb), Acoustic Noise (AN, high vs. low) and
all possible interactions. We also included a by-item
and a by-participant random intercept.

Both models revealed significant effects of Sub-
ject Overlap, Verb Overlap as well as an interac-
tion between these two factors. Specifically, as pre-
dicted, participants used more often the OS or the
AA to disambiguate the target video when the com-
petitor video had a different subject performing the
verb. Also, when the verb was the same in both
videos, participants preferred to include the subject
or the affix to better disambiguate the target, since
the verb did not. The interactions between the Sub-
ject Overlap and Verb Overlap factors are shown in
Figure 1 and in Figure 2. The graphs show that when
the competitor video displayed the same subject, the
formal devices did not help to disambiguate the tar-
get video. So, it is reasonable that in this case, the
Verb Overlap factor did not have an effect on the
production of the optional devices. On the other
hand, when the competitor video displayed a differ-
ent subject, the formal devices could help to disam-
biguate the target video. So, it is also reasonable that
in this case, the Verb Overlap factor had a significant
effect. In particular, participants produced more op-
tional devices in the same verb condition, because
the verb was not available for disambiguation.

2.3 Discussion and Conclusions

Three options of communicative behavior after re-
cent exposure to the input language data were con-
sidered: 1) language learners favor efficient lan-
guage use regardless of the learning process and the
communicative setting, 2) the production behavior
of language learners preserves the statistical proper-
ties of the input, 3) language learners are sensitive
to dynamic communicative conditions and alter lan-
guage use accordingly. The experimental data sup-
port the third option, since visual context affected
production of optional formal devices. Acoustic
noise, however, did not have an effect. It is possi-
ble that the acoustic noise levels were not different
enough to provoke changes in behavior. Addition-
ally, the data suggested that the use of the syntactic
formal device (OS) was slightly preferred over the
morphological one (AA). A possible explanation for

this is that since the affix attaches to the verb, the
Verb Overlap factor was more salient. A possible
systematic bias in favor of syntactic formal devices
over morphological ones could be explored in future
work.

The strong tendency of our participants to avoid
global ambiguity (which occurred in the −OS −
AA condition) is fully consistent with the “make
your contribution as informative as is required” part
of the Gricean Maxim of Quantity. However, the
most popular sentence type among our participants
(+OS + AA) was redundant in nature, which does
not strictly conform to the “do not make your con-
tribution more informative than is required” part of
the Gricean Maxim of Quantity.

Since the participants in this study optimized their
usage of optional devices according to the presumed
shared knowledge between the producer and com-
prehender, our experiment is quite consistent with
models of language production that include Audi-
ence Design, such as the Uniform Information Den-
sity Hypothesis. Had we found an effect of acoustic
noise, we could have made a stronger link to this hy-
pothesis, but we remain hopeful that such informa-
tion density-sensitive producer manipulations can be
captured in future work.

The confirmed bias towards redundant structures,
sensitive to assumptions about the knowledge of the
comprehender, could be a useful behavior to exploit
in both models of sentence processing and applied
language models for technological applications. In
particular, our results are informative about when
language learners use these specific optional de-
vices. Therefore, it would be reasonable for comput-
ers to leverage those expectations when processing
human input, and to conform to the same expecta-
tions when producing linguistic output.
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Abstract

Shallow discourse parsing enables us to study
discourse as a coherent piece of information
rather than a sequence of clauses, sentences
and paragraphs. In this paper, we identify
arguments of explicit discourse relations in
Hindi. This is the first such work carried out
for Hindi. Building upon previous work car-
ried out on discourse connective identification
in Hindi, we propose a hybrid pipeline which
makes use of both sub-tree extraction and lin-
ear tagging approaches. We report state-of-
the-art performance for this task.

1 Introduction

Units within a piece of text are not meant to be un-
derstood independently but understood by linking
them with other units in the text. These units may
be clauses, sentences or even complete paragraphs.
Establishing relations between units present in a text
allows the text to be semantically well structured and
understandable. Understanding the internal struc-
ture of text and the identification of discourse rela-
tions is called discourse analysis.

A fully automated shallow discourse parser would
greatly aid in discourse analysis and improve the
performance of Text summarization and Question
answering systems. Given a text, a shallow dis-
course parser would identify discourse relations,
consisting of two spans of text exhibiting some kind
of relationship between each other. Discourse re-
lations whose presence is marked explicitly by dis-
course connectives are called Explicit discourse re-
lations and those which are not are called Implicit
discourse relations.

At present, complete shallow discourse parsers
are only available for English (Lin et al., 2014; Wang
and Lan, 2015; Ali and Bayer, 2015). The ongo-
ing CoNLL 2016 shared task on Shallow Discourse
Parsing has included Chinese as well. Work towards
a complete shallow discourse parser in Hindi has
also begun. Jain et al. (2016) reported state-of-the-
art results for discourse connective identification in
Hindi. Our work focuses on the next part towards
a shallow discourse parser for Hindi i.e. argument
identification for Explicit discourse relations.

In this paper, we discuss current approaches for
this task and also propose a hybrid pipeline incorpo-
rating many of these approaches. We report high ac-
curacies of 93.28% for Arg2 identification, 71.09%
for Arg1 identification and 66.3% for Arg1-Arg2
identification.

The rest of the paper is organized as follows. Sec-
tion 2 briefly introduces the Hindi Discourse Rela-
tions Bank(HDRB). Related work carried out in En-
glish is discussed in Section 3. In section 4, we de-
scribe in detail our approach to argument identifica-
tion of Explicit discourse relations. Section 5 dis-
cusses the performance of the proposed pipeline and
we conclude in Section 6.

2 Hindi Discourse Relations Bank(HDRB)

The Hindi Discourse Relation Bank(HDRB) was
created broadly following the lines of Penn Dis-
course TreeBank(PDTB) (Miltsakaki et al., 2004;
Prasad et al., 2008)’s lexically grounded approach
along with a modified annotation workflow, addi-
tional grammatical categories for explicit connec-
tives, semantically driven Arg1/Arg2 labelling and
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modified sense hierarchies.(Oza et al., 2009; Ko-
lachina et al., 2012)

HDRB was annotated on a subset of the Hindi
TreeBank (Begum et al., 2008) which includes part-
of-speech, chunk and dependency parse tree anno-
tations. HDRB contains 1865 sentences and a word
count of 42K. Furthermore HDRB contains 650 ex-
plicit discourse relations and 1200 implicit discourse
relations.

In HDRB, one of the arguments occurs after the
discourse connective and the other occurs before the
connective. Discourse relations not adhering to this
rarely occur in the corpus. However, due to the se-
mantic labelling of Arg1 and Arg2, Arg2 does not
always occur after the connective. For example:

• c\dFgY m�\ b� h-pEtvAr kF s� Bh BArF vfA kF
vjh s� isk� aAspAs aOr Encl� ilAko\ m�\
bAx kF E-TEt p{dA ho gI aOr kI sd̂ko\ ,
Evf�q kr d?sFZF s�kVro\ m�i E-TtF kAPF
EbgX gI h{ ।

• Heavy rains have occurred in Chandigarh be-
cause of which there is possibility of floods in
nearby and lower areas and the condition of
roads, especially in the southern sectors, has
worsened.

The relation sense is “Contingency cause rela-
tion”, where the situation described in Arg2 (itali-
cized) is the cause of the the situation described in
Arg1 (bolded). Due to this fact, Arg2 occurs before
Arg1. However, for the purpose of argument iden-
tification we refer to the argument occurring before
the connective as Arg1 and the argument occurring
after the connective as Arg2. We believe changing
the labels later on during sense identification to be
the simpler approach.

In the corpus, Arg1 can occur in the same sen-
tence as the connective (SS) or in the sentence pre-
ceding that of the connective (PS) with proportions
of 46% and 54% respectively, whereas Arg2 only
occurs in the same sentence as the connective.

Arg1 can cover 1,2,3 or even more than 4 sen-
tences with proportions of 89.2%, 5.4%, 2.6% and
2.8% respectively. As such in this paper, we only
consider the sentence containing the connective and
the sentence immediately preceding it for Arg1 iden-
tification.

3 Related Work

Argument identification for Hindi has not been ex-
plored before, therefore we discuss some of the ap-
proaches adopted for English.

Ghosh et al. (2011) proposed a linear tagging ap-
proach for argument identification using Conditional
random fields and n-best results.

Lin et al. (2014) proposed a sub-tree extraction
approach for argument identification. Firstly an ar-
gument position classifier was employed to decide
the location of Arg1(PS/SS). In the case of PS, Arg1
was labelled as the entire preceding sentence. For
tagging Arg1(SS) and Arg2, a argument node iden-
tifier was employed to decide which nodes were part
of Arg1(SS) or Arg2. Next sub-tree extraction was
used to extract Arg1(SS) and Arg2. However, since
it is not necessary that arguments may be dominated
entirely by a single node as pointed out by Dinesh et
al. (2005), this method has inherent shortcomings.

Kong et al. (2014) proposed a constituent based
approach where, similar to Lin, an argument iden-
tifier is employed to decide which constituents are
Arg1 and Arg2. Previous sentence was consid-
ered as a special constituent to handle Arg1(PS).
A constituent pruner was also employed to reduce
the number of candidate constituents considered for
Arg1 and Arg2. In addition, Integer Linear Program-
ming(ILP) with language specific constraints, was
employed to ensure the argument identifier made le-
gitimate global predictions.

Approaches in English can be summed up as
two sub-tasks: (1) Considering the possible con-
stituents/nodes/words to be identified as Arg1 or
Arg2 by use of subtree extraction (Lin et al., 2014),
constituent pruning (Kong et al., 2014) or simple
baseline (Ghosh et al., 2011) approaches. (2) Clas-
sification of selected constituents/nodes/words as
Arg1/Arg2/None by use of CRF(Ghosh et al., 2011)
or classifier(Lin et al., 2014; Kong et al., 2014)
based approaches.

4 A Hybrid Pipeline to Argument
Identification

We base our pipeline on the two sub tasks discussed
in the previous section. We use a method similar to
subtree extraction to extract possible candidates for
Arg1/Arg2 and use CRF tagging to further refine the
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extent of the extracted arguments.
We approach the task of Arg1 and Arg2 identi-

fication seperately since tagging Arg1 is inherently
more difficult. We first discuss Arg2 identification
and then Arg1 identification. Features used are listed
in Table 1.

4.1 Arg2 Identification
Doing a simple analysis on HDRB, we find that
Arg2 largely lies in two positions in the dependency
tree. Arg2 can either occur in the subtree of the con-
nective node(Conn-SubTree) or in the subtree of the
first verb group node occurring as parent to the con-
nective node(Parent-VG-SubTree) as shown in Im-
age 1.

Figure 1: Arg2 Sub Tree Positions

To decide the position of Arg2, we make use of
a classifier with Conn-Str, Conn-Pos-Sentence, Is-
Leaf-Node, VG-In-SubTree, VG-In-Parent-SubTree
and Right-Word-Location as features. Once we have
the position of Arg2, all the nodes present in the sub-
tree are extracted as Arg2. Henceforth, we refer to
this step as SubTree-Extraction.

Although Arg2 lies in either in “Conn-SubTree”
or “Parent-VG-SubTree”, it does not necessarily
cover the entire subtree. Thus we need to re-
fine the extent of Arg2 extracted from the SubTree-
Extraction . We approach this as a linear tagging
task, allowing us to capture the local dependency
between nodes. We use Conn-Rel-Pos, Node-Tag,
Clause-End, Is-Conn and Part-of-Conn-Sub-Tree as
features. Henceforth, we refer to this step as Partial-
SubTree.

We find that Arg2 sometimes extends further up
into the dependency tree. For example:

• isk� alAvA , u�ho\n� r{lF BF EnkAlF aOr

Figure 2: Arg2 Extended example dependency tree

jnsBAe\ BF aAyoEjt kF\ ।

• In addition, he also took out rallies and also or-
ganized public meetings.

isk� alAvA (In addition)’s Arg2 lies in “Parent-
VG-SubTree”. However, the presence of and in-
dicates some kind of correlation between “he also
took out rallies” and “also organized rallies”. This
correlation is also indicated in the dependency tree
where both VG groups are children of and. To han-
dle these and other similar cases we employ a classi-
fier to decide whether extension beyond the current
node is necessary. The current node is either con-
nective node or the parent VG node of the connec-
tive node depending upon the decision made in the
SubTree-Extraction step. We use Conn-Str, Node-
Tag of current node, Node-Tag of parent of current
node, Conn-Rel-Pos for parent of current node as
features for this step. Henceforth we refer to this
step as SubTree-Extension.

SubTree-Extraction, Partial-SubTree and SubTree
- Extention complete the pipeline for Arg 2 identifi-
cation.

4.2 Arg1 Identification
Following the approach adopted for English (Kong
et al., 2014; Lin et al., 2014; Wang and Lan,
2015), we approach Arg1 as two distinct problems:
Arg1(SS) and Arg1(PS) identification. We employ
a classifier to decide the position of Arg1. We
use Conn-Str, Node-Tag of connective, Conn-Pos-
Sentence, Chunk-Before-Conn as features for this
step. Henceforth we refer to this step as Arg1 Pos
Identification.

The position of Arg1(SS) in the dependency
tree, similar to Arg2, shows strong correlation with
the position of the connective in the dependency
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Feature Name Feature Description Used In
Conn-Str Connective String A2 (SE1,SE2), A1(PI)

A1-SS(PI,SE1,SE2)
Conn-Pos Connective part-of-speech tag
Node-Tag Chunk tag of the node A2 (PS,SE2), A1(PI)

A1-SS(SE1,PS,SE2)
Conn-Pos Sentence Connective position in the sentence (Start/Middle) A2(SE1), A1(PI), A1-

SS(SE1)
Is-Leaf-Node Connective node is a leaf node in the dependency

tree
A2(SE1), A1-SS(SE1)

VG-In SubTree Presence of VG node in sub tree of node A2(SE1), A1-SS(SE1)
VG-In-Parent SubTree Presence of VG node in parent of node A2(SE1), A1-SS(SE1)
Right-Word Location Location of word immediately after connective in

the dependency tree w.r.t connective node
A2(SE1), A1-SS(SE1)

Conn-Rel Pos Position of chunk w.r.t connective in sentence. (Be-
fore/After)

A2(PS,SE2),
A1(PS,SE2)

Clause-End Indicates presence of clause boundary A2(PS), A1(PS)
Is-Conn Node is part of a discourse connective or not A2(PS), A1-SS(PS)

Part-Conn SubTree Indicates whether node is part of discourse connec-
tive subtree, other than the connective in question

A2(PS)
A1-SS(PS)

Chunk-Before Conn Number of chunks before discourse connective A1(P1)
Arg2-Pos Position of Arg2 in dependency tree A1-SS(SE1)

Conn-Two Clause Indicates the presence of two verb groups as children
to connective node. Captures possible coordination
of two verb groups by connective

A1-SS(SE1)

Verb-Group Verb group string & POS tag sequence A1-PS(VSL)
Verb-Group Compact Verb group string and POS tag sequence consisting

of main main and its corresponding auxiliary verbs
A1-PS(VSL)

Verb-Root Inflection Root and Inflection of main and auxiliary verbs A1-PS(VSL)
A1:Arg1,A2:Arg2,A1-SS:Arg1 Same Sentence, A1-PS: Arg1 Previous Sentence

SE1:SubTree Extraction, PS:Partial SubTree, SE2:SubTree Extension, PI:Position Identifier, VSL: VG SubTree Labelling

Table 1: List of features used for Argument Identification

tree. In addition to Conn-SubTree and Parent-VG-
SubTree, Arg1(SS) also lies in the subtree of the first
verb group node occurring as parent to Parent-VG
(pParent-VG-SubTree). This happens when Arg2
lies in the Parent-VG-SubTree.

To identify Arg1(SS), we use the same pipeline
used for Arg2 identification, with certain differ-
ences in choice of features. SubTree-Extraction uses
Conn-Str, Is-Leaf-Node, Arg2-Pos, Node-Tag of par-
ent node of connective, Node-Tag of parent of parent
node of connective, Conn-Two-Clause as features.
Both Patial-SubTree and SubTree-Extension use the
same set of features used for Arg2 identification.

SubTree-Extraction, Partial-SubTree and SubTree

- Extention complete the pipeline for Arg 1 (SS)
identification.

A similar pipeline for Arg1(PS) identification
cannot be used, since both Arg2 and Arg1(SS)
showed a strong correlation to the connective node
in the dependency tree. No such anchor node exists
for Arg1(PS).

We divide the dependency tree of previous sen-
tence into smaller verb group subtrees(VG Sub-
Tree). We consider each of them as candidates to
be labelled as Arg1(SS). In the case of nested verb
group sub trees, we treat them as two separate verb
group subtrees ensuring no overlap of nodes be-
tween them. We refer to this step as VG-SubTree-
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Figure 3: Argument Identication Pipeline

Extaction.
We make use of a classifier to decide whether each

VG SubTree candidate is part of Arg1(PS) or not.
We use Verb-Group, Verb-Group-Compact, Verb-
Root-Inflection as features. All the nodes present
in the VG SubTrees labelled as Arg1(PS) are ex-
tracted to form Arg1(PS). We refer to this step as
VG-SubTree-Labelling.

VG-SubTree-Extraction and VG-SubTree-
Labelling complete the pipeline for Arg1 (PS)
identification. The entire pipeline for argument
identification is shown below in Image 3.

5 Results

Firstly, we discuss the experimental setup, baselines
and performance metrics we have considered to put
the performance of our pipeline in perspective. Later
on, we discuss, in detail, the performance of Arg2
and Arg1 identification pipelines.

5.1 Experimental Setup

Maximum Entropy (Fan et al., 2008) for classifier
based steps and Conditional Random Fields (Laf-
ferty et al., 2001) for linear tagging based steps were
our choice of algorithms. L2 regularized Stochas-
tic Gradient Descent (SGD) was used while train-
ing the CRF model and LibLinear solver (Fan et al.,
2008) with L2 penalties was used to train the Max-
imum Entropy model. Maximum Entropy was im-

plemented using Nltk toolkit1 and Sklearn2 whereas
Conditional Random Fields was implemented using
a CRFsuite3(Okazaki, 2007).We used 5-fold cross
validation to arrive at the results.

5.2 Baseline and Performance metrics
As discussed in Section 2, Arg2 is the argument
occurring after the connective and Arg1 is the ar-
gument occurring before the connective. Therefore
Arg2 baseline is computed by labelling Arg2 as the
text span between the connective and the beginning
of the next sentence. Similarly Arg1(SS) baseline
is computed by labelling Arg1(SS) as the text span
between the connective and the end the of the pre-
vious sentence. Arg1(PS) baseline is computed by
labelling the entire previous sentence as Arg1(PS).

Ghosh et al. (2011), kong et al. (2014) and Lin
et al. (2014) have reported performance using exact
match metric. In addition to reporting performance
using exact match metric, we introduce a new metric
for measuring performance- Partial match:
| ArgResult ∪ ArgGold | − 0.5∗| ARgResult ∩ ArgGold |

| argGold |

Where ArgResult is the argument labelled by the
system, ArgGold is the argument labelled in the cor-
pus. Partial match scores between 0-1 and incorpo-
rates a penalty for each missed or erroneously la-
belled node/chunk. Partial match is thus a more le-
nient scoring metric than exact match, however the

1http://www.nltk.org/
2http://scikit-learn.org/stable/
3http://www.chokkan.org/software/crfsuite/
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penalty ensures the leniency is limited. Partial match
allows us to measure minor performance improve-
ments that are not captured by exact match metric.

5.3 Arg2 Results
We report Arg2 identification results in Table 2

Step Exact Partial
Baseline 63.2 77.95

SubTree-Extraction 58.28 69.10
Partial-SubTree 91.56 92.88

SubTree-Extension 93.28 95.37
Table 2: Arg2 identification results

We report a baseline score of 63.2 and 77.95 for
exact and partial matches respectively. SubTree-
Extraction does not reach the performance of the
baseline with scores of 58.28 for exact match and
69.10 for partial match. With an increase of 33.28
for exact match and 23.78 for partial match, Partial-
SubTree step results in the largest performance
gains. SubTree-Extension further improves perfor-
mance by 1.72 and 2.49 for exact and partial re-
spectively. For Arg2 identification, we report a final
score of 93.28 for exact match and 95.37 for partial
match.

5.4 Arg1 Results
Coming to arg1 identification, we report a high ac-
curacy of 99.1 % for Arg1 Pos Identification step.
This is similar to the performance reported by Lin et
al. (2014). We find that Conn-Pos-Sentence is suf-
ficient to decide between Arg1(PS) and Arg1(SS).
Other features used result in minor improvements.

Step Exact Partial
Baseline 43.38 71.57

SubTree-Extraction 2.05 22.63
Partial-SubTree 70.05 79.56

SubTree-Extension 71.18 80.12
Table 3: Arg1(SS) identification results

We report Arg1(SS) results in Table 3. For
Arg1(SS), we report a baseline score of 43.38 and
71.57 for exact and partial matches respectively.
SubTree-Extraction performs poorly with a score of
2.05 for exact match and 22.63 for partial match.
Similar to Arg2, we find that Partial-Subtree re-
sults in a large increase in performance of 68 for

exact match and 56.93 for partial match. SubTree-
Extension yields minor improvements of 1.13 and
0.56 for exact and partial respectively. For Arg1(SS)
we report a final score of 70.84 for exact match and
80.12 for partial match.

Step Exact Partial
Baseline 71.01 72.38
System 38.55 62.07

Table 4: Arg1(PS) identification results

For Arg1(PS) we report a baseline of 71.05 and
72.38 for exact and partial matches respectively. We
find that our system does not exceed the baseline
scores with 38.55 for exact match and 62.07 for par-
tial match. We believe more work is needed to suc-
cessfully extract Arg1(PS).

We thus report an accuracy of 93.28% for Arg2
identification, 71.09% for Arg1 identification and
66.3% for Arg1-Arg2 identification.

6 Conclusion

In this paper, we focus on argument identification
for explicit discourse relations in Hindi. In particu-
lar we propose a hybrid pipeline using both subtree
extraction and linear tagging approaches. This is the
first such work carried out in Hindi.
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Abstract 

We examine if common machine learning 

techniques known to perform well in coarse-

grained emotion and sentiment classification 

can also be applied successfully on a set of fi-

ne-grained emotion categories. We first de-

scribe the grounded theory approach used to 

develop a corpus of 5,553 tweets manually 

annotated with 28 emotion categories. From 

our preliminary experiments, we have identi-

fied two machine learning algorithms that per-

form well in this emotion classification task 

and demonstrated that it is feasible to train 

classifiers to detect 28 emotion categories 

without a huge drop in performance compared 

to coarser-grained classification schemes. 

1 Introduction 

In sentiment analysis, emotion provides a promis-

ing direction for fine-grained analysis of subjective 

content (Aman & Szpakowicz, 2008; Chaumartin, 

2007). Sentiment analysis is mainly focused on de-

tecting the subjectivity (objective or subjective) 

(Wiebe et al., 2004) or semantic orientation (posi-

tive or negative) (Agarwal et al., 2011; Kou-

loumpis et al., 2011; Pak & Paroubek, 2010; Pang 

et al., 2002) of a unit of text (i.e., coarse-grained 

classification schemes) rather than a specific emo-

tion. Often times, knowing exactly how one reacts 

emotionally towards a particular entity, topic or 

event does matter (Mohammad et al., 2014). For 

example, while anger and sadness are both nega-

tive emotions, distinguishing between them can be 

important so businesses can filter out angry cus-

tomers and respond to them effectively. 

Automatic emotion detection on Twitter pre-

sents a different set of challenges because tweets 

exhibit a unique set of characteristics that are not 

shared by other types of text. Unlike traditional 

text, tweets consist of short messages expressed 

within the limit of 140 characters. Due to the 

length limitation, language used to express emo-

tions in tweets differs significantly from that found 

in longer documents (e.g., blogs, news, and sto-

ries). Language use on Twitter is also typically in-

formal (Eisenstein, 2013; Baldwin et al., 2013). It 

is common for abbreviations, acronyms, emoti-

cons, unusual orthographic elements, slang, and 

misspellings to occur in these short messages. On 

top of that, retweets (i.e., propagating messages of 

other users), referring to @username when re-

sponding to another user’s tweet, and using 

#hashtags to represent topics are prevalent in 

tweets. Even though users are restricted to post on-

ly 140 characters per tweet, it is not uncommon to 

find a tweet containing more than one emotion. 

Emotion cues are not limited to only emotion 

words such as happy, amused, sad, miserable, 

scared, etc. People use a variety of ways to express 

a wide range of emotions. For instance, a person 

expressing happiness may use the emotion word 

“happy” (Example 1), the interjection “woop” (Ex-

ample 2), the emoticon “:)” (Example 3) or the 

emoji “😁” (Example 4).  

Example 1: “I can now finally say I am at a place 

in my life where I am happy with who am and the 

stuff I have coming for me in the future #blessed” 

[Happiness] 

Example 2: “its midnight and i am eating a lion 

bar woop” [Happiness] 
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Example 3: “Enjoying a night of #Dexter with 

@DomoniqueP07 :)” [Happiness] 

Example 4: “The wait is almost over LA, will be 

out in just a little! 😁😁😁😁” [Happiness] 

In addition to explicit expressions of emotion, 

users on Twitter also express their emotions in fig-

urative forms through the use of idiomatic expres-

sions (Example 5), similes (Example 6), metaphors 

(Example 7) or other descriptors (Example 8). In 

these figurative expressions of emotion, each word 

if treated individually does not directly convey any 

emotion. When combined together and, depending 

on the context of use, they act as implicit indicators 

of emotion. Automatic emotion detectors that rely 

solely on the recognition of emotion words will 

likely fail to recognize the emotions conveyed in 

these examples. 

Example 5: “@ter2459 it was!!! I am still on 

cloud nine! I say and watched them for over two 

hours. I couldn't leave! They are incredible!” 

[Happiness] 

Example 6: “Getting one of these bad boys in your 

cereal box and feeling like your day simply could-

n't get any better http://t.co/Fae9EjyN61” [Happi-

ness] 

Example 7: “Loving the #IKEAHomeTour décor 

#ideas! Between the showroom and the catalog I 

am in heaven” [Happiness] 

Example 8: “I did an adult thing by buying stylish 

bed sheets and not fucking it up when setting them 

up.  *cracks beer open*” [Happiness] 

The occurrence of an emotion word in a tweet 

does not always indicate the tweeter’s emotion. 

The emotion word “happy” in Example 9 is not 

used to describe how the tweeter feels about the 

tune but is instead used to characterize the affec-

tive quality or affective property of the tune (Rus-

sell, 2003; Zhang, 2013). The tweeter attributes a 

happy quality to the tune but is in fact expressing 

anger towards the “happy” tune. Similarly, #Hap-

piness in Example 10 is part of a book’s title so the 

emotion word hashtag functions as a topic more 

than an expression or description of an individual’s 

emotion. The common practice of using emotion 

word hashtags to retrieve self-annotated examples 

as ground truth to build emotion classifiers, a 

method known as “distant supervision” (Hasan et 

al., 2014; Mohammad, 2012; Mohammad & Ki-

ritchenko, 2014; Wang et al., 2012), is susceptible 

to this weakness.  

Example 9: “@Anjijade I was at this party on the 

weekend, that happy tune was played endlessly, 

really not my stuff, it was like the cure's torture ha” 

[Anger] 

Example 10: “Hear Carrie Goodwiler's audition 

for the audio version of my book #Happiness & 

Honey on #SoundCloud” [No Emotion] 

These challenges associated with detecting fine-

grained emotion expressions in tweets remain a 

virgin territory that has not been thoroughly ex-

plored. To start addressing some off these chal-

lenges, we present a manually-annotated tweet 

corpus that captures a diversity of emotion expres-

sions at a fine-grained level. We describe the 

grounded theory approach used to develop a cor-

pus of 5,553 tweets manually annotated with 28 

emotion categories. The corpus captures a variety 

of explicit and implicit emotion expressions for 

these 28 emotion categories, including the exam-

ples described above.  

Using this carefully curated gold standard cor-

pus, we report our preliminary efforts to train and 

evaluate machine learning models for emotion 

classification. We examine if common machine 

learning techniques known to perform well in 

coarse-grained emotion and sentiment classifica-

tion can also be applied successfully on this set of 

fine-grained emotion categories. The contributions 

of this paper are two-fold: 

a) Identifying machine learning algorithms that 

generally perform well at classifying the 28 

emotion categories in the corpus and compar-

ing them to baselines 

b) Comparing the machine learning performance 

of fine-grained to coarse-grained emotion 

classification 

2 Empirical Study 

2.1 Corpus 

The corpus contains 5,553 tweets and is developed 

using small-scale content analysis. To ensure that 

the tweets included in the corpus are representative 

of the population on Twitter, we employed four 

sampling strategies: randomly sampling tweets re-

trieved using common stopwords (RANDOM: 

1450 tweets), sampling using topical hashtags 
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(TOPIC: 1310 tweets), sampling using 

@usernames of US Senators (SEN-USER: 1493 

tweets) and sampling using @usernames of aver-

age users randomly selected from Twitter (AVG-

USER: 1300 tweets). Tweets were sampled from 

the Twitter API and two publicly available da-

tasets: 1) the SemEval 2014 tweet data set (Nakov 

et al., 2013; Rosenthal et al., 2014), and 2) the 

2012 US presidential elections data set (Moham-

mad et al., 2014). The proportion of tweets from 

each of the four samples is roughly balanced. 

The corpus was annotated by graduate students 

who were interested in undertaking the task as part 

of a class project (e.g., Natural Language Pro-

cessing course) or to gain research experience in 

content analysis (e.g., independent study). A total 

of 18 annotators worked on the annotation task 

over a period of ten months. Annotators were first 

instructed to annotate the valence of a tweet. Emo-

tion valence can be positive, negative or neutral. 

Positive emotions are evoked by events causing 

one to express pleasure (e.g., happy, relaxed, fasci-

nation, love) while negative emotions are evoked 

by events causing one to express displeasure (e.g., 

anger, fear, sad). Emotions that were neither posi-

tive nor negative were considered to be neutral 

(e.g. surprise). Valence was useful to help annota-

tors distinguish between tweets that contained 

emotion and those that did not.  

To uncover a set of emotion categories from the 

tweets, we used an adapted grounded theory ap-

proach developed by Glaser & Strauss (1967) for 

the purpose of building theory that emerges from 

the data. Using this approach, annotators were not 

given a predefined set of labels for emotion catego-

ry. Instead, the emotion categories were formed 

inductively based on the emotion tags or labels 

suggested by annotators. Annotators were required 

to identify emotion tag when valence for a tweet 

was labeled as either “Positive”, “Negative” or 

“Neutral”. For emotion tag, annotators were in-

structed to assign an emotion label that best de-

scribed the overall emotion expressed in a tweet. In 

cases where a tweet contained multiple emotions, 

annotators were asked to first identify the primary 

emotion expressed in the tweet, and then also in-

clude the other emotions observed. 

The annotation task was conducted in an itera-

tive fashion. In the first iteration, also referred to as 

the training round, all annotators annotated the 

same sample of 300 tweets from the SEN-USER 

sample. Annotators were expected to achieve at 

least 70% pairwise agreement for valence with the 

primary researcher in order to move forward. The 

annotators achieved a mean pairwise agreement of 

82% with the researcher. Upon passing the training 

round, annotators were assigned to annotate at least 

1,000 tweets from one of the four samples (RAN-

DOM, TOPIC, AVG-USER or SEN-USER) in 

subsequent iterations. Every week, annotators 

worked independently on annotating a subset of 

150 – 200 tweets but met with the researcher in 

groups to discuss disagreements, and 100% agree-

ment for valence and emotion tag was achieved af-

ter discussion. In these weekly meetings, the re-

searcher also facilitated the discussions among an-

notators working on the same sample to merge, 

remove, and refine suggested emotion tags.  

Annotators suggested a total 246 distinct emo-

tion tags. To group the emotion tags into catego-

ries, annotators were asked to perform a card sort-

ing exercise in different teams to group emotion 

tags that are variants of the same root word or se-

mantically similar into the same category. Annota-

tors were divided into 5 teams, and each team re-

ceived a pack of 1’ x 5’ cards containing only the 

emotion tags used by the all members in their re-

spective teams. This task organized the emotion 

tags into 48 emotion categories.  

To refine the emotion categories, we collected 

pleasure and arousal ratings for each emotion cate-

gory name from Amazon Mechanical Turk (AMT). 

Based on 76 usable responses, the emotion catego-

ry names were mapped on a two-dimensional plot. 

Emotion categories that were closely clustered to-

gether on the plot and semantically related to one 

another were further merged resulting in a final set 

of 28 emotion categories. Finally, all emotion cat-

egory labels in the corpus were systematically re-

placed by the appropriate 28 emotion category la-

bels. Overall, annotators achieved Krippendorff’s α 

= 0.61 for valence and α = 0.50 for the set of 28 

emotion categories. Each tweet was assigned gold 

labels for valence and emotion category. 

2.2 Emotion Distributions 

This section describes the distribution of gold la-

bels for three emotion class structures: 1) emo-
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tion/non-emotion, 2) valence, and 3) 28 emotion 

categories. As shown in Table 1, the overall distri-

bution between tweets containing emotion and 

those that do not is roughly balanced. Slightly over 

half of the tweets (53%) contain emotion. 

Class n % 

Emotion 2916 53 

Non-Emotion 2637 47 

Total 5553 100 

Table 1: Distribution of tweets with emotion and non-emotion 

Class n % 

Positive 1840 33 

Negative 744 13 

Neutral 155 3 

Multiple Valence 177 3 

Table 2: Distribution of tweets for emotion valence 

Class n % 

Admiration 132 2.38 

Amusement 216 3.89 

Anger 409 7.37 

Boredom 10 0.18 

Confidence 15 0.27 

Curiosity 27 0.49 

Desperation 7 0.13 

Doubt 44 0.79 

Excitement 228 4.11 

Exhaustion 7 0.13 

Fascination 47 0.85 

Fear 65 1.17 

Gratitude 176 3.17 

Happiness 697 12.55 

Hate 52 0.94 

Hope 132 2.38 

Indifference 24 0.43 

Inspiration 16 0.29 

Jealousy 5 0.09 

Longing 27 0.49 

Love 172 3.10 

Pride 70 1.26 

Regret 40 0.72 

Relaxed 25 0.45 

Sadness 137 2.47 

Shame 22 0.40 

Surprise 83 1.49 

Sympathy 31 0.56 

Table 3: Distribution of tweets for 28 emotion categories 

The class distribution becomes more unbalanced 

with the finer-grained emotion classes, valence 

(Table 2) and 28 emotion categories (Table 3). For 

valence, 33% of the tweets containing emotion are 

positive, 13% are negative and only 3% are neu-

tral. Emotion classes become even sparser with the 

28 emotion categories. The most frequent category 

is happiness (13%) while the least frequent catego-

ry is jealousy (0.09%). 

2.3 Machine Learning Experiments 

We ran a series of experiments to identify a set of 

machine learning algorithms that generally per-

form well for this task. Four machine learning al-

gorithms were found to perform well in this prob-

lem space: support vector machines (SVM) (Alm 

et al., 2005; Aman & Szpakowicz, 2007; Brooks et 

al., 2013; Cherry et al., 2012), Bayesian networks 

(Sohn et al., 2012; Strapparava & Mihalcea, 2008), 

decision trees (Hasan et al., 2014), and k-nearest 

neighbor (KNN) (Hasan et al., 2014; Holzman & 

Pottenger, 2003). The features were held constant 

across different classifiers in the candidate set. As 

a starting point, a unigram (i.e., bag-of-words) 

model, which has been shown to work reasonably 

well for text classification in sentiment analysis 

(Pang et al., 2002; Salvetti et al., 2006), was cho-

sen. Although limited, the unigram bag-of- words 

features captures not only emotion words but all 

words in a tweet, thus increasing the likelihood of 

the classifiers to handle the figurative expressions 

of emotion.   

We tokenized the text in the corpus and extract-

ed all unique terms as features. We created a cus-

tom tokenizer to better handle elements that are 

common in tweets. In particular, the tokenizer rec-

ognizes emoticons, emojis, URLs and HTML en-

coding. The tokenizer also handles common ab-

breviations and contractions. Text was encoded in 

UTF-8 in order to preserve the emojis. We then 

evaluated the effect of case normalization (i.e, 

lowercasing), stemming, and a minimum word fre-

quency threshold (f = 1, 3, 5 and 10) as a means to 

reduce the number of features. Classifiers were 

evaluated using 10-fold cross validation. 

To make experiments more manageable, we 

frame the problem as a multi-class classification 

task. Each tweet was assigned to only one emotion 

label. For tweets with multiple labels, only the 

primary label (i.e., first label) was assigned to the 

tweet, and the other labels were ignored. We car-

ried out two sets of experiments. First, we created 

one single classifier (multi-class-single: one versus 
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one) to distinguish between 29 classes (i.e., 28 

emotion categories and no emotion). Second, we 

ran experiments using Weka’s MultiClassClassifi-

er, a meta-classifier that mapped a multi-class da-

taset into multiple two-class classifiers (multi-

class-binary: one versus all), one for each emotion 

and one for no emotion, thus resulting in a setup 

with 29 binary classifiers in total. Unfortunately, 

the multi-class-binary setup was not designed to 

handle instances with multiple labels but it offered 

a straightforward implementation of multiple bina-

ry classifications for preliminary analysis. About 

92% of the corpus contained instances with only a 

single label so overall classification performance is 

expected to be close to that of a multi-label classi-

fier. 

3 Evaluation and Results 

3.1 Machine Learning Algorithms 

We found that the use of stemming, case normali-

zation and applying a word frequency threshold of 

3 produced consistently good results.  

Classifier MCS MCB 

BayesNet 0.533 0.574 

SVM-SMO 0.571 0.529 

J48 0.567 0.520 

KNN (k = 1) 0.391 0.391 

Table 4: Micro-averaged F1 for multi-class-single (MCS) and 

multi-class-binary (MCB) 

Based on the micro-averaged F1 shown in Table 

4, the two machine learning algorithms that yielded 

the best performance were Sequential Minimal Op-

timization (SMO), an algorithm for training SVM 

(Platt, 1998) and Bayesian Networks (BayesNet) 

(Bouckaert, 1967). The performance ranking dif-

fers slightly between the four machine learning al-

gorithms across the two experimental setups with 

SVM being the top performing classifier in multi-

class-single while BayesNet in multi-class-binary. 

A more in-depth analysis of the best performing 

classifier for each emotion category also shows 

that BayesNet and SVM yield the best perfor-

mance for over half of the emotion categories.  

3.2 Comparison with Baselines 

Three baselines are first established as the basis of 

comparison for all other classifiers.  

 Majority-class baseline: The majority-class 

baseline simply assigns the majority class to 

each tweet.  

 Random baseline: The random baseline clas-

sifier predicts a label randomly with no learn-

ing involved. 

 OneR: OneR is a simple classifier that uses a 

single feature with minimum error for classi-

fication. The classifier generates a set of rules 

based on this single feature. 

Classifier A P R F1 

multi-class-single 

Majority-class 47.4 0.23 0.47 0.31 

Random 0.03 0.03 0.03 0.03 

OneR 49.8 0.26 0.50 0.34 

BayesNet 60.1 0.54 0.60 0.51 

SVM-SMO 58.9 0.57 0.59 0.57 

multi-class-binary 

Majority-class 47.4 0.23 0.47 0.31 

Random 0.03 0.03 0.50 0.06 

OneR 51.7 0.56 0.52 0.46 

BayesNet 63.0 0.60 0.63 0.57 

SVM-SMO 48.9 0.61 0.49 0.53 

Table 5: Comparison between best performing models and 

baselines (A: Accuracy, P: Precision, R: Recall) 

We compare the SVM and BayesNet classifiers 

to the three baselines as shown in Table 5. In terms 

of accuracy, SVM and BayesNet outperform the 

majority-class and random baselines in both multi-

class-single and multi-class-binary. BayesNet cor-

rectly predicts roughly 60% of the instances while 

SVM correctly predicts roughly 50%. In terms of 

F1, SVM and BayesNet exceed the performance of 

all the three baselines.  

3.3  Levels of Granularity 

Table 6 shows the performance of classifiers for 

fine-grained versus coarser-grained class structures 

across three levels of granularity: 1) emotion pres-

ence/absence (2 classes), 2) emotion valence (5 

classes) and, 3) emotion category (28 classes). 

SVM and BayesNet perform significantly better 

than the majority-class baseline across all three 

levels of granularity using a flat classification ap-

proach. The majority class for valence and emotion 

category is none. 
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Level 
SVM-SMO BayesNet Majority-class 

A P R F1 A P R F1 A P R F1 

Emotion Presence: Emotion, None 

multi-class-single 72.7 0.73 0.73 0.73 72.2 0.73 0.72 0.72 52.6 0.28 0.53 0.36 

Emotion Valence: Positive, Negative, Neutral, Multiple Valence, None 

multi-class-single 65.5 0.63 0.64 0.63 67.0 0.65 0.67 0.65 47.4 0.23 0.47 0.31 

Emotion Category (28-Emo-Cat, None) 

multi-class-single  58.9 0.57 0.59 0.57 60.1 0.54 0.60 0.51 47.4 0.23 0.47 0.31 

multi-class-binary 48.9 0.61 0.49 0.53 63.0 0.60 0.63 0.57 47.4 0.23 0.47 0.31 

Table 6: Accuracy (A), precision (P), recall (R) and F1 across classification schemes with different levels of granularity 

Comparing across the three levels of granularity, 

better performance is observed when there are 

fewer classes. For example, a classifier trained to 

distinguish between 2 classes (emotion and none) 

yields higher performance than a classifier trained 

to distinguish between 29 classes (28 emotion cat-

egories and none). The drop in classifier perfor-

mance from coarser to finer levels of granularity is 

gradual. Note that the performance of a classifier 

trained to classify 29 classes is not a great deal 

worse than a classifier dealing with fewer classes 

(2 or 5). A closer analysis of the F1 per emotion 

category shows that the classifiers are able to cor-

rectly predict some categories better than the oth-

ers. For instance, SVM and BayesNet achieve F1 

greater than 0.7 for gratitude. The performance 

measures in Table 6 are micro averages across all 

classes. The performance results reported here are 

intended to show a realistic assessment of machine 

learning performance in classifying the 28 emotion 

categories that emerged from the open coding task. 

We included even the poor performing categories 

in the computation of the micro averages. 

4 Discussion and Conclusion 

Automatic fine-grained emotion detection is a 

challenging task but we have demonstrated that it 

is feasible to train a classifier to perform decently 

well in classifying as many as 28 emotion catego-

ries. Our 28 emotion categories is an extension to 

the six to eight emotion categories commonly-used 

in the state-of-the-art (Alm et al., 2005; Aman & 

Szpakowicz, 2007; Mohammad, 2012). Some of 

the 28 emotion categories overlap with those found 

in existing emotion theories such as Plutchik’s 

(1962) 24 categories on the wheel of emotion and 

Shaver et al.’s (2001) tree-structured list of emo-

tions. Existing emotion theories in psychology are 

not developed specifically based on emotions ex-

pressed in text. Therefore, our emotion categories 

offer a more fitting framework for the study of 

emotion in text. 

Existing classifiers achieve only moderate per-

formance in detecting emotions in tweets even 

those trained with a significant amount of data col-

lected using distant supervision (Mohammad, 

2012; Roberts et al., 2012; Wang et al., 2012). Our 

preliminary classifiers trained with less data show 

results that are comparable to existing coarse-

grained classifiers. Results from our preliminary 

machine learning experiments conclude that SVM 

and BayesNet classifiers produce consistently good 

performance for fine-grained emotion classifica-

tion. Therefore, we plan to continue our machine 

learning experiment with more sophisticated fea-

ture selection strategies, ensemble methods and 

more balanced training data using both SVM and 

BayesNet. 

There is no stark difference in classifier perfor-

mance between fine-grained and coarse-grained 

emotion classes. Classifiers perform poorly for a 

handful of emotion categories with very low fre-

quency. We will need to generate more positive 

examples for these classes to improve classifier 

performance. We plan to add another 10,000 anno-

tated tweets in the corpus to increase the size of 

training and evaluation data. We will make the 

emotion corpus available in the future. 

We acknowledge that the multi-class setup may 

not be the most suitable implementation of this 

classification task given that the corpus contains 

tweets annotated with multiple emotion categories. 

We chose the multi-class setup to simplify the 

classification task and make the machine learning 

experiments more manageable in this preliminary 

stage. We plan to evaluate the effectiveness of 

these algorithms with multi-label classifiers in our 

future work. 
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Abstract

The translation of patents or scientific papers
is a key issue that should be helped by the
use of statistical machine translation (SMT).
In this paper, we propose a method to im-
prove Chinese–Japanese patent SMT by pre-
marking the training corpus with aligned bilin-
gual multi-word terms. We automatically ex-
tract multi-word terms from monolingual cor-
pora by combining statistical and linguistic fil-
tering methods. We use the sampling-based
alignment method to identify aligned terms
and set some threshold on translation proba-
bilities to select the most promising bilingual
multi-word terms. We pre-mark a Chinese–
Japanese training corpus with such selected
aligned bilingual multi-word terms. We ob-
tain the performance of over 70% precision in
bilingual term extraction and a significant im-
provement of BLEU scores in our experiments
on a Chinese–Japanese patent parallel corpus.

1 Introduction

China and Japan are producing a large amount of
scientific journals and patents in their respective
languages. The World Intellectual Property Orga-
nization (WIPO) Indicators1 show that China was
the first country for patent applications in 2013.
Japan was the first country for patent grants in 2013.
Much of current scientific development in China or
Japan is not readily available to non–Chinese or non-
Japanese speaking scientists. Additionally, China
and Japan are more efficient at converting research

1http://en.wikipedia.org/wiki/World_
Intellectual_Property_Indicators

and development dollars into patents than the U.S.
or the European countries2. Making Chinese patents
available in Japanese, and Japanese patents available
and in Chinese is a key issue for increased econom-
ical development in Asia.

In recent years, Chinese–Japanese machine trans-
lation of patents or scientific papers has made rapid
progress with the large quantities of parallel cor-
pora provided by the organizers of the Workshop on
Asian Translation (WAT)3 4. In the “patents subtask”
of WAT 2015, in (Sonoh and Kinoshita, 2015), a
Chinese to Japanese translation system is described
that achieves higher BLEU scores by combination
of results between Statistical Post Editing (SPE)
based on their rule-based translation system and
SMT system equipped with a recurrent neural lan-
guage model (RNNLM).

In the research by Li et al. (2012), they improved
a Chinese–to–Japanese patent translation system by
using English as a pivot language for three different
purposes: corpus enrichment, sentence pivot trans-
lation and phrase pivot translation. Still, the avail-
ability of patent bilingual corpora between Chinese
and Japanese in certain domains is a problem.

In this paper, we propose a simpler way to im-
prove Chinese to Japanese phrase-based machine
translation quality based on a small size of avail-
able bilingual patent corpus, without exploiting ex-
tra bilingual data, or using a third language, with

2http://www.ipwatchdog.com/2013/04/04/
chinas-great-leap-forward-in-patents/id=
38625/

3http://orchid.kuee.kyoto-u.ac.jp/WAT/
WAT2014/index.html

4http://orchid.kuee.kyoto-u.ac.jp/WAT/
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no complex approach. Patents or scientific papers
contain large amounts of domain-specific terms in
words or multi-word expressions. Monolingual or
bilingual term extraction is an important task for
the fields of information retrieval, text categoriza-
tion, clustering, machine translation, etc. There ex-
ist work on monolingual or bilingual term extrac-
tion in different languages. In (Kang et al., 2009),
multi-word terms in Chinese in the information tech-
nology (IT) domain and the medicine domain are
extracted based on the integration of Web informa-
tion and termhood estimation. Frantzi et al. (2000)
describes a combination of linguistic and statisti-
cal information method (C-value/NC-value) for the
automatic extraction of multi-word terms from En-
glish corpora. In (Mima and Ananiadou, 2001), it
was showed that the C-/NC-value method is an effi-
cient domain-independent multi-word term recogni-
tion not only in English but in Japanese as well.

Some work consider the case of bilingual term ex-
traction. In (Fan et al., 2009), Chinese–Japanese
multi-word terms are extracted by re-segmenting
the Chinese and Japanese bi-corpus and combining
multi-word terms as one single word based on ex-
tracted monolingual terms. The word alignments
containing terms are smoothed by computing the
associations between pairs of bilingual term candi-
dates.

In this paper, we propose a method to ex-
tract Chinese–Japanese bilingual multi-word terms
by extracting Chinese and Japanese monolingual
multi-word terms using a linguistic and statistical
technique (C-value) (Frantzi et al., 2000) and the
sampling-based alignment method (Lardilleux and
Lepage, 2009) for bilingual multi-word term align-
ment. We filter the aligned candidate terms by
setting thresholds on translation probabilities. We
perform experiments on the Chinese–Japanese JPO
patent corpus of WAT 2015. We pre-mark the
extracted bilingual terms in the Chinese–Japanese
training corpus of an SMT system. We compare the
translation system which uses our proposed method
with a baseline system. We obtain a significant im-
provement in translation accuracy as evaluated by
BLEU (Papineni et al., 2002).

The paper is organized as follows: in Section 2,
we introduce the experimental data sets used in our
experiments. Section 3 gives our proposed method

to extract Chinese–Japanese bilingual multi-word
terms using the C-value and the sampling-based
alignment method. In Section 4, we describe our
experiments and their results based on the data in-
troduced in Section 2, and an analysis of the exper-
imental results. Section 5 gives the conclusion and
discusses future directions.

2 Chinese and Japanese Data Used

The Chinese–Japanese parallel sentences used in
this paper are randomly extracted from the Chinese–
Japanese JPO Patent Corpus (JPC)5. This corpus
consists of about 1 million parallel sentences with
four sections (Chemistry, Electricity, Mechanical
engineering, and Physics.). It is already divided into
training, tuning and test sets (1 million sentences,
4,000 sentences and 2,000 sentences respectively).
For our experiments, we randomly extract 100,000
parallel sentences from the training part, 500 paral-
lel sentences from the tuning part, and 1,000 from
the test part. Table 1 shows the basic statistics on
our experimental data sets.

Baseline Chinese Japanese

tr
ai

n sentences 100,000 100,000
words 2,314,922 2,975,479
mean ± std.dev. 23.29 ± 11.69 29.93 ± 13.94

tu
ne

sentences 500 500
words 14,251 17,904
mean ± std.dev. 28.61 ± 21.88 35.94 ± 25.07

te
st

sentences 1,000 1,000
words 27,267 34,292
mean ± std.dev. 27.34 ± 15.59 34.38 ± 18.78

Table 1: Statistics on our experimental data sets (after tokeniz-

ing and lowercasing). Here ‘mean± std.dev.’ gives the average

length of the sentences in words.

In Section 3, monolingual and bilingual multi-
word terms will be extracted from the training data.
In Section 4, these data (train, tune and test) will be
used in the baseline SMT system.

3 Bilingual Multi-word Term Extraction

This section presents our bilingual multi-word term
extraction method that uses C-value (Frantzi et al.,
2000) combined with the sampling-based alignment

5http://lotus.kuee.kyoto-u.ac.jp/WAT/
patent/index.html
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method (Lardilleux and Lepage, 2009). We also de-
scribe how we use these extracted bilingual multi-
word terms in SMT experiments.

3.1 Monolingual Multi-word Term Extraction
Using the C-value Approach

The C-value is a commonly used domain-
independent method for multi-word term extraction.
This method has a linguistic part and a statistical
part. The linguistic part constrains the type of
terms extracted. In our experiments, we extract
multi-word terms which contain a sequence of
nouns or adjectives followed by a noun for both
Chinese and Japanese. This linguistic pattern can be
written as follows using a regular expression6:

(Adjective|Noun)+ Noun
The segmenter and part-of-speech tagger that we

use are the Stanford parser7 for Chinese and Juman8

for Japanese. Examples of outputs are shown in Ta-
ble 2.

The statistical part, the measure of termhood,
called the C-value, is given by the following for-
mula:

C–value(a)=


log2|a| · f(a)

if a is not nested,

log2|a|(f(a)− 1
P (Ta)

∑
b∈Ta

f(b))

otherwise
(1)

where a is the candidate string, f(.) is its fre-
quency of occurrence in the corpus, Ta is the set
of extracted candidate terms that contain a, P (Ta)
is the number of these candidate terms. In our ex-
periments, we follow the basic steps of the C-value
approach to extract monolingual multi-word terms
from the monolingual part of the Chinese–Japanese
training corpus. Then, we mark the extracted mono-
lingual multi-word terms in the corpus by enforcing
them to be considered as one token (aligned with
markers).

6Pattern for Chinese: (JJ |NN)+ NN , pattern for
Japanese: (形容詞 |名詞)+ 名詞. ‘JJ’ and ‘形容詞’ are codes
for adjectives, ‘NN’ and ‘名詞’ are codes for nouns in the Chi-
nese and the Japanese annotated corpora that we use.

7http://nlp.stanford.edu/software/
segmenter.shtml

8http://nlp.ist.i.kyoto-u.ac.jp/index.
php?JUMAN

3.2 Bilingual Multi-word Term Extraction
Using Sampling-based Method

To extract bilingual multi-word terms, we use
the open source implementation of the sampling-
based approach, Anymalign (Lardilleux and Lepage,
2009), to perform phrase alignment from the above
marked Chinese–Japanese training corpus. We filter
out any alignment (N × M -grams) that is greater
than 1, to obtain only word-to-word alignments9. In
our experiments, we identify the multi-word term
to multi-word term alignments between Chinese and
Japanese by using the markers. We filter the aligned
multi-word candidate terms by setting some thresh-
old P for both translation probabilities of term align-
ments (0<P≤1).

3.3 Bilingual Multi-word Terms Used in SMT
Experiments

We train the Chinese–Japanese translation mod-
els on the training parallel pre-marked corpus with
the extracted filtered aligned bilingual multi-word
terms. A language model is trained with the orig-
inal Japanese corpus without pre-marking annota-
tion. We remove the markers from obtained phrase
tables before performing tuning and decoding pro-
cesses. We compare such a systems with a standard
baseline system.

4 Experiments and Results

We extract monolingual multi-word terms from a
Chinese–Japanese training corpus of 100,000 lines
as indicated in Table 1 (Section 2). Table 3 shows
the number of monolingual multi-word terms ex-
tracted in Chinese and Japanese respectively using
C-value and the linguistic pattern given in Section
3.1. The extracted monolingual multi-word terms
were ranked by decreasing order of C-values. We
mark the training corpus with the same size of Chi-
nese and Japanese monolingual multi-word terms.
They are the first 80,000 monolingual multi-word
terms with higher C-value in both languages.

Follow the description given in Section 3.2. Ta-
ble 4 gives the number of bilingual multi-word terms
obtained for different thresholds from the marked
100,000 training corpus. We randomly extract 100
bilingual multi-word terms respectively and roughly

9This is done by the option -N 1 on the command line.
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Chinese or Japanese sentences Extracted monolingual terms
Chinese: 完全]AD布置]VV在]P环环环形形形]JJ间间间隙隙隙]NN中]LC。]PU 环形 间隙

Japanese: 完全に/形容詞この/指示詞環環環状状状/名名名詞詞詞隙隙隙間間間/名名名詞詞詞内/接尾辞に/助詞配置/名詞

さ/動詞れる/接尾辞。/特殊
環状 隙間

English meaning: ‘Completely arranged in the annular gap.’ ‘annular gap’
Table 2: Examples of outputs on the tags used based on the linguistic pattern.

Language ] of Multi-word terms
Chinese 81,618
Japanese 93,105

Table 3: The number of monolingual multi-word terms ex-

tracted from Chinese–Japanese training corpus using C-value.

check how well they correspond/match manually.
The precision (good match) of the extracted bilin-
gual multi-word terms is over 70%, while threshold
becomes greater than 0.4. Table 5 shows sample of
bilingual multi-word terms we extracted.

4.1 Translation Accuracy in BLEU

We pre-mark the original Chinese–Japanese train-
ing corpus with the extracted bilingual multi-word
terms filtering by several thresholds (Table 4) and
train several Chinese to Japanese SMT systems us-
ing the standard GIZA++/MOSES pipeline (Koehn
et al., 2007). The un-pre-marked (original) Japanese
corpus is used to train a language model using
KenLM (Heafield, 2011). After removing mark-
ers from the phrase table, we tune and test. In all
experiments, the same data sets are used, the only
difference being whether the training data is pre-
marked or not with bilingual multi-word terms fil-
tered by a given threshold. Table 4 shows the evalua-
tion of the results of Chinese to Japanese translation
in BLEU scores (Papineni et al., 2002). Compared
with the baseline system, we obtain significant im-
provements as soon as the threshold becomes greater
than 0.3. A statistically significant improvement of
one BLEU point (p-value is 0.001) is observed when
the threshold is greater than 0.6. In that case, the
training corpus is pre-marked with roughly 20,000
bilingual multi-word terms.

4.2 Analysis of the Content of Phrase Tables

We further compare a system based on a pre-marked
training corpus using bilingual multi-word terms
(threshold of 0.6) with a baseline system. We in-

Extract
or not

Chinese Japanese

© 控制 电路 制御 回路
‘control circuit’

× 核酸 核 酸
‘nucleic acid’

× 粘接剂 接着 剤
‘adhesive’

© 信息 处理 装置 情報 処理 装置
‘information-processing device’

© 发光 二极管 元件 発光 ダイオード 素子
‘light emitting diode element’

© 压力 传感器 圧力 センサ
‘pressure sensor’

× 存储器 控制器 メモリコントローラ
‘memory controller’

× 枢轴 板 ピボットプレート
‘pivot plate’

Table 5: Extraction of bilingual multi-word terms in both lan-

guages at the same time. © and × show the bilingual multi-

word term alignment that are kept or excluded.

vestigate the N (Chinese) × M (Japanese)-grams
distribution in the reduced phrase tables10 used
in translation. In Tables 6 and 7, the statistics
(Chinese→Japanese) show that the total number of
potentially useful phrase pairs used in translation
with the pre-marked corpus is larger than that of the
baseline system. Considering the correspondence
between lengths in Chinese–Japanese patent transla-
tion, we compare the number of entries, the number
of phrase pairs with different lengths (like 2 (zh) ×
1 (ja), 2 (zh) × 3 (ja), 2 (zh) × 4 (ja) and 3 (zh) ×
4 (ja)) and observe a significant increase for these
categories.

We also investigate the number of phrase align-
ments which the Chinese source language part con-
taining multi-word terms in the reduced phrase ta-
ble obtained when pre-marking the training corpus.
There exists 8,940 phrase alignments in this case. A
sample is shown in Table 8. Compared with the re-
duced phrase table used in the baseline system, there
exist 2,503 additional phrase alignments. They con-

10The phrase table only contains the potentially useful phrase
alignments used in the translation of the test set.
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Thresholds
P (t|s) and P (s|t)

] of bilingual
multi-word terms

Good match BLEU p-value

≥ 0.0 52,785 35% 32.44±1.07 0.197
≥ 0.1 31,795 52% 32.23±1.18 0.062
≥ 0.2 27,916 58% 32.00±1.16 0.072

Baseline Baseline Baseline 32.35±1.15 Baseline
≥ 0.3 25,404 63% 33.08±1.12 0.004
≥ 0.4 23,515 72% 32.77±1.15 0.027
≥ 0.5 21,846 76% 33.02±1.14 0.007
≥ 0.6 20,248 78% 33.32±1.15 0.001
≥ 0.7 18,759 79% 32.85±1.19 0.006
≥ 0.8 17,311 79% 33.25±1.06 0.001
≥ 0.9 15,464 80% 33.20±1.15 0.002

Table 4: Evaluation results in BLEU for Chinese to Japanese translation based on pre-marked training corpus with bilingual

multi-word terms using different thresholds, tools used are Giza++/Moses 2.1.1, KenLM.

Chinese Japanese
n型 半 导 体层 ||| n 型

pdu 大小 ||| pdu サイズ
新 数据 ||| 新しい データ
白 平衡 ||| ホワイト バランス
x 射线 ||| x線
x 射线 ||| x線 が

所 需 的 构成 要素 ||| に 必要な 構成 要素
个 碳 原子 的 ||| 個 の 炭素 原子 の

接触 孔 ||| コンタクト ホール
将 反应 混合物 ||| 反応 混合 物 を
在 玻璃 基板 ||| ガラス 基板
的 视频 信号 ||| ビデオ 信号
负 极活性 物质 ||| 負 極 物質

控制 部 ||| 制御 部
旋转 量 ||| 回転 量
新 数据 ||| 新しい データ
白 平衡 ||| ホワイト バランス

Table 8: Sample of phrase alignments for which the source lan-

guage part (Chinese) contains multi-word terms in the reduced

phrase table. We show multi-word terms as one token in the

phrase table aligned with markers.

tain multi-word terms that did not exist in the re-
duced phrase table of the baseline system. Table 9
shows examples of more potentially useful phrase
alignments obtained with our proposed method.

5 Conclusion and Future Work

We presented an approach to improve Chinese–
Japanese patent machine translation performance
by pre-marking the parallel training corpus with
bilingual multi-word terms. We extracted mono-
lingual multi-word terms from each monolingual
part of a corpus by using the C-value method. We

used the sampling-based alignment method to align
the marked parallel corpus with monolingual multi-
word terms and only kept the aligned bilingual
multi-word terms by setting thresholds in both di-
rections. We did not use any other additional cor-
pus or lexicon. The results of our experiments in-
dicate that the bilingual multi-word terms extracted
have over 70% precision (the thresholds P ≥ 0.4).
Pre-marking the parallel training corpus with these
terms led to statistically significant improvements in
BLEU scores (the thresholds P ≥ 0.3).

In this work, we considered only the case where
multi-word terms can be found in both languages
at the same time, e.g., 半导体 芯片 (zh) 半導
体 チップ (ja) ‘semiconductor chip’. However, we
found many cases where a multi-word term is recog-
nized in one of the languages, while the other side is
not recognized as a multi-word term, although they
may be correct translation candidates. This mainly
is due to different segmentation results in Chinese
and Japanese. E.g., 压缩机 (Chinese) 圧縮 機
(Japanese) ‘compressor’, and 流程图 (Chinese) フ
ロー チャート (Japanese) ‘flow chart’. In a future
work, we thus intend to address this issue and expect
further improvements in translation results. We also
intend to do experiments with our proposed method
using a larger size of experimental training data.
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Target = Japanese

1-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram 8-gram 9-gram total
So

ur
ce

=
C

hi
ne

se
1-gram 29986 86874 79132 49514 27936 14843 7767 149 15 296218
2-gram 14201 39342 42833 27865 15746 8292 4293 103 14 152690
3-gram 1492 3997 7985 7244 4627 2528 1290 65 3 29231
4-gram 186 434 1106 2099 1896 1310 691 23 0 7745
5-gram 27 49 163 388 659 556 392 12 0 2246
6-gram 2 6 14 60 114 180 170 10 1 557
7-gram 0 0 4 4 22 48 72 6 1 157
8-gram 0 0 0 0 0 0 0 1 0 1
9-gram 0 0 0 0 0 0 0 0 1 1

total 45894 130702 131237 87174 51000 27757 14675 369 35 488846

Table 6: Distribution of the reduced phrase table of a C-value/sampling-based alignment term extraction method based on

GIZA++/Moses 2.1.1. The bold face numbers showing the increased N (Chinese) × M (Japanese)-grams (less than 4-grams)

in the reduced phrase table, and the total number of N (Chinese) × M (Japanese)-grams, which increased compared with the

baseline system.

Target = Japanese

1-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram 8-gram 9-gram total

So
ur

ce
=

C
hi

ne
se

1-gram 32320 84308 71713 42518 22831 11726 6035 0 0 271451
2-gram 13570 39534 41775 25628 13703 6922 3518 0 0 144650
3-gram 1384 3906 8067 7117 4276 2238 1093 0 0 28081
4-gram 163 413 1124 2124 1853 1248 614 0 0 7539
5-gram 27 50 154 386 658 562 360 0 0 2197
6-gram 6 9 13 59 116 181 164 0 0 548
7-gram 1 1 3 5 20 50 73 0 0 153
8-gram 0 0 0 0 0 0 0 0 0 0
9-gram 1 0 0 0 0 0 0 0 0 0

total 47471 128221 122849 77837 43457 22927 11857 0 0 454619

Table 7: Distribution of the reduced phrase table of baseline system based on GIZA++/Moses 2.1.1.

Baseline English meaning
传输 信道 的 ||| 伝送 路 の transmission channel ||| transmission channel
位置 信息 ||| 位置 location information ||| location
位置 信息 ||| 位置 の 情報 location information ||| location information
位置 信息 ||| 位置 は location information ||| location (with a auxiliary word ‘は’)

Pre-marked training corpus
传输 信道 的 ||| 伝送 路 の transmission channel ||| transmission channel

传传传输输输 信信信道道道 的的的 ||| 、、、 伝伝伝送送送 チチチャャャネネネルルル ののの transmission channel ||| , transmission channel of (another way of
saying ‘transmission channel’ in Japanese)

位置 信息 ||| 位置 location information ||| location
位置 信息 ||| 位置 の 情報 location information ||| location information
位置 信息 ||| 位置 は location information ||| location (with an auxiliary word ‘は’)
位位位置置置 信信信息息息 ||| 位位位置置置 ののの 情情情報報報 ででであああるるる location information ||| location information (with an auxiliary ‘ででであああるるる’)
位位位置置置 信信信息息息 ||| そそそののの 位位位置置置 情情情報報報 location information ||| that location information
位位位置置置 信信信息息息 ||| 位位位置置置 情情情報報報 ははは location information ||| location information (with an auxiliary word ‘ははは’)

Table 9: Samples of phrase alignments in reduced Chinese→Japanese phrase tables. Alignments given in bold face are additional

phrase alignments compared with the baseline systems.
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Abstract

Hate speech in the form of racist and sex-
ist remarks are a common occurrence on
social media. For that reason, many so-
cial media services address the problem
of identifying hate speech, but the defini-
tion of hate speech varies markedly and is
largely a manual effort (BBC, 2015; Lo-
mas, 2015).

We provide a list of criteria founded in
critical race theory, and use them to an-
notate a publicly available corpus of more
than 16k tweets. We analyze the impact
of various extra-linguistic features in con-
junction with character n-grams for hate-
speech detection. We also present a dic-
tionary based the most indicative words in
our data.

1 Introduction
Hate speech is an unfortunately common occur-
rence on the Internet (Eadicicco, 2014; Kettrey
and Laster, 2014) and in some cases culminates
in severe threats to individuals. Social media sites
therefore face the problem of identifying and cen-
soring problematic posts (Moulson, 2016) while
weighing the right to freedom of speech.

The importance of detecting and moderating
hate speech is evident from the strong connec-
tion between hate speech and actual hate crimes
(Watch, 2014). Early identification of users pro-
moting hate speech could enable outreach pro-
grams that attempt to prevent an escalation from
speech to action.

Sites such as Twitter and Facebook have been
seeking to actively combat hate speech (Lomas,
2015). Most recently, Facebook announced that
they would seek to combat racism and xenopho-
bia aimed at refugees (Moulson, 2016). Currently,

much of this moderation requires manual review
of questionable documents, which not only limits
how much a human annotator can be reviewed, but
also introduces subjective notions of what consti-
tutes hate speech. A reaction to the “Black Lives
Matter” movement, a campaign to highlight the
devaluation of lives of African-American citizens
sparked by extrajudicial killings of black men and
women (Matter, 2012), at the Facebook campus
shows how individual biases manifest in evaluat-
ing hate speech (Wong, 2016).

In spite of these reasons, NLP research on hate
speech has been very limited, primarily due to the
lack of a general definition of hate speech, an anal-
ysis of its demographic influences, and an investi-
gation of the most effective features.

While online hate speech is a growing phe-
nomenon (Sood et al., 2012a), its distribution is
not uniform across all demographics. Neither is
the awareness of what constitutes hate speech (Ma,
2015). Considering that hate speech is not evenly
distributed in the United States of America (Zook,
2012) and perpetrators of hate speech should be a
small minority from a limited demographic group.
Including available demographic information as
features should thus help identification accuracy.

Our contribution We provide a data set of 16k
tweets annotated for hate speech. We also inves-
tigate which of the features we use provide the
best identification performance. We analyze the
features that improve detection of hate speech in
our corpus, and find that despite presumed differ-
ences in the geographic and word-length distribu-
tion, they have little to no positive effect on per-
formance, and rarely improve over character-level
features. The exception to this rule is gender.

2 Data
Our data set consists of tweets collected over the
course of 2 months. In total, we retrieved 136,052
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tweets and annotated 16,914 tweets, 3,383 of that
for sexist content sent by 613 users, 1,972 for
racist content sent by 9 users, and 11,559 for nei-
ther sexist or racist and is sent by 614 users.

Since hate speech is a real, but limited phe-
nomenon, we do not balance the data, to provide
as realistic a data set as possible.

Our data set will be made available as tweet IDs
and labels at Github1.

Corpus collection We bootstrapped our corpus
collection, by performing an initial manual search
of common slurs and terms used pertaining to reli-
gious, sexual, gender, and ethnic minorities. In the
results, we identified frequently occurring terms
in tweets that contain hate speech and references
to specific entities, such as the term “#MKR”, the
hashtag for the Australian TV show My Kitchen
Rules, which often prompts sexist tweets directed
at the female participants2. In addition, we iden-
tified a small number of prolific users from these
searches.

Based on this sample, we used the public Twit-
ter search API to collect the entire corpus, filtering
for tweets not written in English. This particu-
lar corpus construction ensures that we obtain
non-offensive tweets that contain both clearly of-
fensive words and potentially offensive words, but
remain non-offensive in their use and treatment of
the words. For example, even though “muslims”
is one of the most frequent words in racist tweets,
it also occurs in perfectly innocuous tweets, such
as “you are right there are issues
but banning Muslims from entering
doesn’t solve anything.”

We manually annotated our data set, after which
we had the help of an outside annotator (a 25 year
old woman studying gender studies and a non-
activist feminist) to review our annotations, in or-
der to mitigate annotator bias introduced by any
parties.

Identification and annotation While it is easy
to identify racist and sexist slurs, hate speech is
often expressed without any such terms. Fur-
thermore, it is not trivial for humans to identify
hate speech due to differences of exposure to and
knowledge of hate speech. Similarly to identifying

1http://github.com/zeerakw/hatespeech
2All terms queried for: “MKR”, “asian drive”, “femi-

nazi”, “immigrant”, “nigger”, “sjw”, “WomenAgainstFem-
inism”, “blameonenotall”, “islam terrorism”, “notallmen”,
“victimcard”, “victim card”, “arab terror”, “gamergate”,
“jsil”, “racecard”, “race card”

privileges, a critical thought process is required to
identify hate speech (McIntosh, 2003; DeAngelis,
2009). In order to reliably identify hate speech,
we need a clear decision list to ensure that prob-
lematic tweets are identified.

We propose the following list to identify hate
speech. The criteria are partially derived by negat-
ing the privileges observed in McIntosh (2003),
where they occur as ways to highlight importance,
ensure an audience, and ensure safety for white
people, and partially derived from applying com-
mon sense.

A tweet is offensive if it

1. uses a sexist or racial slur.
2. attacks a minority.
3. seeks to silence a minority.
4. criticizes a minority (without a well founded

argument).
5. promotes, but does not directly use, hate

speech or violent crime.
6. criticizes a minority and uses a straw man ar-

gument.
7. blatantly misrepresents truth or seeks to dis-

tort views on a minority with unfounded
claims.

8. shows support of problematic hash tags. E.g.
“#BanIslam”, “#whoriental”, “#whitegeno-
cide”

9. negatively stereotypes a minority.
10. defends xenophobia or sexism.
11. contains a screen name that is offensive, as

per the previous criteria, the tweet is ambigu-
ous (at best), and the tweet is on a topic that
satisfies any of the above criteria.

As McIntosh (2003) highlights the way that
they are privileged by being white. Many of these
observations underline apparent safety and visibil-
ity granted by skin color. As such, our list high-
lights ways in which minorities are undercut and
silenced as these occur as methods of oppression
of minorities (DeAngelis, 2009).

While most of the criteria are easily identified,
others such as identifying problematic hash tags is
far more unclear. We define problematic hash tags
as terms which fulfill the remaining one or several
of other criteria.

Annotator agreement The inter-annotator
agreement is κ = 0.84. 85% of all disagreements
occur in annotations of sexism, with 98% of all
reviewer changes being set to neither sexist nor
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racist, the remaining set to racist. In most of these
cases we find that the disagreement is reliant on
context or the lack thereof. Where our outside an-
notator would tend to annotate such cases lacking
apparent context as not being sexist, we preferred
to annotate as sexist for many of these cases. For
instance, our outside annotator did not find “There
just horrible #lemontarts #MKR” to be a case of
sexist language whereas we had annotated it as
such. Another common case of disagreement was
the difference of opinion in what constitutes sex-
ism. Where we found tweets such as “”Everyone
else, despite our commentary, has fought hard too.
It’s not just you, Kat. #mkr”” to be singling out
a single woman, our annotator found that such a
comment was not coined on the gender but in fact
an (assumed) expression hard work from the com-
petitor.

3 Demographic distribution
Twitter does not directly provide fields for de-
mographic information beyond location, so we
collect this information by proxy. We extract
gender by looking up names in the users profile
text, the name, or the user name provided and
compare them to known male and female names
(Kantrowitz, 1994) as well as other indicators of
gender, such as pronouns, honorifics, and gender
specific nouns.

We find that the gender distributions in our hate
speech are heavily skewed towards men (see Table
1).

All Racism Sexism Neither
Men 50.08% 33.33% 50.24% 50.92%
Women 02.26% 0.00 % 02.28% 01.74%
Unidentified 47.64% 66.66% 47.47% 47.32%

Table 1: Distribution of genders in hate-speech
documents.

While men are over represented in our data set
for all categories, the majority of users cannot
be identified with our method, which heavily im-
pairs use of gender information as features. For
instance, in our racist subset, we only identify 3
out of 9, all of them men. Furthermore, (Roberts
et al., 2013) find that 75% and 87% of perpetra-
tors of hate crimes against African Caribbeans and
Asians respectively, were men. Considering that
hate speech is a precursor to hate crime (Watch,
2014), we find it unsurprising that such a large part
of the perpetrators of hate speech in our data set
are men.

And while we manage to identify 52.56% of
the users in our annotated database, we find that
the vast majority are users associated with sexist
tweets and tweets that do not contain hate speech.
Given that both have nearly the same distribution
(see Table 1), we do not expect this feature to yield
a substantial increase in F1 score.

4 Lexical distribution
We normalize the data by removing stop words,
with the exception of “not”, special markers such
as “RT” (Retweet) and screen names, and punctu-
ation.

We construct the ten most frequently occurring
words by selecting the ten words with the most fre-
quent occurrence for each class. We find that the
terms frequently occurring in each class differ sig-
nificantly (see Table 2). The most frequent tokens
for racism are necessary in order to discuss Islam,
while discussing women’s issues does not require
the use of most of the terms that occur most fre-
quently.

We also see a sampling effect of the data set,
as many of the tweets flagged as sexist are gener-
ated by viewers of My Kitchen Rules. Similarly,
and more obviously, many of the tweets flagged as
racist pertain to Judaism and Islam.

Lengths Drawing inspiration from Tulkens et al.
(2015), we add average and total the lengths of the
tweets and the lengths of the user descriptions. We
expect lengths to discriminate between tweets that
contain hate speech and those that do not (see Ta-
ble 3).

5 Geographic distribution
We find that using location as a feature negatively
impacts the F1-score attained. In order to iden-
tify the geographical origin of a tweet, we need to
consider more than just the tags Twitter provides,
given that only 2% of Twitter users disclose their
location (Abbas, 2015).

We therefore identify whether any location or
their proxy is given in the tweet or user meta data
(name given and user name). In each of these
fields we extract markers indicating geographical
location or time zone. Time zone is also used as a
proxy for location by (Gouws et al., 2011).

If a time zone or location is identified, we map
it to longitude and latitude and add to the set of
tweets originating from that time zone. If a loca-
tion name, such as “Sydney” is given, it is also
used as a feature for classification.
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Sexism Distribution Racism Distribution
not 1.83% islam 1.44%
sexist 1.68% muslims 1.01%
#mkr 1.57% muslim 0.65%
women 0.83% not 0.53%
kat 0.57% mohammed 0.52%
girls 0.48% religion 0.40%
like 0.42% isis 0.38%
call 0.36% jews 0.37%
#notsexist 0.36% prophet 0.36%
female 0.34% #islam 0.35%

Table 2: Distribution of ten most frequently occurring terms

Racism Sexism None
Mean 60.47 52.93 47.95
Std. 17.44 21.16 23.43
Min. 11.00 2.00 2.00
Max. 115.00 118.00 129.00

Table 3: Overview of lengths in characters, sub-
tracting spaces.

6 Evaluation

We evaluate the influence of different features on
prediction in a classification task. We use a lo-
gistic regression classifier and 10-fold cross vali-
dation to test the influence of various features on
prediction performance, and to quantify their ex-
pressiveness.

Model Selection In order to pick the most suit-
able features, we perform a grid search over all
possible feature set combinations, finding that us-
ing character n-grams outperforms using word n-
grams by at least 5 F1-points (60.42 vs. 69.86)
using similar features. For that reason, we do not
consider word n-grams.

To determine whether a difference between two
feature sets is statistically significant (at p <
0.05), we run a bootstrap sampling test on the pre-
dictions of the two systems. The test takes 10,000
samples and compares whether the better system
is the same as the better system on the entire data
set. The resulting (p-) value of the bootstrap test
is thus the fraction of samples where the winner
differs from the entire data set, giving the p-value
a very intuitive interpretation.

Results We find that using character n-grams of
lengths up to 4, along with gender as an additional
feature provides the best results. We further find

that using location or length is detrimental to our
scores. By using our n-gram features we achieve
the results shown in Table 4.

We find that across our features only adding
gender information improves our F1-score. All
other features and feature combinations are detri-
mental to the performance of the system. We find
that gender, the only additional feature that pro-
vides an improvement, is not statistically signifi-
cant, whereas the addition of location as well as
gender is significant, at p = 0.0355.

Features We collect unigrams, bigrams, tri-
grams, and fourgrams for each tweet and the user
description. To assess the informativeness of the
features we sum the model coefficients for each
feature over the 10 folds of cross validation. This
allows for a more robust estimate.

We find that the most influential features for
the logistic regression (see Table 5) largely cor-
respond with the most frequent terms in Table 2.
We see, for instance different n-gram lengths of
the word “Islam” and “sexist”.

Intuitively, it makes sense that not only will
the most frequent terms be indicative, but also
that character n-grams would outperform word n-
grams, due to character n-gram matrices being far
less sparse than the word n-gram matrices.

One of the notable differences between the n-
grams for our two categories is the occurrence of
a gender-based slur, and normal words pertaining
to women. On the other hand, all of the racist
features are n-grams of normal terms, which
are re-appropriated for building a negative dis-
course. One such example is: “@BYRONFBERRY
Good. Time to confront the cult
of hatred and murder #Islam”.
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char n-grams +gender +gender +loc word n-grams
F1 73.89 73.93 73.62* 64.58
Precision 72.87% 72.93% 72.58% 64.39%
Recall 77.75% 77.74% 77.43% 71.93%

Table 4: F1 achieved by using different features sets.

Feature (sexism) Feature (racism)

’xist’ ’sl’
’sexi’ ’sla’
’ka’ ’slam’
’sex’ ’isla’
’kat’ ’l’
’exis’ ’a’
’xis’ ’isl’
’exi’ ’lam’
’xi’ ’i’
’bitc’ ’e’
’ist’ ’mu’
’bit’ ’s’
’itch’ ’am’
’itc’ ’m’
’fem’ ’la’
’ex’ ’is’
’bi’ ’slim’
’irl’ ’musl’
’wom’ ’usli’
’girl’ ’lim’

Table 5: Most indicative character n-gram features
for hate-speech detection

Gender (F1 73.89) We train our model on
character bi- to fourgrams and the gender infor-
mation for each use obtained as described in sec-
tion 3. We find that this combination yields the
highest score (see Table 4), though the score only
increases slightly.

Length (F1 73.66) This feature set contains
the total of each tweet and description and average
lengths of the words occurring along with the n-
grams of lengths 1 to 4.

Gender + location (F1 73.62) In this feature
set contains the locations obtained in 5 along with
our 1 to 4-grams, and the gender for each user.
Adding locations occurs to be slightly detrimental
to the performance of the classifier.

Gender + location + length (F1 73.47) For
completeness we train on gender, geographic in-
formation, and length features along with 1 to 4-

grams. Our score decreases by the use of all fea-
tures, as we expected given the results of using lo-
cation in combination with gender, and length.

7 Related Work
Most related work focused on detecting profan-
ity, using list-based methods to identify offensive
words (Sood et al., 2012b; Chen et al., 2012a).
While studies suggest that these are good, robust
ways to identify abusive language (Sood et al.,
2012b); this approach is limited by its reliance on
lists. Chen et al. (2012b) addresses this by the use
of character n-grams among other features, in or-
der to identify various forms of bullying.

Sood et al. (2012b) extend their system from
static lists to incorporating edit distances to find
variants of slurs. This allows for finding a bet-
ter recall, but does not address the core issue of
detecting offensive sentences, which do not use
terms that occur in the list. Chen et al. (2012a) ad-
dress this by using lexical and syntactical features
along with automatically generated black lists.

Warner and Hirschberg (2012) perform a sim-
ilar task of detecting hate speech using a sup-
port vector machine classifier, trained on word
n-grams, brown clusters, and “the occurrence
of words in a 10 word window” (Warner and
Hirschberg, 2012). They find that their best model
produces unigrams as most indicative features,
and obtains an F1 score of 63, which is similar
to the F1 score we achieve using word n-grams.

8 Conclusion
We presented a list of criteria based in critical race
theory to identify racist and sexist slurs. These can
be used to gather more data and address the prob-
lem of a small, but highly prolific number of hate-
ful users. While the problem is far from solved, we
find that using a character n-gram based approach
provides a solid foundation. Demographic infor-
mation, apart from gender, brings little improve-
ment, but this could be due to the lack of coverage.
We plan to improve location and gender classifica-
tion to update future data and experiments.
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Abstract

Extractive summarization techniques typically
aim to maximize the information coverage
of the summary with respect to the origi-
nal corpus and report accuracies in ROUGE
scores. Automated text summarization tech-
niques should consider the dimensions of
comprehensibility, coherence and readability.
In the current work, we identify the discourse
structure which provides the context for the
creation of a sentence. We leverage the infor-
mation from the structure to frame a mono-
tone (non-decreasing) sub-modular scoring
function for generating comprehensible sum-
maries. Our approach improves the over-
all quality of comprehensibility of the sum-
mary in terms of human evaluation and gives
sufficient content coverage with comparable
ROUGE score. We also formulate a met-
ric to measure summary comprehensibility in
terms of Contextual Independence of a sen-
tence. The metric is shown to be representa-
tive of human judgement of text comprehensi-
bility.

1 Introduction

Extractive summarization techniques aim at select-
ing a subset of sentences from a corpus which can
be a representative of the original corpus in the target
summary space. Extensive work has been done on
extractive summarization aimed at maximizing the
information coverage of the summary with respect
to the original corpus and accuracies have been re-
ported in terms of ROUGE score. But, if a sentence
is heavily dependent on its previous context in the

original corpus, placing it in the summary in a dif-
ferent context can render a wrong inference to the
reader of the summary.

The main intuition behind our approach begins
with a crucial question about the linguistic nature of
a text. Is text a bag of words every time? Psycholin-
guistic studies suggest that local coherence plays
a vital role in inference formation while reading a
text (McKoon and Ratcliff, 1992). Local coher-
ence is undoubtedly necessary for global coherence
and has received considerable attention in Compu-
tational Linguistics. ((Marcu, 2000), (Foltz et al.,
1998), (Althaus et al., 2004), (Karamanis et al.,
2004)). Linguistically, every sentence is uttered not
in isolation but within a context in a given discourse.
To make a coherent reading, sentences use various
discourse connectives that bind one sentence with
another. A set of such structurally related sentences
forms a Locally Coherent Discourse Unit (hereafter
referred to as LDU). In the current work, we suggest
that it is important to leverage this structural coher-
ence to improve the comprehensibility of the gener-
ated summary. It should be noted that the concept
of LDU is different from the elementary discourse
units (EDUs) as discussed in Rhetorical Structure
Theory(Mann and Thompson, 1988). RST is inter-
ested in describing the structure of a text in terms of
relations that hold between parts of text. Any part
of the text such as nuclear discourse clauses, satel-
lite discourse clauses can be treated as elementary
discourse units. In contrast, with LDUs, we are in-
terested in identifying which sequence of sentences
make up one extractable unit that has to be taken
together for an extractive summarization task. The
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most recent works on extractive summarization can
be generalized into three steps given below:-

1. Creating an intermediate representation for the
target text to capture key sentence features.
The possible intermediate representations are
Topic Signatures, Word-frequency count, La-
tent Space Approaches using Matrix Factorisa-
tions or Bayesian approaches

2. Using the intermediate representation to assign
scores for individual sentence features within
the text

3. Selecting a set of sentences which maximizes
the total score as the summary for target text

During this process, a sentence is severed from
its original context in the corpus and is eventually
placed in a different context. If the level of depen-
dence of the sentence on its context is high, then it
has a higher chance to deliver an erroneous reading,
when placed out of context. To understand the issue,
look at the below sentences in a summary.

The baroque was a style of art that ex-
isted from the late 1500s to the middle of
the 18th century. In 16th century, their
ruler laced the old Gothic art with a newer
baroque style.

A resultant summary which contains the above
two sentences one after another, can be a topically
relevant summary. Both talk about ’Baroque style’,
’art’,’century’ etc and could possibly be optimal
candidates for the target summary. Nevertheless, it
invokes an incomprehensible reading for a human
reader because the subject of the second sentence
is ’their ruler’ whose anaphora is not resolved in
the context. Hence it is important that we do not
consider a document as mere sequence of sentences
or bag of words but rather as a series of LDUs.

In spite of all attempts for developing abstractive
summarization techniques to mimic the human way
of summarizing a text, extractive techniques still
stand out as more reliable for practical purposes. So
it is inevitable to enhance the extractive summariza-
tion techniques along the dimensions of readabil-
ity, coherence and comprehensibility. The problem

of extractive summarization can be formulated as a
function maximization problem in the space of all
candidate summaries as follows.

S∗ ∈ argmaxS⊆V F (S)subject to
∑
i∈S

ci <= b

(1)
where F is an objective function, S∗ is the summary
which maximizes F with an adopted optimization
method, S is a candidate summary, ci is the cost of
selecting a sentence i into summary, b is the upper
bound on the total cost and V is the set of total num-
ber of sentences in the corpus.

The current work is inspired by two of the previ-
ous works namely (Lin and Bilmes, 2011) and G-
Flow (Christensen et al., 2013). Lin & Bilmes ob-
served that if the objective function to score candi-
date summaries is monotone sub-modular, a greedy
approach can ensure the approximation of the sum-
mary at the global maximum by a factor of 0.632 as
follows.

F (Ŝ) ≥ (1−1/e)∗F (Sopt) ≈ 0.632∗F (Sopt) (2)

where Ŝ is the summary obtained from monotone
sub-modular function F and Sopt is the summary at
the global maximum of F.

G-Flow aimed at generating coherent summaries
by constructing a sentence-level discourse graph for
the entire corpus and the information from the graph
is utilized to quantify the coherence of candidate
summaries. In a short summary space, the sentences
which structurally depend on other sentences are not
encouraged. So the summaries are more compre-
hensible than those produced by the systems which
blindly aim at achieving maximum content cover-
age. The need to create a discourse graph can be a
big hurdle to scale the summarizer to large data sets.
Also the scoring function of G-Flow is not mono-
tone sub-modular and cannot guarantee the approx-
imation of optimum summary as per the relation 2.
The space of current work is to establish a scheme
for comprehensible summarization with a monotone
sub-modular objective function. Within the scope of
this paper, when we say comprehensibility we mean
how much relevant structural context does each
sentence have for better conveyability of the dis-
course intended by the summary.
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In the current work, we try to assign a score for
each sentence based on its level of contextual inde-
pendence (discussed in subsequent sections). The
particular score is combined as a linear component
in the candidate summary scoring function of Lin
and Bilmes (Lin and Bilmes, 2011) to score sen-
tences. While adding the third component, mono-
tone sub-modularity of the scoring function is not
disturbed since the contextual independence of indi-
vidual sentences is constant with respect to a given
corpus. We observed an improvement in system-
generated summary in terms of human evaluation
for comprehensibility while maintaining a reason-
able level of content coverage in terms of ROUGE
score.
We framed a comprehensibility index to represent
the level of comprehensibility of a system generated
summary using contextual independence score of in-
dividual sentences. Comprehensibility index for the
generated summary is the average contextual in-
dependence score of a sentence in the summary.
We verified, through human evaluators, whether the
comprehensibility index is actually representative of
the human comprehensibility.

2 Previous Work

Identification of locally coherent discourse unit
(LDU) and combining the information to create a
comprehensible summary is a novel problem which
is not attempted by any of the previous works in
the field of natural language processing to the best
of our knowledge. Barzilay and Lapata(Barzilay
and Lapata, 2008) attempt to measure the global
coherence in terms of local coherence which is
measured in terms of entity role switch while G-
Flow(Christensen et al., 2013) came up with a metric
to measure the coherence of the generated summary
with respect to a corpus level discourse graph. Still,
these two works are not directly relevant to local dis-
course unit identification per se.
Substantial work has been done on extractive sum-
marization which tries to achieve a proper con-
tent coverage while reducing the redundancy. Ap-
proaches include the use of Maximum Marginal Rel-
evance (Carbonell and Goldstein, 1998), Centroid-
based Summarization (Radev et al., 2002), Summa-
rization through Keyphrase Extraction (Qazvinian et

al., 2010) and Formulation as Minimum Dominat-
ing Set problem (Shen and Li, 2010), Graph cen-
trality to estimate the salience of a sentence (Erkan
and Radev, 2004). Approaches to content analy-
sis include generative topic models (Haghighi and
Vanderwende, 2009), (Celikyilmaz and Hakkani-
Tur, 2010), (Li et al., 2011b) and Discriminative
models (Aker et al., 2010), ILP2 (Galanis et al.,
2012) Joint Optimization of the Importance and Di-
versity of summary’s sentences (Woodsend and La-
pata, 2012), Language Model based scoring func-
tion (Takamura and Okumura, 2009) as a maxi-
mum concept coverage problem with knapsack con-
straint(MCKP) (Wong et al., 2008). Lin and Bilmes
formulated summarization as a sub-modular func-
tion maximization problem in the possible set of
candidate summaries with due respect to the sum-
mary space constraint (Lin and Bilmes, 2011).

3 Contextual Independence

Identifying whether a sentence is contextually in-
dependent or not is an important step in our ap-
proach to summarization. By Contextual Indepen-
dence of a sentence, we mean that the sentence can
be globally understood even when the sentences pre-
ceding/following it are not available to the reader.
Contextual dependence, signifies only the structural
dependence of a sentence in a local discourse con-
text, not the topical dependence. Topical coherence
can be captured by other parameters of optimization
function used for generating summary. Take a look
at the below example.

1. But it never continued after the first world war.

2. The Prime Minister of France reached Delhi
yesterday.

In sentence 1, it is almost impossible to make full
sense of the sentence unless the anaphor ’it’ is re-
solved. ’But’ reveals a contrast relation with the
previous unmentioned sentence and therefore highly
contextually dependent. Whereas a sentence like 2
can safely stand alone and convey a meaningful in-
formation even if sufficient context is not revealed.
In our current work, an attempt has been made to
quantify this contextual independence of a sentence
in terms of surface level, generic features which are
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described in subsection 4.1. Based on these fea-
tures we arrived at a quantified score that denotes
the probability of a sentence to be contextually in-
dependent.

4 Approach

4.1 LDU identification for measuring
contextual independence

Any sentence can be identified to have a contextual
dependence with another sentence based on some
syntactic cues that trigger the discourse coherence.
For example, a pronoun in the subject or object po-
sition of a clause in a sentence can more likely be
an anaphora to a previous sentence. But extraction
of such granular features and clause boundaries re-
quires syntactic parsed output of every sentence in
a document which is an overhead for the summa-
rization system. Therefore, we have modelled the
contextual independence identification of every sen-
tence in a document as a sequence labelling prob-
lem using surface level features such as such as POS
labels, unigram/bigram sequences of discourse con-
nectives learnt across 3 windows of W words each.
For any given sentence, we maximally take the first
3W words and divide them into three windows and
compute the six features mentioned in Table 1 from
each window.

Each of the six features signals contextual depen-
dence. Computing these features along three win-
dows of W words each is intended to statistically
generalize that the features are located and com-
puted across different clauses in a sentence. For
instance, if a pronoun in one clause is resolved in
the subsequent clause within the same sentence, one
can safely conclude that the sentence is contextu-
ally independent. Instead of explicitly identifying
the clause boundary and verifying if the anaphora is
resolved within the sentence, one can generalize that
if the first window does not begin with a pronoun
and total number of pronouns is greater than the to-
tal number of Named Entities in the 3W word group,
it is more likely to be resolved within the same sen-
tence as an anaphora or cataphora. As another il-
lustration, take for example determiners such as the
modifying a noun as a part of prepositional phrase
such as the people from London; the determiner ‘the’
in this phrase does not create any contextual depen-

dence. This knowledge can be learnt by tracking
whether the definite determiner in one window is
followed by the presence of preposition in the be-
ginning of another window. Thus the count of each
of the features mentioned in Table 1 and the W word
window boundaries are both crucial to classify a sen-
tence as contextually dependent/independent. W is
varied experimentally and empirically fixed as 5.

Every locally coherent discourse unit is made up
of one contextually independent sentence followed
by a sequence of contextually dependent sentences
and hence CRF(Lafferty et al., 2001) sequence la-
belling algorithm is used for learning the LDUs and
in turn the sequence of LDUs in an input document.
The features used for contextual independence esti-
mation are shown in Table 1.

Feature Description
DConnect List of commonly occurring discourse connectives
PRPcount Count of number of pronouns
NEcount Count of number of named entities
CC Coordinating conjunctions
WhCount Question words in an interrogative sentence
NounPhrase Presence of noun phrases starting with the

Table 1: Feature Selection

The model predicts the probability of contextual in-
dependence of a sentence which is later used in the
scoring function. The contextual dependencies in-
clude anaphors/referents, discourse connectives and
determiners. The common POS tags or sequence
of POS tags that signal such discourse functions are
identified to be PRP, CC, DT, WP, RB, IN, TO. The
reason for the choice of the features listed out in Ta-
ble 1 is explained below:

DConnect and CC - Typically, a structural con-
nection between one sentence to the next is triggered
by conjunctions such as also, nevertheless, however,
but, discourse connectives such as for instance, in
addition, according to. These connectives usually
occur at the beginning of a sentence and the features
attempt to capture that in the first window.

PRPcount and NECount - Number of Pronouns
and the named Entities in a 15 word group. Their
relative counts together with the fact of whether they
occur in initial positions of first window helps in
classification

WhCount - Question words in an interrogative
sentence is a marker of contextual dependency
Using the above features we are able to model the
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identification of contextual independence without
resorting to the overhead associated with full syn-
tactic parsing.

4.2 Leveraging Contextual Independence
Measure for Summarization

The contextual independence score of a sentence can
be useful in two ways. One is to add the score as a
bias term in the candidate summary scoring function
and another is to exploit the same score for calculat-
ing the comprehensibility index.

4.2.1 Adding a bias term in candidate
summary scoring function

Lin and Bilmes suggested a scoring function
which contains weighted linear components to cap-
ture content coverage and topical diversity of the
summary (Lin and Bilmes, 2011). The scoring func-
tion is given below.

F (S) = L1(S) + λ1 ∗R1(S) (3)

F is a monotone sub-modular function which guar-
antees the approximation of optimum summary by a
factor of 0.632 using a greedy approach. The con-
textual independence of a sentence is added as a
bias to the scoring function to enable the selection
of contextually independent candidate sentences in
the generated summary. The new scoring function is
given below :

F (S) = L1(S) + λ1 ∗R1(S) + λ2 ∗ CI(S) (4)

Here L1(S) , R1(S) and CI(S) are given by equa-
tions 5, 6 and 7 respectively,

L1(S) =
∑
i∈V

min{
∑
j∈S

wi,j , α
∑
k∈V

wi,k} (5)

whereL1(S) is the coverage function,wi,j is the TF-
IDF cosine similarity between sentences i and j, V is
the set of all sentences in the corpus, S is the set
of sentences in a candidate summary, α is a learned
parameter.

R1(S) =
K∑

k=1

√ ∑
j∈S∩Pk

1
N

∑
i∈V

wi,j (6)

where R1(S) is the diversity function, N is the total
no. of documents in the corpus, P1, P2, ....Pk are

sentence clusters formed out of applying k-means
clustering on the set of sentences in the corpus with
TF-IDF cosine similarity as the similarity metric.

CI(S) =
∑
s∈S

CI(s) (7)

where CI(s) probability of a sentence s being con-
textually independent which is obtained from the
CRF model in the section 4.1.
As per the model created in section 4.1, the con-
textual independence of a sentence is a constant
and adding it as linear component will not disturb
the monotone sub-modularity of sentence scoring
function used by Lin and Bilmes (Lin and Bilmes,
2011)1.

4.2.2 Framing a metric for measuring the
comprehensibility of generated summary

A summary S having high CI(S) in equation 7
contains more number of Contextually Independent
sentences. Therefore CI(S) represents the potential
of a summary to render sufficient context for the sen-
tences , such that the reader can grasp the same con-
textual interpretation from the summary sentence as
is conveyed in the actual corpus, without ever read-
ing the full corpus. The scope of the context is cap-
tured by means of Local Discourse Unit to which
the sentence belongs in the original corpus. Instead
of adding CI(S) in equation 3 directly in the scor-
ing function, it can be utilised to frame a compre-
hensibility index to quantify how much a summary
generated by any summarization system is compre-
hensible to the reader.

Compreh(S) =
CI(S)
N

(8)

where Compreh(S) is the comprehensibility index,
CI(S) is the contextual independence in equation 7,
N is the number of sentences in the summary S.

5 Experiments and Results

We have to separately evaluate the accuracy of LDU
identification, improvement of comprehensibility of
system-generated summary when Contextual Inde-
pendence is used as a bias term in summarization

1λ1 and α take same values in Lin & Bilmes. With different
trials λ2 is empirically optimized to achieve better comprehen-
sibility and ROUGE score and optimum value is 6
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process and how much reliable the comprehensibil-
ity index is, as a metric to estimate the comprehen-
sibility of the summary.

5.1 LDU Identification

Size P R F-score Acc%
2900 0.875 0.886 0.880 91.05

Table 2: Classification

For LDU identification model creation, we have
taken a corpus containing narrative documents com-
prising of 2900 sentences. Two Computational Lin-
guistics students were involved in annotation of the
sentences in the corpus as either contextually depen-
dent or independent. We obtained a Kappa score2

of 0.703 (substantial agreement) between them. We
extracted the features mentioned in Table 1 and cre-
ated a training model using CRF++3 by using 4-fold
cross validation. The average precision (P), recall
(R), F-score and Accuracy (Acc) were measured for
different training sets and the results are shown in
Table 2. The positive classification represents the
contextual independence of a sentence.

5.2 CI(S) as a bias term in the scoring function

System R F
Nobata & Sekine 30.44 34.36
G-Flow 37.33 37.43
Best system in DUC-04 38.28 37.94
Takamura & Okumura 38.50 -
Lin & Bilmes 39.35 38.90
Our System 37.52 37.05

Table 3: ROUGE
Our System Lin and Bilmes Ambiguous
70% 10% 20%

Table 4: Preference of summary based on compre-
hensibility

By adding the CI(S) as a bias term in the scor-
ing function in equation 3 to form 4, the system is
constrained to choose the sentences which exhibit
better contextual independence. Thus the equation 3
loses its flexibility in achieving maximum content

2https://en.wikipedia.org/wiki/Fleiss’
kappa

3https://taku910.github.io/crfpp/

coverage by the addition of CI(S) as a bias term.
We have taken DUC-2004 Task24 dataset as our test
dataset. The results for content coverage in terms of
ROUGE-1 scores are given in Table 3.

The proportional decline in content coverage in
terms of ROUGE score is tolerable as shown in the
table 3. We have reordered the sentences in sum-
maries generated by our system and summaries gen-
erated by Lin and Bilmes (Lin and Bilmes, 2011)
implementation using the reordering system pro-
posed by Li et al(Li et al., 2011a). Four students of
Computational Linguistics participated in our eval-
uation experiment where we conveyed them what
we mean by comprehensibility of a summary as de-
fined in section 1. For each corpus in the dataset,
they were made to read the documents in the corpus
and asked choose the more comprehensible of the
two summaries generated by our system and Lin &
Bilmes provided in a random order. Our summary5

was chosen overwhelmingly more number of times
as shown in table 4.

5.3 Evaluation of Comprehensibility Index
To evaluate the comprehensibility index, we have
taken into consideration, the summaries generated
by Lin& Bilmes (Li et al., 2011a) and G-Flow sys-
tems(Christensen et al., 2013) for each of the cor-
pus in DUC-2004 dataset. The four linguists par-
ticipated in another evaluation experiment where we
conveyed them about comprehensibility judgement
like in previous experiment. For each corpus in the
dataset, they were made to choose the more com-
prehensible of the two summaries generated by G-
Flow and Lin & Bilmes provided in a random order.
For the evaluation of the comprehensibility index
given by equation 8, we define the accuracy of Com-
prehensibility Index as the percentage of times the
Compreh(S) value was greater for summaries which
are chosen by humans unambiguously. The details
are provided in table 5. While considering both the
experiments involving human evaluators, the agree-
ment between the evaluators was 0.79 in terms of
Cohen’s kappa measure(Viera et al., 2005). Consid-
ering the subjective nature of annotation, we believe

4http://www-nlpir.nist.gov/projects/duc/
data/2004_data.html

5the code and annotated data are shared on https://
bitbucket.org/littonj97/comprehensum/
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% of times G-Flow was chosen 67%
% of times Lin & Bilmes was chosen 13%
Ambiguous 20%
Accuracy of Compreh(S) 79%
Average Compreh(S) for G-Flow 0.73
Average Compreh(S) for Lin& Bilmes 0.54

Table 5: Comprehensibility Index Evaluation De-
tails

this is a reasonably good measure of how informa-
tive the human judgements were.

6 Future Work and Conclusion

LDU is identified currently by checking the contex-
tual dependency of the current sentence with only
the previous sentence. By using Recurrent Neural
Networks this contextual dependency can be learnt
beyond the preceding one sentence boundary. Com-
prehensibility index estimation can be improved by
incorporating more information regarding topical
context along with local discourse context.
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Abstract

Computational phylogenetics has been shown
to be effective over grammatical characteris-
tics. Recent work suggests that constraint-
based formalisms are compatible with such an
approach (Eden, 2013). In this paper, we re-
port on simulations to determine how useful
constraint-based formalisms are in phyloge-
netic research and under what conditions.

1 Introduction

Popular computational methods for phylogenetic re-
search (estimating the evolutionary histories of lan-
guages) primarily involve comparisons over cognate
sets (Nichols and Warnow, 2008). Recent works
(Dunn et al., 2005; Longobardi and Guardiano,
2009) indicate that comparing sets of grammatical
parameters can be effective as well. However, gen-
erating a large number of meaningful parameters re-
mains a formal obstacle. In this paper we argue
that constraint-based grammar formalisms may be
exploited for parameter generation, and explore to
what extent such research is feasible.

Because the use of constraint-based grammars in
phylogenetics is relatively novel, we do not know
a posteriori how many constraints and how many
languages must be considered for a computational
approach to be successful. If a minimum threshold
is established that is methodologically prohibitive
(e.g. if such systems were only accurate given a set
of 1,000 languages), we can abandon this approach
as infeasible. By initially experimenting with simu-
lated data, we establish a footing for future empirical
studies.

In this paper, we report on simulations which con-
sistently outperform two baseline models. Signifi-
cantly, these results obtained with a modest number
of constraints c ≥ 4 and languages l ≥ 4.

1.1 Grammatical parameters in phylogenetics

Longobardi and Guardiano (2009) argue that gram-
matical features, such as whether a language ex-
presses a pre- or postpositional genitive, if chosen
carefully, present certain advantages over lexically-
based comparisons in phylogenetic work. Grammat-
ical parameters comprise a universal set of discrete
options applicable to any set of languages, espe-
cially within frameworks such as Principle and Pa-
rameters (Chomsky, 1981). Using grammatical fea-
tures for phylogenetic work can be a way to avoid
any difficulties associated with the collection and
identification of cognate sets.

However, unlike cognate sets, there is no a pri-
ori assumption that correspondences between pa-
rameter settings are meaningful genetically. Instead,
meaningful correspondence derives from the low
probability that two languages match in a number
of parameter settings by chance. Successful work
therefore depends on the construction of a large set
of grammatical parameters; larger sets are predicted
to produce more accurate results.

1.2 Constraint-based grammar formalisms

In constraint-based theories of grammar like Opti-
mality Theory (OT) (Prince and Smolensky, 2004),
input-output relations are determined by the interac-
tion of conflicting violable constraints.

To take a common example from phonology, a
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language may require that all syllables are open,
deleting consonants that would otherwise surface in
coda position. In an OT analysis of such a lan-
guage, the constraint NOCODA, which prohibits co-
das, dominates the constraint MAX, which prohibits
deletion (written NOCODA� MAX). This encodes
that satisfying NOCODA is more important than sat-
isfying MAX, though there may be additional inter-
acting constraints complicating the analysis.

In an OT framework, the set of constraints, CON,
is assumed to be universal—its members typically
being grounded in typological and psycholinguistic
data. Differences between grammars are encoded
as different language-specific rankings of the con-
straint set.

OT is most often used in phonology, but has been
applied widely in various linguistic sub-disciplines,
including syntax, sociolinguistics, and semantics
(McCarthy, 2008). Constraint-based frameworks
can therefore encode diverse grammatical phenom-
ena with minimal representation, a constraint rank-
ing being simply a directed acyclic graph over CON.

With the exception of Eden (2013), constraint-
based phylogenetic research has not yet, to our
knowledge, been attempted. It remains an open
question whether such a representation is useful in
phylogenetics and if so, under what conditions.

1.3 Parameterizing CON

Following Longobardi and Guardiano’s (2009) para-
metric approach, we adapt constraint rankings into
binary pseudo-parameters, decomposing language-
specific rankings into vectors of pairwise dominance
relations (Antilla and Cho, 1998):

R(C1, C2) =
{

1 if C1 � C2

0 otherwise

That is, for every pair of constraints C1, C2, R re-
turns a binary value corresponding to whether C1

dominates C2 directly or transitively.1 An example
of a constraint ranking and its corresponding R val-
ues is shown is shown in Figure 1.

1When R(C1, C2) returns 0, it ambiguously encodes either
a non-relation between C1 and C2 or the dominance relation
C2 � C1. However, because R is not a symmetric relation,
this ambiguity is resolved when one considers R(C2, C1). Ad-
ditionally, two constraints C1, C2 are unranked relative to one
another if R(C1, C2) = R(C2, C1) = 0—i.e., there is no dom-
inance relation, direct or transitive, between C1 and C2.

C1 � C2 � C3

C1 C2 C3

C1 0 1 1
C2 0 0 1
C3 0 0 0

R(C1, C1) = 0
R(C1, C2) = 1
R(C1, C3) = 1
R(C2, C1) = 0
R(C2, C2) = 0
R(C2, C3) = 1
R(C3, C1) = 0
R(C3, C2) = 0
R(C3, C3) = 0

Figure 1: A constraint ranking, its representation as
a matrix, and as a set of binary pseudo-parameters.

We consider these to be pseudo-parameters be-
cause certain constraint pairs may only interact
under very specific circumstances or not at all.
The ranking of NOCODA and MAX, for exam-
ple, is meaningful under a large number of cir-
cumstances: R(NOCODA, MAX) corresponds to
whether a grammar deletes consonants that would
otherwise surface in coda position. The ranking of
NOCODA and MAX-VOICE (which prohibits delet-
ing a voice feature), on the other hand, is less
meaningful because these constraints are not ex-
pected to conflict directly (deleting a voice feature
does not create an open syllable, and therefore can-
not avoid a violation of NOCODA). Nevertheless,
R(NOCODA, MAX-VOICE) may be determined via
transitivity. R values therefore range from represen-
tations of a language’s grammatical characteristics
to higher-level artifacts of the theory as applied to
its grammar. Weighting R values accordingly may
be a fruitful topic for future research.

Pseudo-parameters pose certain advantages. For
a set of n constraints, the size of the corresponding
set of pseudo-parameters is on the order of n2. This
dramatically increases the number of comparisons
one is able to make between languages with a mod-
est number of empirically motivated constraints, as
compared to a parameter set tout court. Because
constructing a set of constraints or parameters is tax-
ing, an approach that maximizes the impact of each
additional constraint is advantageous. With pseudo-
parameters, constraint n + 1 contributes n points of
comparison, whereas parameter n + 1 contributes
only 1 point of comparison.

A theory-internal advantage of this approach is
that it faithfully represents even complex constraint
rankings. Some models of OT allow for constraints
to be unranked. The pseudo-parameter representa-
tion handles unranked constraints without issue, thus
allowing wide theoretical coverage.
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2 Related Work

Computational phylogenetic systems have taken a
diverse set of inputs. Subgroup classification us-
ing cognate comparisons has been used by Ringe et
al. (2002) for Indo-European (IE) and Bowern and
Atkinson (2012) for Pama-Nyungan, among others.
Both syntactic and phonological grammatical-level
information have also been used effectively for com-
putational phylogenetics.

Longobardi and Guardiano (2009) used sixty-
three binary syntactic parameters for a phylogeny of
twenty-two IE languages and six non-IE languages.
Their generated trees largely agreed with the histor-
ical relations determined by traditional comparative
linguistic methods. In a second experiment using fif-
teen languages for which lexical data were available,
they found large overlap between trees generated us-
ing syntactic parameters and lexical data.

Eden (2013) replicated this study using thirteen
typologically grounded parameters related to phono-
logical stress over nineteen of the languages used
by Longobardi and Guardiano (2009) as well as
an additional five, demonstrating that the grammat-
ical parameters need not be limited to the domain
of syntax. A second experiment using phonotactic
constraints over six languages yielded more vari-
able results than the first experiment. The con-
straints used were generated by a phonotactic con-
straint learner (Hayes and Wilson, 2008), which dif-
fers from classic OT in several key regards: in this
model, constraints are language-specific; constraints
are weighted probabilistically, not ranked; and con-
straints only reference surface forms, not input-
output relations. To utilize a single constraint set, the
one hundred thirteen highest-weighted constraints
that were persistently generated by the phonotactic
learner across the six languages were chosen and
reweighted in each language. Each language there-
fore had a grammar consisting of the same set of
constraints. The rankings of these constraints were
compared using Spearman’s correlation coefficient.

Eden’s (2013) study broke ground in using
constraint-based grammars; however, there were
certain limitations. The phonotactic learner re-
quires a representative input corpus of at least
3,000-6,000 words, impeding the incorporation of
under-resourced languages. Further, the generated

constraint set is problematically language-specific.
Only one constraint generated for English, for ex-
ample, was active in the other five languages.

Our approach diverges from Eden’s (2013)
theory-internally and in scope. We assume an
a priori universal constraint set, and our pseudo-
parameter approach allows for constraints to be un-
ranked relative to one another. We could in princi-
ple measure inter-language distance with rank cor-
relations over topologically sorted constraint rank-
ings, but unranked constraints are predicted to lead
to highly variable results. Because our experiments
in this study are over simulated languages, we are
not limited by available linguistic descriptions.

3 Method

To investigate whether constraint-based formalisms
are useful in phylogenetic work and under what as-
sumptions, we conducted a large number of simula-
tions following the procedure described by Nichols
and Warnow (2008):

1. Produce a model tree T ;
2. T evolves from the root, producing a set of

leaves S;
3. S is used as input to the phylogeny estimation

procedure, producing T ′;
4. T ′ is compared to T to calculate error.
Simulations varied with respect to the number of

constraints, the size of S, and the rate of evolution.2

3.1 Model Tree

In these simulations, CON is defined as a set of c
constraints C1, C2, . . . , Cc. The model tree T (gold
standard) is initialized with a root-node language
consisting of a randomly generated full ranking of
CON such that every constraint is ranked relative to
every other constraint: C(1) � C(2) � . . . � C(c).
For c constraints, there are c! possible full rankings.
From this root-node, T evolves into a larger tree.

3.2 Tree Evolution

In our simulations, language change is modeled by
constraint reranking (Cho, 1998), although this over-
simplifies the complex processes observed in actual

2Our code and full numerical results are available at
https://github.com/lmaoaml/recon.
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data.3 T evolves accordingly. At each evolution-
ary step, a leaf language either randomly changes
or splits into two daughter languages inheriting the
same constraint ranking according to the branching
probability b.4 The lower b is, the more changes
on average a language will undergo before branch-
ing. A change entails either the addition or removal
of a domination relation between two random con-
straints. Evolution continues until T contains a pre-
determined minimum number of leaves.

3.3 Phylogeny Estimation

The constraint rankings of the languages in the set
of leaves S are decomposed into pseudo-parameter
vectors. Inter-language distance is calculated by tak-
ing the Euclidean distance between vectors. We use
Euclidean distance because it has been reported to
perform well among fifteen vector similarity mea-
sures of typological distance (Rama and Prasanth,
2012), and our initial experiments found no major
differences between measures. The inter-language
distances serve as input to the phylogeny estimation
procedure.

Because tree evolution in our model proceeds ac-
cording to a lexical clock (i.e., changes accumu-
late over time)—or more precisely a grammatical
clock—we use the Unweighted Pair Group Method
with Arithmetic mean (UPGMA), a hierarchical
clustering method that utilizes the average distance
between clusters, as a phylogeny estimation pro-
cedure (Nichols and Warnow, 2008). For speed,
we use the implementation in fastcluster (Müllner,
2013) with average linkage. The result of phylogeny
estimation is a binary tree T ′, which is compared to
T to measure accuracy.

3.4 Evaluation

Because we have access to T , the gold standard
tree, we diverge from the partially qualitative eval-
uations of Longobardi and Guardiano (2009) and
Eden (2013) and adopt a purely quantative evalua-
tion metric based on precision and recall (van Rijs-
bergen, 1979). As in standard precision and recall,
we measure the proportion of correct items relative

3See Holt (2015) for an overview of approaches to language
change in OT.

4T is limited to binary branching for simplicity, but this is
not a necessary assumption for the methodology.

to T ′ and T respectively. We define correct items
to be matching subtrees rooted by internal nodes as
shown in Figure 2. Two subtrees are counted as
matching if they dominate the same set of leaves.

A

a

L1 L2

. . .

B

. . . b

L1 L2

Figure 2: Subtree a in A matches subtree b in B.

T ′ is then compared against two null hypothesis
baseline trees, BF and BR.

BF is a flat tree composed of a single internal
node dominating the entire set of languages S as in
Figure 3. BF encodes the empirical null hypothesis
that S contains no subgroups.

BF

L1 . . . Ln

Figure 3: A random baseline tree BF with n leaves

BR is a randomly constructed binary tree encod-
ing the null hypothesis that the phylogeny estimation
procedure does not outperform chance groupings.

Precision and recall are calculated between T and
the three test trees. We consider an experiment suc-
cessful when T ′ is more accurate than BF and BR.

4 Results

Simulations were run across a wide range of set-
tings. The number of constraints ranged exponen-
tially from 2 to 64. The number of languages like-
wise ranged exponentially from 2 to 128. For each
setting pair, we report precision and recall for BF ,
BR, and T ′ averaged over 1,000 independent itera-
tions. Simulations were run with branching prob-
ability b set to 0.1, 0.01, and 0.001, as shown in
Figure 4. Low branching probabilities yield more
differences even between closely related languages
(in the authors’ opinion, this more accurately reflects
actual language data).

Overall, the simulations were successful, albeit
modestly. T ′ had a higher recall than BF and a
higher precision and recall than BR in all cases ex-
cept simulations with 2 constraints and 4 languages.
The margin between T ′ and BR is promising - it
indicates that this method can yield positive results.
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(a) precision at b = 0.1
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(b) recall at b = 0.1
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(c) precision at b = 0.01
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(d) recall at b = 0.01
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(e) precision at b = 0.001
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(f) recall at b = 0.001

Figure 4: Precision and recall of BF (—), BR (—), and T ′ (—) with b = 0.1, b = 0.01, and b = 0.001.
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5 Discussion

With 2 languages, as modeled in Figure 5, all hy-
potheses have perfect precision and recall. For T ′

and BR, because the order of the leaves does not
matter, there is only one way to group 2 languages.
Similarly, because there is not additional internal
structure, BF has perfect recall. Trivially, BF al-
ways has perfect precision because the entire tree is
the only subtree it identifies.

A

L1 L2

Figure 5: A tree A with two leaf nodes

As is expected, neither BF nor BR are affected
by the number of constraints or b. However, as the
number of languages increases, the probability that
BR correctly identifies substructure decreases.

The accuracy of T ′ does interact with the numbers
of constraints and languages as well as with b.

There is an overall trend that T ′ is more accurate
with larger numbers of constraints, in accordance
with the trend that phylogenetic algorithms’ perfor-
mances correlate with the amount of available data.
This is especially clear when b = 0.001. Extend-
ing this method to real language data is expected to
produce more accurate results with a larger number
of constraints; however, this effect plateaus. Even
with as few as eight constraints, our method scores
around .100 higher precision and recall than BR.
Ranking a set of eight constraints is within the scope
of typical OT analyses.

The accuracy of T ′ negatively correlates with b,
indicating that more grammatical distance is useful.
This makes sense, as innovative traits passed down
through subtrees aid in grouping.

Both precision and recall of T ′ decrease as the
number of languages increases. We expect recall to
decrease as the number of subtrees in T increases,
which is the case with BF . Likewise, with more
possible subtrees, the clustering algorithm makes
more mistakes, leading to lower precision. These
mistakes may additionally follow from the cluster-
ing method. With a large number of languages,
the diversity within clusters may be especially large,
leading to similar average distances between clus-
ters, which can result in unpredictable performance

of the linkage function. However, the effect of
number of languages is not more pronounced with
smaller values of b. With smaller b, there are more
changes to the languages and we might expect more
diversity. If this is an effect of the algorithm, we ex-
pect more error high in the tree than at the leaf level.
It would be worthwhile to experiment with different
linkage functions at different levels in the tree.

Our method assumes that all constraint rerank-
ings are equally likely, which is not the case in
real languages; e.g., phonological evolution is fre-
quently shaped by phonetic biases. Given that our
method was successful, we anticipate that incorpo-
rating known diachronic biases will radically im-
prove performance on natural language data.

6 Conclusion and Future Work

Our method yielded positive results for the simula-
tions reported on in this paper. This suggests that
constraint-based formalisms may be used success-
fully in computational phylogenetics, though this
remains to be verified with natural language data.
These experiments serve to establish a baseline for
the use of constraint-based grammars in phyloge-
netic research. We believe that the results show
promise for the addition of constraint-based research
to the phylogenetic toolkit, though additional work
is required to fully understand its usefulness.

In the future, we plan to examine the effect of
different clustering algorithms, and extend this ap-
proach to actual language data. One propitious do-
main is the phonology of stress, because a large
number of languages have already been analysed us-
ing a set of 14 core constraints (Kager, 1999). Fur-
thermore, it presents an opportunity to compare di-
rectly a constraint-based approach with a paramet-
ric approach, such as Eden’s (2013) phylogenetic re-
sults based on stress parameters.
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Abstract

In the task of question answering, Memory
Networks have recently shown to be quite ef-
fective towards complex reasoning as well as
scalability, in spite of limited range of topics
covered in training data. In this paper, we
introduce Factual Memory Network, which
learns to answer questions by extracting and
reasoning over relevant facts from a Knowl-
edge Base. Our system generate distributed
representation of questions and KB in same
word vector space, extract a subset of initial
candidate facts, then try to find a path to an-
swer entity using multi-hop reasoning and re-
finement. Additionally, we also improve the
run-time efficiency of our model using various
computational heuristics.

1 Introduction

Open-domain question answering (Open QA) is
a longstanding problem that has been studied for
decades. Early systems took an information retrieval
approach, where question answering is reduced to
returning passages of text containing an answer as
a substring. Recent advances in constructing large-
scale knowledge bases (KBs) have enabled new sys-
tems that return an exact answer from a KB.

A key challenge in Open QA is to be robust to
the high variability found in natural language and
the many ways of expressing knowledge in large-
scale KBs. Another challenge is to link the natural
language of questions with structured semantics of
KBs. In this paper, we present a novel architecture
based on memory networks (Bordes et al., 2015) that
can be trained end-to-end using (question, answer)

pairs as training set, instead of strong supervision in
the form of (question, associated facts in KB) pairs.

The major contributions of this paper are two-
fold: first, we introduce factual memory networks,
which are used to answer questions in natural lan-
guage (e.g “Where was Bill Gates born?”) using
facts stored in the form of (subject, predicate, object)
triplets in a KB (e.g (’Bill Gates’, ’place of birth’,
’Seattle’)). We evaluate our system against current
baselines on various benchmark datasets. Since KBs
can be extremely large, making it computationally
inefficient to search over all entities and paths, our
second goal of this paper is to increase the efficiency
of our model in terms of various performance mea-
sures and provide better coverage of relevant facts,
by intelligently selecting which nodes to expand.

2 Related Work

The state-of-the-art methods for QA over a knowl-
edge base can be classified into three classes: se-
mantic parsing, information retrieval and embedding
based.

Semantic parsing (Cai and Yates, 2013; Berant
et al., 2013; Kwiatkowski et al., 2013; Berant and
Liang, 2014; Fader et al., 2014) based approaches
aim to learn semantic parsers which parse natural
language questions into logical forms and then query
knowledge base to lookup answers. Even though
these approaches are difficult to train at scale be-
cause of the complexity of their inference, they tend
to provide a deep interpretation of the question.

Information retrieval based systems retrieve a set
of candidate answers and then conduct further analy-
sis to rank them. Their main difference lies in select-
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ing correct answers from the candidate set. Yao and
Van Durme (2014) used rules to extract question fea-
tures from dependency parse of questions, and used
relations and properties in the retrieved topic graph
as knowledge base features.

Embedding based approaches (Bordes et al.,
2014b; Bordes et al., 2014a) learn low-dimensional
vectors for words and knowledge base constitutes,
and use the sum of these vectors to represent ques-
tions and candidate answers. However, simple vec-
tor addition ignores word order information and
higher order n-grams. For example, the question
representations of “who killed A?” and “who A
killed?” are same in the vector addition model.
(Bordes et al., 2015) used strong supervision sig-
nal in form of supporting facts for a question during
training to improve their performance.

3 Preprocessing KB and Questions

3.1 Processing FREEBASE

Freebase : Freebase (Bollacker et al., 2008) is a
huge and freely available database of factual infor-
mation, organized as triplets (subject Entity, Rela-
tionship, object Entity). All Freebase entities and
relationships are typed and the lexicon for types and
relationships is closed. Each entity has an internal
id and a set of alternative names (called aliases, e.g.
JFK for John Kennedy) that can refer to that entity
in text.

The overall structure of Freebase is a hypergraph,
in which more than two entities can be linked to-
gether in a n-ary fact. The underlying triple stor-
age involves dummy entities to represent such facts,
effectively making actual entities involved linked
through paths of length 2, instead of 1. For exam-
ple, a statement like “A starred as character B in
movie C” is represented in Freebase as (A, ’star-
ring’, dummy entity), (dummy entity, ’movie’, C),
(dummy entity, ’character’, B), where dummy entity
has same internal id in all three facts.

To obtain direct links between entities in such
cases, we modify these facts by removing the
dummy entities and using the second relationship
as the relationship for the new condensed facts. In
our example, we condense aforementioned facts into
two : (A, ’character’, B) and (A, ’movie’, C). Also,
we label these condensed facts as siblings of each

other. Therefore, (A, ’character’, B) is sibling of
(A, ’movie’, C) and vice versa. Moving forward, we
use the term ’fact’ to refer to a triplet in Freebase,
containing actual entities only (no dummy entities).

After above preprocessing, we represent each en-
tity and relationship in KB as a vector ∈ Rd. Each
such entity/relationship vector is computed as the
average of its word vectors, where each word vector
∈ Rd. In case of entities, we also include word vec-
tors of all its aliases when calculating the average.
Such a scheme has the additional advantage that we
can benefit from pre-trained unsupervised word vec-
tors (e.g. from Word2Vec), which in general capture
some distributional syntactic and semantic informa-
tion.

3.2 Processing Question
Let a question be given as sequence of words
(x1, x2, . . . , x|q|). Each word xi mapped to its word
vector. We experimented with two different ways
to compose the question embedding q out of these
word-vectors:

Bag-of-words (BOW): It is sum of individual
word vectors i.e. q =

∑|q|
i=1 xi.

Position Encoding (PE): This heuristic take in
account order of words in the question. The em-
bedding is of form q =

∑|q|
i=1 li � xi where �

is an element-wise multiplication. For each i, li
is a column vector ∈ Rd with the structure lij =
min( i×d

j×|q| ,
j×|q|
i×d ), where d is the dimension of the

embedding and j runs from 1 to d. This type of
function ensures that initial part of summed vector
is weighed higher for initial word vectors and vice
versa. Thus, a statement like ’Who is parent of
Darth Vader?’ will map to a different embedding
than statement like ’Who is Darth Vader parent of?’.

4 Model Description

4.1 Fact Extraction
To begin, we generate an initial list of facts (called
candidate fact list) which is fed as input to our net-
work. To generate this list, we match all possible n-
grams of words of the question to aliases of Freebase
entities and discard all n-grams (and their matched
entities) that are a subsequence of another n-gram.
All facts having one of the remaining entities as sub-
ject are added to candidate fact list.

110



4.2 Factual Memory Network
A L-Hop Factual Memory Network consists of L
Computation Layers C1 . . . CL connected one after
another in a linear chain, and an Output Function.
The initial Computation Layer C1 takes as input the
candidate fact list (from previous step) and the initial
question embedding (from Section 3.2). The Output
Function takes as input the output of final Compu-
tation Layer CL and generates a list of answers (in
form of Freebase entities). Layer Ci takes as input
the output of layer Ci−1.

4.2.1 Computation Layer
A Computation layer accesses two inputs : 1) a

fact list (our ’memory’) F = {f1 . . . f|F |}, where
each fact f is of form (s,R, o), s and o being the en-
tity vectors and R the relationship vector, 2) a ques-
tion embedding q ∈ Rd. For each fact f ∈ F , we
calculate an unnormalised score g(f) and a normal-
ized score h(f).

We visualize a fact f = (s,R, o) as a question-
answer pair with (s,R) forming the question and o
the answer. Therefore, g(f) calculates similarity be-
tween the given question embedding and a hypothet-
ical question of form q′ = (s,R).

g(f) = qT (s+R) (1)

For example, given a question q = “Where was Bill
Gates born?” and a fact f = (’Bill Gates’, ’place of
birth’, ’Seattle’), g(f) will compute similarity be-
tween the question q and a hypothetical question q′

of form “Bill Gates place of birth?”.
In case a fact f has some siblings b1, b2, . . . , bk

(Section 3.1), we re-calculate its g(f) as follows:

g(f) = average(g(f), g(b1), g(b2), . . . , g(bk)) (2)

where g(f) on RHS is calculated using Eq.(1). For
each sibling bi, we calculate g(bi) using Eq.(1), but
with bi’s subject replaced by its object in the for-
mula.

Continuing with example in Section 3.1, if f =
(A,’character’,B) and b1 = (A,’movie’,C) is sibling
of f , then this kind of processing is helpful in an-
swering questions like “What character does A play
in movie C?”, where fact f alone would not be
enough to answer the question. Thus, above pro-
cessing corresponds to a hypothetical question of
form “A character C movie ?” for the fact f .

The normalized score h(f) for a fact f is calcu-
lated using softmax function over all facts to deter-
mine their relative importance.

h(f) =
exp(g(f))∑

f ′∈F exp(g(f ′))
(3)

Next we modify the fact list and the question em-
bedding on basis of above calculated scores.

Step 1. Fact Pruning: We choose a threshold
value ε and remove facts from fact list with h(f) <
ε. We found in our experiments that setting ε =
maxf ′∈F h(f)

2 gives best results. Performing pruning
seems to remove non-relevant facts from subsequent
computation, significantly improving our response
time and allowing us to explore larger search space
around the subgraphs of our question entities.

Step 2. The question embedding is modified as
follows:

q′ = q +
∑
f∈F

h(f)(s+R) (4)

Each such modification allows us to incorporate
knowledge gathered (in form of hypothetical ques-
tions (s,R), weighted by their relevance h) at a par-
ticular layer about the question and pass it on to sub-
sequent layer.

Step 3. Fact Addition: For each object entity o
belonging to a fact f , we find all the facts (o,R′, o′)
connected to it in KB and assign a score h(f)q′T (o+
R′) to each of them. If the new fact’s score is > ε, it
is added to the fact list, effectively increasing path-
length of our search space by 1.

The modified fact list along with the new question
embedding(q′) form the outputs of this layer, which
are fed as input to next Computation Layer or the
Output function.

4.2.2 Output Function
Output Function takes as input the output of fi-

nal Computation Layer CL (i.e. its output fact list
and q′) and calculate scores h(f). The answer set is
formed by the object entity of highest scoring fact
as well as object entities of all those facts that have
same s and R as the highest scoring fact.

This simple heuristic can increase utility of our
model when there are multiple correct answers for
a question. For example, a question like ’Who is
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Anakin Skywalker father of?’ has more than one an-
swer entities i.e. [’Leia Organa’, ’Luke Skywalker’],
and they are all linked by same s (’Anakin Sky-
walker’) and R (’children’) in Freebase. Of course,
this follows the assumption that all such facts sur-
vive till this stage and atleast one of them is highest
scoring fact.

4.3 Training Objectives
Let the QA training set D be set of question-answer
pairs (q, A), where q is the question with list of cor-
rect answers A, e.g. (q = ’Who is Anakin Skywalker
father of?’,A = [’Leia Organa’, ’Luke Skywalker’]).
To train our parameters, we minimize the following
loss function:

LQA =
∑
(q,A)

L∑
n=1

n

L
‖|Fn|

∑
a∈A

a− |A|
∑
f∈Fn

h(f).o‖2

(5)
Here n refers to n-th Computation Layer in our net-
work (with Fn as its input fact list) and L is total
number of Computation layers/hops in the network.
This loss function defines the degree to which the
object entities in fact list of a given layer are near
to given answer list, weighted by h(f), by taking
pairwise difference between entities in answer list
and objects in fact list. It was observed that mini-
mizing this function gives higher weights to facts in
which object entities are similar to answer entities as
well as allow our network to generate shorter paths
to reach answers from the question.

Paraphrasing Loss: Following previous work
such as (Fader et al., 2013; Bordes et al., 2015), we
also use the question paraphrases dataset WikiAn-
swers1 to generalize for words and question patterns
which are unseen in the training set of question-
answer pairs. We minimize hinge loss so that a ques-
tion and its paraphrases should map to similar rep-
resentations. For the paraphrase dataset P of set of
tuples (p, p′) where p and p′ are paraphrases of each
other, the loss is defined as:

LPP =
∑
(p,p′)

max{0, 0.1− pT p′ + pT p′′} (6)

where p′′ is random example in P that is not a para-
phrase of p and 0.1 is the margin hyper-parameter.

1http://knowitall.cs.washington.edu/paralex/

Backpropagation is used to calculate gradients
while Adagrad was used to perform optimisation us-
ing max-norm regularisation. At each time step, a
sample is drawn from either P with probability 0.25
or D with probability 0.75. If sample from P is
chosen, gradient of LPP is calculated. Otherwise,
gradient of LQA is calculated. The only parameters
optimised in our model are the word vectors.

5 Experimental Setup

5.1 Baselines

We evaluate our model on following datasets:
WebQuestions2: This dataset, introduced in (Be-

rant et al., 2013), contains 5,810 question-answer
pairs where answer can be a list of entities, simi-
lar to (q, A) pairs described before. It was created
by crawling questions through the Google Suggest
API, and then obtaining answers using Amazon Me-
chanical Turk. WebQuestions is built on Freebase
since all answers are defined as Freebase entities.

On WebQuestions, we evaluate against follow-
ing baselines : (Berant et al., 2013; Berant and
Liang, 2014; Yih et al., 2015) (semantic parsing
based methods), (Fader et al., 2013) (uses a pattern
matching scheme), (Bordes et al., 2014b; Bordes et
al., 2014a; Bordes et al., 2015) (Embedding based
approaches). Results of the baselines have been ex-
tracted from respective papers, except for (Berant et
al., 2013; Berant and Liang, 2014) where we use the
code provided by the author to replicate the results2.

We compare our system in terms of F1 score as
computed by the official evaluation script 2 (Berant
et al., 2013), which is the average, over all test ques-
tions, of the F1-score of the sets of predicted an-
swers.

SimpleQuestions3:The SimpleQuestions dataset,
introduced in (Bordes et al., 2015), consists of a to-
tal of 108,442 questions written in natural language
by human English-speaking annotators each paired
with a corresponding Freebase fact. Our model only
use the answer entity during the training, instead of
whole fact. For example, {q = ’Which forest is Fires
Creek in?’, Fact = ’(fires creek, contained by, nan-
tahala national forest)’} could be data point in Sim-
pleQuestions but we only use {q = ’Which forest is

2www-nlp.stanford.edu/software/sempre/
3fb.ai/babi

112



Fires Creek in?’, A = [’nantahala national forest’]}
for training.

On SimpleQuestions, we evaluate against previ-
ous result (Bordes et al., 2015) in terms of path-level
accuracy, in which a prediction is correct if the sub-
ject and the relationship of highest scoring fact were
correctly retrieved by the system.

5.2 Experimental Setup

The current dump of Freebase data was down-
loaded4 and processed as described before. Our data
contained 1.9B triplets. We used following splits of
each evaluation dataset for training, validation and
testing, same as (Bordes et al., 2015).
WebQuestions (WQ) : [3000, 778, 2032]
SimpleQuestions (SQ) : [75910, 10845, 21687]
We also train on automatic questions generated from
the KB, which are essential to learn embeddings for
the entities not appearing in either WebQuestions or
SimpleQuestions. We generated one training ques-
tion per fact following the same process as that used
in (Bordes et al., 2014a).

The embedding dimension d was chosen 64 and
max-norm cutoff was chosen as 4 using validation
dataset. We pre-train our word vectors using method
described by (Wang et al., 2014) to initialize our em-
beddings.

We experimented with variations of our model
on both test sets. Specifically, we analyze the ef-
fect of question encoding (PE vs BOW), number of
Hops and inclusion of pruning/fact-additions (P/FA)
in our model. In subsequent section, the word ’sig-
nificant’ implies that the results were statistically
significant (p < 0.05) with paired T-test

6 Results

The results of our experiments are presented in Ta-
ble 1. It shows that our best model outperforms
considered baselines by about 3% in case of We-
bQuestions and even comparable to previous results
in case of SimpleQuestions. Note that the best per-
forming system for SimpleQuestions used strong su-
pervision (question with supporting fact) while our
model used only answer entities associated with a
question for training.

4https://developers.google.com/freebase/data

Setup WQ SQ
F1 Acc

Random Guess 1.9 4.9
(Berant et al., 2013) 31.3 n/a

(Bordes et al., 2014a) 39.2 n/a
(Berant and Liang, 2014) 39.9 n/a

(Yih et al., 2015) 52.5 n/a
(Bordes et al., 2015) 42.2 63.9

PE + 3-Hop 55.6 59.7
BOW + 3-Hop 48.5 54.6

PE + 2-Hop 53.8 57.3
PE + 1-Hop 47.9 55.2

without P/FA 44.3 53.8
Table 1: Results on Evaluation datasets. Acc = Accuracy

We also give the performance for the variations of
our model. Position Encoding improves our perfor-
mance by 7% on WQ and by 5% on SQ, validating
our choice of heuristic. Also, most answers in both
datasets can be found within path length of two from
candidate fact list, thus a 3-Hop network shows only
2% improvement over 2-Hop network.

WQ SQ
Top-2 70.1 68.7
Top-3 76.4 74.5
Top-5 80.3 77.6

Top-10 88.9 85.2
Table 2: Top-K results of our best model on each test set

Top-K Performance: In Table 2, we present the
top-k results on both datasets. A large majority of
questions can be answered from the top two or three
candidates. By providing these alternative results
(in addition to the top-ranked candidate) to the user,
many questions can be answered correctly.

6.1 Efficiency and Error Analysis
Efficiency: All experiments for this paper were
done on an Intel Core i5 CPU @ 2.60GHz, 8GB
RAM with average HDD Access time of 12.3 ms.
We calculated the Average Response time / Query
(ART/Q), defined as average time taken by the sys-
tem from input of query till the generation of an-
swer list, including both computational and search-
and-access time for KB. ART/Q for 1, 2 and 3 Hop
Networks was 200, 350 and 505 ms respectively.
Also the training time (including time to search for
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hyper-parameters) for each of these networks was
740, 1360 and 2480 min respectively.

The major bottleneck in ART/Query for our net-
work was the search-and-access of large amount of
KB Data, therefore we implemented efficient search
procedures using Prefix Trees for String Matching
and pipelined different stages of the model using
multi-threading (i.e. Fact Extraction, Computation
and Back-Propagation were performed on individual
threads) to improve our response and training time.

Effect of Pruning/Fact-Additions : From Table
1, we can see that pruning and fact-additions have
significantly improved scores on all datasets. We
analyzed 200 random data points from set of exam-
ples that were correctly answered only when P/FA
was used (for each test set). In 97.5% of these sam-
ples, we observed that pruning allowed our model to
remove spurious facts generated during initial fact
extraction, making soft-max calculation in Eq. (3)
more robust.

We also observed that the set of correctly an-
swered questions using model without P/FA was
proper subset of one with P/FA on each evaluation
dataset, signifying that if relevant facts were scored
higher in previous Computation layers, their scores
are not reduced as more facts are added in subse-
quent layers. Removing pruning alone didn’t im-
prove our performance by more than 0.4% on any
dataset while exponentially increasing the response
time, signifying that pruning itself didn’t remove rel-
evant/correct fact in majority of examples.

On the computational end, we tried to determine
the effect of pruning on our model response time
(excluding search and access time). Including prun-
ing improved our ART/Q by approximately 44%
during test phase and by 21% during training phase
for our 3 Hop network.

Manual Error Analysis : We sampled 100 ex-
amples from each test set to identify major sources
of errors made by our model. Following classes of
errors were determined :

Complex Questions (55%) : These types of
questions involved temporal or superlative qualifier
like ’first’, ’after’, ’largest’, etc. This problem oc-
curred in both test sets. We may be able to solve this
problem using small set of rules for comparison on
final answer set or better semantic representations
for numerical values and qualifiers.

Question Ambiguity (20%) : This error class
contains those questions that may have ambiguity
in their interpretation. For example, a question
like ’Where is shakira from?’ generated answer as
’place of birth’ (Baranquilla) while ground truth is
’nationality’ (Colombia). This occurred mostly in
WebQuestions dataset.

Ground truth Inconsistency (10%) : This type
of error occurred when ground truth differed from
correct entity present in Freebase KB (even though
both are correct in many cases). For example, the
question ’Where did eleanor roosevelt died?’ have
ground truth as ’New York City’ whereas KB deliv-
ers the entity ’Manhattan’, even though both are en-
tities in Freebase. It occurred only in WebQuestions
dataset.

Miscellaneous (15%) : This error class con-
tains bad entity/relationship extraction (for exam-
ple, mapping Anakin Skywalker to Darth Vader),
bad question/answer pairs (e.g. q = ”what time does
american horror story air?” A = [Tom Selleck]), Ty-
pos in Question, etc.

7 Conclusion

This paper presents a Factual Memory Network
model that aims to perform question-answering us-
ing facts from Knowledge bases like Freebase. The
system uses a multi-hop neural network that can
perform reasoning over facts generated from named
entities in a given question as well as traverse the
knowledge graph to include more information.

In future, we hope to extend our system so that it
can work better with n-ary relations present in Free-
base to deal with qualifiers, improve entity disam-
biguation mechanism in our model as well as in-
clude a mechanism to involve user interaction with
system to improve our rates. Another goal is to add
support for KBs with noisy data generated through
automated relation extraction from unstructured data
(for example OLLIE, etc) as well as for unstructured
sources of knowledge (like Wikipedia) in our model,
to extend and improve its utility.
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Abstract

The success of many language modeling
methods and applications relies heavily on the
amount of data available. This problem is fur-
ther exacerbated in statistical machine trans-
lation, where parallel data in the source and
target languages is required. However, large
amounts of data are only available for a small
number of languages; as a result, many lan-
guage modeling techniques are inadequate for
the vast majority of languages. In this paper,
we attempt to lessen the problem of a lack of
training data for low-resource languages by
adding data from related high-resource lan-
guages in three experiments. First, we interpo-
late language models trained on the target lan-
guage and on the related language. In our sec-
ond experiment, we select the sentences most
similar to the target language and add them
to our training corpus. Finally, we integrate
data from the related language into a transla-
tion model for a statistical machine translation
application. Although we do not see many sig-
nificant improvements over baselines trained
on a small amount of data in the target lan-
guage, we discuss some further experiments
that could be attempted in order to augment
language models and translation models with
data from related languages.

1 Introduction

Statistical language modeling methods are an essen-
tial part of many language processing applications,
including automatic speech recognition (Stolcke,
2002), machine translation (Kirchhoff and Yang,
2005), and information retrieval (Liu and Croft,

2005). However, their success is heavily dependent
on the availability of suitably large text resources for
training (Chen and Goodman, 1996). Such data can
be hard to obtain, especially for low-resource lan-
guages. This problem is especially acute when lan-
guage modeling is used in statistical machine trans-
lation, where a lack of parallel resources for a lan-
guage pair can be a significant detriment to quality.

Our goal is to exploit a high-resource language
to improve modeling of a related low-resource lan-
guage, which is applicable to cases where the tar-
get language is closely related to a language with a
large amount of text data available. For example,
languages that are not represented in the European
Parliament, such as Catalan, can be aided by related
languages that are, such as Spanish. The data avail-
able from the related high-resource language can be
adapted in order to add to the translation model or
the language model of the target language. This pa-
per is an initial attempt at using minimally trans-
formed data from a related language to enhance lan-
guage models and increase parallel data for SMT.

2 Background and Previous Work

2.1 Domain Adaptation

This problem can be seen as a special case of domain
adaptation, with the in-domain data being the data in
the target language and the out-of-domain data be-
ing the data in the related language (Nakov and Ng,
2012). Domain adaptation is often used to leverage
resources for a specific domain, such as biomedi-
cal text, from more general domains like newswire
data (Dahlmeier and Ng, 2010). This idea can be
applied to SMT, where data from the related lan-
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guage can be adapted to look like data from the low-
resource language. It has been shown that training
on a large amount of adapted text significantly im-
proves results compared to training on a small in-
domain corpus or training on unadapted data (Wang
et al., 2012). In this paper, we apply two particular
domain adaptation approaches. First, we interpolate
language models from in-domain and out-of-domain
data, following Koehn and Schroeder (2007). We
also attempt to select the best out-of-domain data us-
ing perplexity, similar to what was done in Gao et al.
(2002).

2.2 Machine Translation

In contrast to transfer-based and word-based ma-
chine translation, for statistical machine translation,
quality is heavily dependent on the amount of par-
allel resources. Given the difficulty of obtaining
sufficient parallel resources, this can be a prob-
lem for many language pairs. For those cases, a
third language can be used as a pivot. The pro-
cess of using a third language as a bridge instead
of directly translating is called triangulation (Singla
et al., 2014). Character-level translation combined
with word-level translation has also been shown to
be an improvement over phrase-based approaches
for closely related languages (Nakov and Tiede-
mann, 2012). Similarly, transliteration methods us-
ing cognate extraction (Nakov and Ng, 2012) and
bilingual dictionaries (Kirschenbaum and Wintner,
2010) can be used to aid the low-resource language.

3 Experimental Framework

3.1 Choice of Languages

For the purpose of our experiments, we treat Spanish
as if it were a low-resource language and test Span-
ish language models and English-Spanish transla-
tions. We use Italian and Portuguese as the closely-
related languages. Using these languages for our ex-
periments allows us to compare the results to the lan-
guage models and machine translations that can be
created using large corpora.

Spanish, Portuguese, and Italian all belong to
the Romance family of Indo-European languages.
Spanish has strong lexical similarity with both Por-
tuguese (89%) and Italian (82%) (Lewis, 2015).
Among major Romance languages, Spanish and

Portuguese have been found to be the closest pair in
automatic corpus comparisons (Ciobanu and Dinu,
2014) and in comprehension studies (Voigt and
Gooskens, 2014), followed by Spanish and Italian.

3.2 Data

We used the Europarl corpus (Koehn, 2005) for
training and testing. In order to use the data in our
experiments, we tokenized1 the corpus, converted
all words to lowercase, and collapsed all numeri-
cal symbols into one special symbol. Finally, we
transliterated the Italian and Portuguese corpora to
make them more Spanish-like; this process is de-
scribed in section 3.3.

The data that was used to train, test and develop is
split as follows: 10% of the Spanish data (196,221
sentences) was used for testing, 10% for develop-
ment, and the remaining 80% (1,569,771 sentences)
for training. The Italian and Portuguese corpora
were split similarly and training sizes for the models
varied between 30K and 1,523,304 and 1,566,015
sentences for Italian and Portuguese, respectively.

3.3 Transliteration

In order to use Italian and Portuguese data to
model Spanish, we first transliterated the Italian
and Portuguese training corpora using a naive rule-
based transliteration method consisting of word-
level string transformations and a small bilingual
dictionary. For the bilingual dictionary, the 200 most
common words were extracted from the Italian and
the Portuguese training corpora and manually given
Spanish translations. In translating to Spanish, an ef-
fort was made to keep cognates where possible, and
to use the most likely or common meanings.

Table 1 gives translations used for the ten most
common Italian words in the data. Even in this small
sample, there is a problematic translation. The Ital-
ian preposition per can be translated to por or para.
In keeping with the desire to use a small amount
of data, we briefly read the Italian texts to find the
translation we felt was more likely (para), and chose
that as the translation for all instances of per in the
training set. We also verified that para was more
likely in the Spanish training text overall than por.

1We used the Tok-tok tokenizer by Jon Dehdari:
https://github.com/jonsafari/tok-tok
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Italian Spanish Gloss
di de of
e y and
che que that
la la the (f. sg.)
in en in
il el the (m. sg.)
per para for
a a to
è es is
un un a (m. sg.)

Table 1: Sample Italian-Spanish translations.

The rule-based component of the transliteration
consisted of handwritten word-initial, word-final,
and general transformation rules. We applied ap-
proximately fifty such rules per language to the data.
In order to come up with the rules, we examined
the pan-Romance vocabulary list compiled by Euro-
ComRom (Klein, 2002); however, such rules could
be derived by an expert with knowledge of the rel-
evant languages with relatively little effort. Char-
acter clusters that were impossible in Spanish were
converted to their most common correspondence in
Spanish (in the word list). We also identified certain
strings that had consistent correspondences in Span-
ish and replaced them appropriately. These rules
were applied to all words in the Italian and Por-
tuguese training data except for those that were in
the bilingual dictionary. See table 2 for examples of
string transformation rules used for the Italian case.

Type Original Translit. Example
initial sp esp Spagna
initial qua cua qualità
initial st est stare
final ssioni siones impressioni
final are ar stare
final tà dad qualità
general gn ñ Spagna
general vv v improvviso
general ò o però

Table 2: Sample Italian-Spanish transliterations.

Italian text
La difficoltà di conciliare questi obiettivi risiede
nel fatto che le logiche di questi settori sono
contraddittorie.
Transliteration into Spanish
La dificoldad de conciliar estos obietivos risiede
en el hecho que las logique de estos setores son
contraditorie.

Table 3: Example of transliterated text using our approach.

4 Experiments

4.1 Experiment 1: Language Model
Interpolation

Our first experiment attempted to use language mod-
els trained on the transliterated data to increase the
coverage of a language model based on Spanish
data; this was modeled after Koehn and Schroeder
(2007). The language models in this experiment
were trigram models with Good-Turing smoothing
built using SRILM (Stolcke, 2002).

As baselines, we trained Spanish (es) LMs on a
small amount (30K sentences) and a large amount
(1.5M sentences) of data. We also trained language
models based on 30K transliterated and standard
Italian (it) and Portuguese (pt) sentences. All were
tested on the Spanish test set. Table 4 shows the per-
plexity for each of the baselines. As expected, more
Spanish training data led to a lower perplexity. How-
ever, the transliterated Italian and Portuguese base-
lines yielded better perplexity with less data. Note
also the strong effect of transliteration.

Language Train Size PP
es 30K 93.49
es 1.5M 55.84
it 30K 1683.31
it translit. 30K 96.21
it translit. 1.5M 207.60
pt 30K 1877.23
pt translit. 30K 151.06
pt translit. 1.5M 251.53
Table 4: Baseline results for experiment 1.

In the experiment, we interpolated LMs trained
on different amounts of transliterated data with the
LM trained on 30K Spanish sentences. We used
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SRILM’s compute-best-mix tool to determine the
interpolation weights of the models. This parame-
ter was trained on the Spanish development set.

Table 5 shows the results for the interpolation
of the Spanish LM with Italian and Portuguese,
both separately and simultaneously. The lambda
values are the weights given to each of the lan-
guage models. None of the interpolated combi-
nations improves on the perplexity of the small-
est Spanish baseline. The best results for interpo-
lated language models are achieved when combin-
ing the 30K-sentence Spanish model with the 1.5M-
sentence Portuguese model, which almost reaches
the perplexity level of the Spanish-only model. As a
comparison, we also interpolated two separate lan-
guage models, each trained on 30K Spanish sen-
tences; the weight for these models was close to 0.5.

In the best-performing language model mix that
used all three languages, Portuguese was weighted
with a lambda of about 0.17, whereas Italian was
only weighted with 0.016. That shows that Por-
tuguese, in this setup, is a better model of Spanish.

An open question has to do with the performance
of the Portuguese language model in the experiment
compared to the baselines. In table 4, we see that
the language model does significantly worse when
trained on more Portuguese data. However, the in-
terpolation of the Spanish and Portuguese language
models yields a lower perplexity when trained on a
large amount of Portuguese data. Since the data was
identical in the baselines and experiments, further
exploration is needed to understand this behavior.

4.2 Experiment 2: Corpus Selection
For our second experiment, our goal was to se-
lect the most “Spanish-like” data from our Italian
and Portuguese corpora. We concatenated this data
with the Spanish sentences in order to increase the
amount of training data for the language model. This
is similar to what was done by Gao et al. (2002).

First, we trained a language model on our small
Spanish corpus. This language model was then
queried on a concatenation of the transliterated Ital-
ian and Portuguese data. The sentences in this cor-
pus were ranked according to their perplexity in the
Spanish LM. We selected the best 30K and 5K sen-
tences, which were then concatenated with the Span-
ish data to form a larger corpus. Finally, we used

KenLM (Heafield, 2011) to create a trigram lan-
guage model with Kneser-Ney smoothing (Kneser
and Ney, 1995) on that data. We also ran the same
experiment on Italian and Portuguese separately.

Table 6 gives the results from these experiments.
This table shows that the mixed-language models
for each language performed better when they had
a lower amount of non-Spanish data. This indicates
that it is better to simply use a small amount of
data in the low-resource language, rather than try-
ing to augment it with the transliterated data from
related languages. Using a smaller amount of the
Spanish data, having a different strategy for select-
ing the non-Spanish data, using a different translit-
eration method, or using Italian and Portuguese data
that was not a direct translation of the Spanish data
may have all led to improvements. It is also inter-
esting to note that the language models based on
the corpus containing only Portuguese performed al-
most as well as those based on the corpus containing
Portuguese and Italian. This indicates that the Por-
tuguese data likely had more Spanish-like sentences
than the Italian data. As mentioned in section 3.1,
Portuguese is more similar to Spanish, so this makes
intuitive sense. However, it is surprising given the
results in table 4, which shows that the Italian-only
language models performed better on Spanish data
than the Portuguese-only language models.

4.3 Experiment 3: Statistical Machine
Translation

Lastly, we experimented with translation models in
order to see if our approach yielded similar results.
For our baseline, we used a small parallel corpus
of 30K English-Spanish (en-es) sentences from the
Europarl corpus (Koehn, 2005). The data was pre-
processed as described in section 3.2. Since SMT
systems are often trained on large amounts of data,
we expected poor coverage with this dataset. How-
ever, this size would be representative of the amount
of data available for low-resource languages.

We used Moses (Koehn et al., 2007) to train our
phrase-based SMT system on the above mentioned
parallel corpus (en-es). We also trained a language
model of 5M words of Spanish data from the same
source, making sure that this data was strictly dis-
tinct from our parallel data. The language model
was trained using KenLM (Heafield, 2011). The
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Languages Sentences PP Lambda es Lambda it Lambda pt
es + es 30K + 30K 86.59 0.502
es + it 30K + 30K 95.19 0.9818 0.0182
es + it 30K + 100K 96.08 0.9716 0.0284
es + it 30K + 200K 96.49 0.9648 0.0352
es + it 30K + 1.5M 96.91 0.9493 0.0507
es + pt 30K + 30K 95.51 0.9340 0.0660
es + pt 30K + 100K 95.93 0.8939 0.1061
es + pt 30k + 200K 95.71 0.8709 0.1291
es + pt 30k + 1.5M 93.52 0.8170 0.1830
es + it + pt 30K + 30K + 30K 95.52 0.9298 0.0093 0.0608
es + it + pt 30K + 100K + 100K 95.94 0.8882 0.0126 0.0991
es + it + pt 30K + 200K + 200K 95.72 0.8655 0.0137 0.1207
es + it + pt 30K + 1.5M + 1.5M 93.53 0.8106 0.0161 0.1731

Table 5: Results of interpolated language models and optimal lambda values.

Languages Sentences PP
es 30K 84.57
es + it 30K + 5K 85.78
es + it 30K + 30K 94.10
es + pt 30K + 5K 85.11
es + pt 30K + 30K 90.31
es + it/pt 30K + 5K 85.13
es + it/pt 30K + 30K 90.24

Table 6: Results for the corpus selection experiment.

weights were set by optimizing BLEU using MERT
on a separate development set of 2,000 sentences
(English-Spanish). After decoding, we detokenized
and evaluated the output. For the evaluation, we
used a clean Spanish test set of 2,000 sentences
from the same source. As an automatic evaluation
measure, we used BLEU (Papineni et al., 2002) for
quantitative evaluation.

For our experiments, we used Italian and Por-
tuguese as auxiliary languages. We created two cor-
pora of 30K sentences each from the Europarl cor-
pus, en-it and en-pt. We first tokenized and translit-
erated the training corpus of the related language
as described in section 3.3. Then, we concatenated
the resulting corpora with our baseline corpus and
trained our model. This is similar to what was done
by Nakov and Ng (2012), although we attempt to
translate into the low-resource language. We first
experimented with each auxiliary language indepen-
dently and then with both languages. In total we

conducted the following experiments:

• English-Spanish (en-es) + English-Italian
transliterated (en-esit)

• English-Spanish (en-es) + English-Portuguese
transliterated (en-espt)

• English-Spanish (en-es) + English-Italian
transliterated (en-esit) + English-Portuguese
transliterated (en-espt)

In this experiment, we expected to observe some
improvements compared to the language modeling
experiments, as the mistakes in the transliterated
output could be filtered out by the language model
containing clean Spanish data. Moreover, we exam-
ined whether it is possible to have gains from using
multiple related languages simultaneously.

Languages Sentences BLEU p-value
en-es (Baseline) 30K 0.3360
en-es + en-esit 30K + 30K 0.3357 0.22
en-es + en-espt 30K + 30K 0.3349 0.08
en-es + en-esit +
en-espt

30K + 30K
+ 30K

0.3384 0.041

Table 7: BLEU scores obtained for the different training sets

and their sizes.

Table 7 shows the BLEU scores for the experi-
ments. To determine whether our results were sig-
nificant we used the bootstrap resampling method
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(Koehn, 2004), which is part of Moses. There were
no significant improvements in BLEU score when
only one auxiliary language was used. Nonetheless,
we observed a significant improvement when data
from both Italian and Portuguese is used. This may
be an indication that more out-of domain data, when
used in the translation model and sufficiently trans-
formed, can actually improve performance.

One open question at this point is whether the im-
provement was caused by the contribution of more
than one language or simply by the increase in train-
ing data. It is possible that a similar improvent could
be achieved by increasing the data of one language
to 60K. However, in order to support our conjecture,
it will be necessary to conduct experiments with dif-
ferent sizes and combinations of data from the re-
lated languages.

5 Discussion

We observed that a closely-related language cannot
be used to aid in modeling a low-resource language
without being properly transformed. Although our
naive rule-based transliteration method strongly im-
proved over the non-transliterated closely-related
language data, it performed worse than even a small
amount of target language data. In addition, adding
more data from the related language caused the
models to do worse; this may be because there were
more words in the data that were not translated
using the 200-word dictionary, so there was more
noise from the rule-based transliterations in the data.
Thus, we were not successful in using data from a
related language to improve language modeling for
a low-resource language.

For statistical machine translation, our results
show gains from augmenting the translation mod-
els of a low-resource language with transliterated
related-language data. We expect that by taking
advantage of more sophisticated transliteration and
interpolation methods as well as larger amounts of
data from the closely-related language(s), larger im-
provements in BLEU can be achieved.

6 Future Work

We plan on experimenting with more sophisticated
ways of transforming related language data, includ-
ing unsupervised and semi-supervised translitera-

tion methods. We would particularly like to exper-
iment with neural network machine transliteration
using a character-based LSTM network. This could
be developed based on small parallel texts or lists of
bilingual cognates of varying sizes. We could also
use existing transliteration modules integrated in the
SMT system (Durrani et al., 2014). In addition, we
hope to explore using bilingual dictionaries without
transliteration, as well as using phonological tran-
scription as an intermediary between the two related
languages. Finally, it would be beneficial to examine
the contribution of each of the rules in our rule-based
system separately.

A relatively simple modification to our experi-
ments would be to use more data in creating the
translation model (in experiment 3). While we found
that using more of the high-resource language data
in the language models yielded higher perplexity,
the same did not carry over to BLEU scores, espe-
cially since we saw a slight improvement in BLEU
score when using both Portuguese and Italian data.
A similar option would be to select the best Italian
and Portuguese data (as was done in experiment 2)
for use in the translation model, instead of selecting
random sentences.

In statistical machine translation, it would be in-
teresting to explore methods of using data from re-
lated languages while preserving the reliable infor-
mation from the low-resource language. One idea
could be methods for interpolating phrase tables for
the transliterated corpora as well as setting optimal
weights for each of them, similar to the approach of
Sennrich (2012). We would also like to improve the
translation model coverage by filling up the phrase
table for a low-resource language with data from a
related language while keeping the useful data from
the low-resource language (Bisazza et al., 2011) or
by using the related languages as a back-off (Yang
and Kirchhoff, 2006).

Finally, a weakness of our language modeling ex-
periments was that we used almost parallel data be-
tween the related and the target languages. Hence,
the related language was not likely to increase the
vocabulary coverage of the models; instead, it just
added misspellings of the target language words. In
the future, we would like to run experiments with
data from the related languages that is strictly dis-
tinct from the data of the low-resource language.
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