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Abstract

To improve the accuracy of predicate-
argument structure (PAS) analysis, large-scale
training data and knowledge for PAS analysis
are indispensable. We focus on a specific
domain, specifically Japanese blogs on driv-
ing, and construct two wide-coverage datasets
as a form of QA using crowdsourcing: a
PAS-QA dataset and a reading comprehension
QA (RC-QA) dataset. We train a machine
comprehension (MC) model based on these
datasets to perform PAS analysis. Our experi-
ments show that a stepwise training method
is the most effective, which pre-trains an MC
model based on the RC-QA dataset to acquire
domain knowledge and then fine-tunes based
on the PAS-QA dataset.

1 Introduction

To understand the meaning of a sentence or a text,
it is essential to analyze relations between a predi-
cate and its arguments. Such analysis is called se-
mantic role labeling (SRL) or predicate-argument
structure (PAS) analysis. For English, the ac-
curacy of SRL has reached approximately 80%-
90% (Ouchi et al., 2018; He et al., 2018; Strubell
et al., 2018; Tan et al., 2018). However, there
are many omissions of arguments in Japanese, and
the accuracy of Japanese PAS analysis on omit-
ted arguments is still around 50%-60% (Shibata
et al., 2016; Shibata and Kurohashi, 2018; Kurita
et al., 2018; Ouchi et al., 2017). A reason for
such low accuracy is the shortage of gold datasets
and knowledge about PAS analysis, which require
a prohibitive cost of creation (Iida et al., 2007;
Kawahara et al., 2002).

From the viewpoint of text understanding, ma-
chine comprehension (MC) has been actively stud-
ied in recent years. In MC studies, QA datasets
consisting of triplets of a document, a question and
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its answer are constructed, and an MC model is
trained using these datasets (e.g., Rajpurkar et al.
(2016) and Trischler et al. (2017)). MC has made
remarkable progress in the last couple of years,
and MC models have even exceeded human accu-
racy in some datasets (Devlin et al., 2019). How-
ever, MC accuracy is not necessarily high for
documents that contain anaphoric phenomena and
those that need external knowledge or inference
(Mihaylov et al., 2018; Yang et al., 2018).

In this paper, we propose a Japanese PAS analy-
sis method based on the MC framework for a spe-
cific domain. In particular, we focus on a challeng-
ing task of finding an antecedent of a zero pro-
noun within PAS analysis. We construct a wide-
coverage QA dataset for PAS analysis (PAS-QA)
in the domain and feed it to an MC model to
perform PAS analysis. We also construct a QA
dataset for reading comprehension (RC-QA) in the
same domain and jointly use the two datasets in
the MC model to improve PAS analysis.

We consider the domain of blogs on driving be-
cause of the following two reasons. Firstly, we can
construct high-quality QA datasets in a short time
using crowdsourcing. Crowdworkers can interpret
driving blog articles based on the traffic common-
sense shared by the society. Secondly, if comput-
ers can understand driving situations correctly by
extracting driving behavior from blogs, it is possi-
ble to predict danger and warn drivers to achieve
safer transportation.

Our contributions are summarized as follows.

• We propose an MC-based PAS analysis
model and show its superiority to a state-of-
the-art neural model.

• We construct PAS-QA and RC-QA datasets
in the driving domain using crowdsourcing.

• We improve Japanese PAS analysis by com-
bining the PAS-QA and RC-QA datasets.
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2 Related Work

2.1 QA Dataset Construction

FitzGerald et al. (2018) and Michael et al. (2018)
constructed QA-SRL Bank 2.0 and QAMRs using
crowdsourcing, respectively. They asked crowd-
workers to generate question-answer pairs that
represent a PAS. These datasets are similar to our
PAS-QA dataset, but different in that we focus
on omitted arguments and automatically generate
questions (see Section 3.1).

Many RC-QA datasets have been constructed
in recent years. For example, Rajpurkar et al.
(2016) constructed SQuAD 1.1, which contains
100K crowdsourced questions and answer spans
in a Wikipedia article. Rajpurkar et al. (2018) up-
dated SQuAD 1.1 to 2.0 by adding unanswerable
questions. Some RC-QA datasets have been built
in a specific domain (Welbl et al., 2017; Suster and
Daelemans, 2018; Pampari et al., 2018).

2.2 Machine Comprehension Models

Many MC models based on neural networks have
been proposed to solve RC-QA datasets. For ex-
ample, Devlin et al. (2019) proposed an MC model
using a language representation model, BERT,
which achieved a high-ranked accuracy on the
SQuAD 1.1 leaderboard as of September 30, 2019.

As a previous study of transfer learning of MC
models to other tasks, Pan et al. (2018) pre-trained
an MC model using an RC-QA dataset and trans-
fered the pre-trained knowledge to sequence-to-
sequence models. They used SQuAD 1.1 as the
RC-QA dataset and experimented on translation
and summarization. While they used different
models for pre-training and fine-tuning, we use
the same MC model by constructing PAS-QA and
RC-QA datasets in the same QA form.

3 QA Dataset Construction

We construct PAS-QA and RC-QA datasets in the
driving domain. Both the QA datasets consist of
triplets of a document, a question and its answer
as in existing RC-QA datasets. We employ crowd-
sourcing to create large-scale datasets in a short
time. Figure 1 and Figure 2 show examples of our
PAS-QA and RC-QA datasets.

3.1 PAS-QA Dataset

We construct a PAS-QA dataset in which a ques-
tion asks an omitted argument for a predicate. We
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Figure 1: An example of PAS-QA dataset.
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Figure 2: An example of RC-QA dataset.

focus on the ga case (nominative), the wo case (ac-
cusative), and the ni case (dative), which are tar-
geted in the Japanese PAS analysis literature (Shi-
bata et al., 2016; Shibata and Kurohashi, 2018;
Kurita et al., 2018; Ouchi et al., 2017).

As a source corpus, we use blog articles in-
cluded in the Driving Experience Corpus (Iwai
et al., 2019). We first detect a predicate that has an
omitted argument of either of the target three cases
by applying the existing PAS analyzer KNP1 to
the corpus. KNP tends to overgenerate such pred-
icates, but most erroneous ones are filtered out by
the following crowdsourcing step. We extract the
sentence that contains the predicate and preceding
three sentences as a document. Then, we auto-
matically generate a question using the following
template for nominative.

• ［述語］の主語は何か？(What is the subject
of [predicate]?)

All the question templates of PAS-QA datasets are
shown in Table 1. We ask crowdworkers to choose
one from answer choices, which consist of nouns
extracted from the document and special symbols,

1http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KNP
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Case Question

Nominative
［述語］の主語は何か？

(What is the subject of [predicate]?)

Accusative
〇〇を［述語］、の〇〇に入るものは何か？

(What is the accusative of [predicate]? )

Dative
〇〇に［述語］、の〇〇に入るものは何か？

(What is the dative of [predicate]? )

Table 1: Question templates of PAS-QA datasets.

“author,” “other,” and “not sure.” The details of
this procedure are described in the appendix.

We generated questions from 2,146 blog arti-
cles. We asked five crowdworkers per question us-
ing Yahoo! crowdsourcing2. We adopted triplets
with three or more votes if they are not “not sure.”
For accusative and dative PAS-QA questions, we
adopted triplets if they are “other.” In this case,
there is not any antecedent of a zero pronoun
in a document, and the answer is “NULL.” For
nominative PAS-QA questions, we did not adopt
triplets if they are “other” because a nominative
always exists as a noun in a document or “author.”
In addition, because “author” is not explicitly ex-
pressed in the document, we add a sentence “著者
は以下の文章を書きました。” (The author wrote
the following document.) to the beginning of the
document to deal with “author” in MC models.
We record the answers as spans in a document or
NULL.

We randomly extracted 100 questions for each
case from the PAS-QA dataset and judged whether
we can answer them. As a result, 97% nominative,
87% accusative and 68% dative questions were an-
swerable. For accusative and dative, we checked
all the questions and chose answerable ones. Fi-
nally, we created 12,468 nominative, 3,151 ac-
cusative and 1,069 dative triplets including 476 ac-
cusative and 126 dative questions whose answers
are NULL. It took approximately 32 hours and ap-
proximately 210,000 JPY to create this dataset.

3.2 RC-QA Dataset

We construct a driving-domain RC-QA dataset in
the same way as SQuAD 1.1. We extract a docu-
ment from the Driving Experience Corpus and ask
three crowdworkers to write questions and their
answers about the document. After that, we ask
another five crowdworkers to answer a question to
validate its answerability and adopt questions with
three or more same answers.

2https://crowdsourcing.yahoo.co.jp/

Nominative Accusative Dative Other
# Questions 41 28 8 123

Ratio 20.5% 14.0% 4.0% 61.5%
Ratio (Omission) (5.0%) (2.5%) (0.5%) －

Table 2: Classification of questions in the RC-QA
dataset.

Training method Dataset
MC-single PAS-QA

Joint
training

MC-merged PAS-QA + RC-QA
MC-stepwise RC-QA → PAS-QA

Table 3: Three training methods for PAS analysis.

As a result, we obtained 20,007 RC-QA triplets
from 5,146 blog articles. It took approximately
60 hours and approximately 180,000 JPY to create
this dataset.

We randomly extracted 200 questions from the
RC-QA dataset and judged the question types.
The result is shown in Table 2. A question was
classified according to whether it is a question ask-
ing for any argument of nominative, accusative or
dative, and if applicable, whether it is an omis-
sion or not. As shown in Table 2, the RC-QA
dataset contains nearly 40% of questions asking
arguments of nominative, accusative and dative,
and a few questions asking for omitted arguments,
which are similar to the PAS-QA dataset. There
are various other questions asking for arguments
other than nominative, accusative and dative, and
questions using why and how.

4 PAS Analysis Based on a Machine
Comprehension Model

We analyze PAS based on the MC model on our
constructed PAS-QA dataset. Each question in the
PAS-QA dataset asks an omitted argument and has
an answer that is expressed as a span in the given
document or NULL. Because the PAS-QA dataset
has the same structure as existing MC datasets in-
cluding NULL, such as SQuAD 2.0, we can em-
ploy an existing state-of-the-art MC model that an-
swers a span in the document or NULL.

We refer to the method of MC training based
only on the PAS-QA dataset as MC-single. We
also propose two joint training methods that use
both the PAS-QA and RC-QA datasets: MC-
merged and MC-stepwise, as described in Ta-
ble 3. The purpose of these joint training meth-
ods is to verify whether domain knowledge can be
learned from the RC-QA dataset and whether it is
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　　　 Train Development Test
Nominative 11,359 544 565
Accusative 2,756 199 196

Dative 967 50 52

Table 4: Split of the PAS-QA dataset.

effective in improving the accuracy of PAS anal-
ysis. In MC-merged, the PAS-QA and RC-QA
datasets are just merged and used for training. In
MC-stepwise, the RC-QA dataset is used for pre-
training, and this pre-trained model is fine-tuned
using the PAS-QA dataset.

5 Experiments

We conduct PAS analysis experiments of our MC-
single/merged/stepwise methods using the PAS-
QA and RC-QA datasets. We also compare our
methods with the neural network-based PAS anal-
ysis model (Shibata and Kurohashi, 2018) (here-
after, NN-PAS), which achieved the state-of-the-
art accuracy on Japanese PAS analysis.

5.1 Experimental Settings

We adopt BERT (Devlin et al., 2019) as an MC
model. We split the triplets in the PAS-QA dataset
as shown in Table 4. All sentences in these
datasets are preprocessed using the Japanese mor-
phological analyzer, JUMAN++3.

We trained a Japanese pre-trained BERT model
using Japanese Wikipedia, which consists of ap-
proximately 18 million sentences. The input sen-
tences were segmented into words by JUMAN++,
and words were broken into subwords by apply-
ing BPE (Sennrich et al., 2016). The parameters
of BERT are the same as English BERTBASE. The
number of epochs for the pre-training was 30.

The state-of-the-art baseline PAS analyzer,
NN-PAS, was trained using the existing PAS
dataset, KWDLC4 (Kyoto University Web Docu-
ment Leads Corpus), as described in Shibata and
Kurohashi (2018). We also trained an NN-PAS
model using the PAS-QA dataset in addition to
KWDLC (hereafter, NN-PAS′). For this training,
the PAS-QA dataset was converted to the same for-
mat as KWDLC, where questions are deleted, and
only answers are used.

The PAS-QA test data is used to compare the
baseline methods with the proposed methods. As

3http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN++
4http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KWDLC

Training method PAS RC NOM ACC DAT
NN-PAS - - 0.39 0.38 0.29
NN-PAS′ ✓ - 0.74 0.45 0.32

MC-single ✓ - 0.76 0.52 0.37
MC-merged ✓ ✓ 0.76 0.52 0.43
MC-stepwise ✓ ✓ 0.76 0.53 0.51

Table 5: PAS-QA test results of MC models and NN-
PAS models. “PAS” and “RC” denote the use of the
PAS-QA and RC-QA datasets, respectively. “NOM”,
“ACC” and “DAT” denote the EM scores of nomina-
tive, accusative and dative, respectively.

an evaluation measure, EM (Exact Match) is used
for all the MC models. EM is defined as (the
number of questions in which the system answer
matches the gold answer in the dataset) / (the num-
ber of questions in the entire dataset). For each
experimental condition, training and testing were
conducted five times, and the average scores were
calculated.

5.2 Results and Discussion

Table 5 lists evalution results of the NN-PAS mod-
els and the MC-single/merged/stepwise models.
First, NN-PAS′ significantly outperformed NN-
PAS, and thus the construction of the domain-
specific PAS-QA dataset was effective in do-
main adaptation of the NN-PAS model. Further-
more, our proposed MC-* models outperfomed
NN-PAS′. For the joint training models, MC-
stepwise was better than MC-single for the ac-
cusative and dative cases. MC-merged was infe-
rior to MC-stepwise.

We compared the results of MC-single and MC-
stepwise. In examples shown in Figures 3 and 4,
only the outputs of MC-stepwise were correct. We
found some cases that MC-stepwise successfully
captured knowledge in the driving domain. In the
example shown in Figure 4, the correspondence
between “坂を 上がる” (climb up the slope) and
“坂を 越える” (going up the slope) can be rec-
ognized. MC-merged’s answer “坂道” (the hill
road), which has a coreference relation with “
坂” (the slope), looked correct although “坂” (the
slope) was the only answer from crowdsourcing.
Supplying multiple answers considering corefer-
ence relations is our future work. From these re-
sults, we think that it is important to use an RC-QA
dataset to acquire domain knowledge, and suggest
that it is better to construct both PAS-QA and RC-
QA datasets to develop a PAS analyzer for a new
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Figure 3: An example that is correctly answered by
MC-stepwise.

domain.

6 Conclusion

We constructed driving-domain PAS-QA and RC-
QA datasets using crowdsourcing5. We also pro-
posed an MC-based PAS analysis method. In
particular, the stepwise training method based on
BERT was the most effective, which outperformed
the previous state-of-the-art NN-PAS model. In
the future, we will pre-train an MC model based
on datasets other than the RC-QA dataset to ac-
quire domain knowledge.
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A Details of PAS-QA Dataset
Construction

We construct the PAS-QA dataset asking for omit-
ted nominative arguments using the following pro-
cedure:

1. We extract four consecutive sentences that
satisfy the following conditions from the
Driving Experience Corpus constructed by
Iwai et al. (2019).

• The Driving Experience extracting CRF
tool (Iwai et al., 2018) judges that three
or more sentences out of four sentences
are driving experience.

• Each sentence contains at least one PAS.
• The PAS analyzer, KNP, judges that

there is a PAS whose nominative argu-
ment is omitted in the fourth sentence.

• Sentences include at least one “Driving
Characteristic Word” (Iwai et al., 2019).

2. We automatically make crowdsourcing tasks
using an extracted document and a PAS
whose nominative argument is omitted (See
Figure 5 and Figure 6). Each task consists of
a document, a question and answer choices.
Answer choices consist of nouns extracted
from the document and special symbols, “au-
thor,” “other,” and “not sure.” For nominative
PAS-QA questions, the special symbol “au-
thor” can often be an answer, but it is not
explicitly expressed in the document. So we
add it to the choices. We add “other” so that
it can be selected when there is an appro-
priate answer besides the choices. We add
“not sure” so that workers can select it if they
cannot find an answer. We add more expla-
nations to crowdsourcing answer screen (See
Figure 5 and Figure 6).

3. Using crowdsourcing, we ask five crowd-
workers per question to select one or more
appropriate answers from the choices. We
asked five crowdworkers per question using
Yahoo! crowdsourcing. We adopted triplets
with three or more votes if they are not “not
sure.” If they are “other,” we handled them
as described in the main paper. We finally
record the answers as spans in a document or
NULL.
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Figure 5: PAS-QA dataset answer screen.

Figure 6: PAS-QA dataset answer screen (English
translation version).


