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Abstract

This paper describes our work-in-progress in au-
tomatic English-to-Korean text translation. This
work is an initial step toward the ultimate goal of
text and specch translation for enhanced multilin-
gual and multinational operations. For this pur-
pose, we have adopted an interlingua approach
with natural language understanding (TINA) and
generation (GENESIS) modules at the core. We
tackle the ambiguity problem by incorporating
syntactic and semantic categories in the anal-
ysis grammar. Our system is capable of pro-
ducing accurate translation of complex sentences
(38 words) and sentence fragments as well as av-
crage length (12 words) grammatical sentences.
Two types of system evaluation have been car-
ried out: one for grammar coverage and the other
for overall performance. For system robustness,
integration of two subsystems 1s under way: (i)
a rule-based part-of-speech tagger to handle un-
known words/constructions, and (ii) a word-for-
word translator to handle other system failures.

1 Introduction

The overall goal of our translation work is automatic text
and speech translation for limited-domain multilingual ap-
plications. The primary target application is enhanced com-
munication among military forces in a multilingual coalition
environment where translation utilizes a Common Coalition
Language as a military interlingua. Owur development of-
fort was initiated with a speech-to-speech translation sys-
tem, called CCLINC (Tummala et al., 1995{, which con-
sists of a modular, multilingual structure including specch
recognition, language understanding, language generation,
and speech synthesis in each language. The system architec-
ture of CCLINC is given in Figure 1. Note that the system
design provides for verification of the system’s understanding
of cach utterance to the originator, in a paraphrase in the
originator’s language, before transmission on the coalition
network.

This paper describes our current work in automatic
English-to-Korean text translation of telegraphic military
messages,” which is an initial step toward the ultimate goal

I This work was sponsored by the Defense Advanced Re-
search Projects Agency. Opinions, interpretations, conclu-
sions, and recommendations are those of the authors and
arc not necessarily endorsed by the United States Air Torce.

2We are also working on Korean-to-English text transla-
tion on the same domain, which we do net include in this
paper.

tummala@sst .11.mit.edu

1

Young-Suk Lee Stephanie Seneff
MIT LCS,SLS
Cambridge, MA 02139
USA

seneff@lcs.mit.edu

Lexington, MA 02173
USA
ysl@sst.1ll.mit.edu

of producing high quality text/speech translation output.”
The core of our text translation system consists of an anal-
ysis module and a generation module. The analysis module
produces a semantic frame, which is an interlingua represen-
tation of the input sentence. The intractable ambiguities of
natural language are overcome by restricting the domain and
the grammmar rules which specify the semantic co-occurrence
restrictions of head categories. The structural difference be-
tween the source (Fnglish) and the target (Korean) language
is casily captured by the f{lexible interlingua representation
and the strictly modularized target language grammar tem-
plate, external to the core generation system. The simplicity
of the system enables us to detect problems and provide so-
lutions easily. Currently the system has a vocabulary of 1427
words. The system runs on a SPARC 10 workstation. T'he
Korean translation outputs are displayed on a hangul win-
dow running on UNIX. In addition, we are in the process of
porting the system to a Pentium laptop running on Linux.

This paper is organized as follows: In section 2 we de-
scribe our system architecture, along with the grammar rules
which drive the core system. In section 3 we summarize
the characteristics of our source language text comprised of
naval operational messages. In section 4 we give our sys-
tem evaluation. In section 5 we discuss the integration of
two subsystems for system robustness: rule-based part-of-
speech tagger to handle unknown words/constructions, and
a word-for-word translator to produce partial translations in
the event of system failure. 1°inally we sumrmarize the paper
in Section 6.

2 System Description

The core of our translation systein consists of two modules:
the understanding/analysis module, TINA, and the genera-
tion module, GENESIS.* These modules are driven by a sct
of files which specify the source and target language gram-
mars. The process flow of our text translation system is
given in Figure 2.

2.1 Language Understanding

The language understanding system, TINA, described at
length in (Seneff, 1992), intcgrates key ideas from context
free grammar, augmented transition network and unification
concepts. With the context free grammar rules of FKnglish as
input, the system produces the parse tree of an input sen-
tence. The parse tree is then mapped onto a semantic frame,
which plays the role of an interlingua. The parse tree and
the semantic frame of the input sentence “0819 z uss sterett

SRefer to (Kim, 1994) for other ongoing cfforts in Fn-
glish/Korean text translation including (Choi, 1994). See
(Lee, 1995) for speech translation work with Korean as the
source language.

1Both modules are developed under ARPA sponsorship
by the Spoken Language Systems Group at the MIT Labo-
ratory for Computer Science.
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Figure 2: Process Flow of Text Translation

taken under fire by kirov with ssn-12’s” are given in Figure 3
and Figure 4, respectively.

As is reflected in the parse tree, both syntactic and seman-
tic categories are utilized in our grammar specification. Top
level categories such as ‘sentence,’ ‘subject,’ etc. are syntax-
pased, whereas lower-level categories such as ‘ship.name,’
‘time_expression,’ etc. are semantics-based. The main ad-
vantage of adopting semantic categories is that we can easily
specify the co-occurrence restrictions of head categories (e-g.,
the parse tree specifies that the category ships occurs with
a small subset of nominal modifiers including uss which we
call ‘ship_mod’), and therefore reduces the ambiguity of the
input sentence. In addition, it provides for easy access to the
meaning of domain-specific expressions. The parse tree di-
rectly encodes the knowledge that sterett and kirov are ship
names, ssn-12 a submarine name, and z stands for Green-
wich Mean Time.

As for mapping from parse tree to semantic frame, we re-
duce all the major parse tree constituents into one of the
three syntactic roles, i.e. clause, topic, and predicate. All
clause-level categories including statements, infinitives, etc.,
are mapped onto clause. All noun phrases are mapped onto
topie, and all modifiers as well as verb phrases are mapped
onto predicate. However, there is no limit to the number of
semantic frame categories, and we can easily create new cat-
egories for a more elaborate representation. In Figure 4, we
have additional categories like ‘time_expression.” Whether or
not we add more categories to the semantic frame depends
on how elaborate a translation output is desired. If elaborate
translations are required, we increase the number of semantic
frame categories. The flexibility of the semantic frame repre-

Table 1: Sample English/Korean Bilingual Lexicon

be \% 1 ROOT 7 PRES ¢ PAST dess

V2 \% “TING goiss PP ess PRES n PAST ess
cause_en V2 | cholaytoy

visually AV | stkakulo

cap.aircraft | N centhwu cengchalks

sentation makes the TINA system an ideal tool for machine
translation of various (i) purposes (i.e., whether a detailed or
rough translation is required), and (i) languages (e.g., some
languages require a more elaborate tense representation or
honorification than others, and the appropriate categories
can be easily added.)

2.2 Language Generation

The language generation system, GENESIS (Glass, Polifroni
and Seneff, 1994), produces target language output on the
basis of the semantic frame representation. It is driven by
three submodules: a lexicon, a set of message templates, and
a set of rewrite rules. These modules are language-specific
and external to the core generation system. Consequently,
porting the generation system to a new language is confined

to developing these submodules.”

2.2.1 Lexicon

Since the semantic frame uses English as its specification
language, and is the basis for constructing the target lan-
guage grammar and lexicon, entries in the lexicon contain
words and concepts found in the semantic frame, expressed
in English, with corresponding surface realization forms in
¥ol1;iean. A sample fragment of a bilingual lexicon is given in
Table 1.

2.2.2 Message Templates

Message templates are target language grammar rules cor-
responding to the input sentence expressions represented in
the semantic frame. For instance, the word order constraint
of the target language is specified in this module. A set of
message templates used to produce the Korean translation
from the semantic frame in Figure 4 is given in Table 2.

5 A pilot study of applying GENESIS to Korean language
generation can be found in (Yang, 1995).
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Figure 3: Parse Tree

{c statement
:time_expression {p numeric_time
ttopic {g gnt
thone "z" }
:pred {p numeric
ctopic 819 }
stopic {q ship_nane
rname "sterett”
:pred {p ship_mod
itopic “uss" } )
:subject 1
:pred {p taken_under_fire
rnode “pp"
pred {p v_by
rtopic {q ship_nane
:name “kirov*
cpred {p v_uith

H

b}

:topic [q submarine_none

‘nane "ssn—12s" }

b1

0819 z uss sterett taken under fire by kirov with ssn—-12s
PARAPHRASE: 819 z USS Sterett token under fire by Kirov with SSH-12s
TRANSLATION: 8A] 19% & AIZF n)@Y Agile] 7] 2200 213 ssn 125 XAE%C}

Figure 4: Scmantic Frame and Translation

Table 2: Sample Message Templates

{(a) [ statement :topic 1 :predicate ta ]
(b) | topic :quantifier :noun_phrase
{¢Y T predicate :topic :predicate B

topic noun_phrase

—
joi
N

np-ship.mod

¢) | ship-mod :topic

) | np-missilc name | :ftopic moun_phrasce ]
| (g) | missile_name ‘topic ]

(h) | np-by :topic ey uyhay moun_phrase

(1) | np-with topic lo moun_phrase

Template (a) says that a statement consists of a subject
followed by a verb phrase. Note that all of the entries in a
message template are optional so that a statement need not
contain a subject or a verb phrase. Template (c) says that a
verb phrase consists of an object followed by a verb. Other
templates can be interpreted in a similar manner.

2.2.3 Rewrite Rules

The rewrite rules are intended to capture surface phono-
logical constraints and contractions, in particular, the con-
ditions under which a single morpheme has different phono-

logical realizations. In English, the rewrite rules are used to
generate the proper form of the indefinite article a or an.
This module plays an important role in Korecan due to nu-
merous instances of phonologically conditioned allomorphs
in the language. For instance, the so-called nominative case
marker is realized as ¢ when the preceding morpheme ends
with a consonant, and as ke when the preceding morpheme
ends with a vowel, as illustrated below. Similarly, the so-
called accusative case marker is realized as wl after a conso-
nant, and as lul after a vowel.

- Nominative Case | Accusative Case
Following a consonant | John-z John-ul
Following a vowel Mari-ka John-lul

3 Data Summary

Our source language text is called MUC-II data, and consists
of naval operational report, messages.® ‘['here are 105 mes-
sages for system development and 40 messages sct aside for
system evaluation. These messages feature incidents involv-
ing different platforms such as aircraft, surface ships, sub-

“MUC-I stands for the Second Message Understanding
Conference.
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Table 3: Tralnmg Data (Data for System Dcvelop— Table 4: Current System Specifications

ment)- T - Size of _ Size of grammar
Data Set Orlgmal Data Modlhed Data | Total | ' - lexicon (Number of: Qategoues)
AT 00 T 05 06 | - Amﬂﬁm' C 1A T297
T G T4 [ Isa | .ol Gemerstion | 99T ] T TTRE
.::.»B.,L l LT R PRI
T N () e R -z a o R i 3 .
Total 303 337 [ Table 5: Translatlon Statlstlcs for Trammg At
: : ’ # ol Sentences 794
i ] . W # of Parsed Sentences .| 743 (93.6%)
marines and land targets. There are 12 words/sentence (av= .

# of Conectly 'lﬁdnsla,ted Sentenreq 673 (84.8%)-

erage) and 3 senterices/message (average) (Sundheim, 1989). »
The original messages -are highly telegraphic with many n: -

stances of sentence fra,gments as 1llustra,ted 1n (1). lng sentence and updatlng, applopndte (:()Lmts (500 (beneﬂ

(1) At 1609 hostile forcm launched massive recon eﬁ”om‘ from. 1992) for details). Table 4 gives the statistics of the current
captured airfield against ctf 177 units transiting toward a - - qystem in térms of the size of the analqu lexlcon/gjlammat
neutral nation. Humint sources indicated 12/3 strike acft .- .and’ generatlon lex1con/ gramnmar. T The tlanslatmn btdtlbtlcs
have launched (1935z).enyoute battle force.  Have positive ~for ‘h“ Lra,mlng data are "hOWTl in' Table 5
confirmation that batile force is- targeted (2035z). "Consid-
ered hostile act.” ... . . R 4. 2' Evaluatlon
e : Lt : ' n T We have carried’ out ‘two types of qystem CVa,IllELthIlb The
st “eviiluation specifically ‘tesis grarimiar covemge and 3fhel
1 ‘averalt sys :

g ) At 16092'-1108@11 forces aunched;a IRASSTUE effort
rom a captired azrﬁeld agdinst ctf 177 uhits’ transiting to- ; : i ¥ oun:
ward a. neutral nation.. Humint sources indicated 12 strike known words in a,n s house expellment In Lhe, expcoriment,
aircraft have launched (1935z) enroute to the battle force. . we asked the subjects to study alist of data set- A MU(‘ 11
CTF 177 has posztwc confirmation that the' battle forw is." sentences-and then create about 10 MUCHElike senténces ori

2, T i conszdere hostzlc act. ) “their own’ Subjects were told .to create sentiences which il-
ngctcd (2035 ) This-is da ¢ lustrate the general Stylo of the MUC-TI sentenices and which

MUC-I d La, also Baye othe1 typical featune% ‘of taw text : only.use the wgcibulary items occmrmg in‘the example sen-
I a Lypigal 'sentenccs (3)," tences, We colle ed‘lMMU(‘ Jsm this oxpo g

S<H-lik

e

(8 5 .,
by koW Jnu,mb'
(istand’ ta,rget fa
gueulla camp.”

(4) Klrov Iocked on with ﬁ,re cont
in %pcn( er's (hrectlon e

y »somewhat lower: than the Corrmpondmg ﬁgure f
“A*(50. 6%) becausé' the test sot:is harder tha

3 The test sentences ar campletely new whe qentenceq
“Were fabrlcated by studylng A sentehces ) The second point

“to note-is that: system failure:i: large part to. the - pres-

'lence of unkno‘wn woxjd m%lrcates dbout

system tradnivig and-d \mlopment we'
Land:the: modlﬁed. MUG-IL dita: We discuss

o La,rgely due to our cﬂ"ort to rcduco the a,mbxguity-o th ; mput
j lhe_system runs eﬂimentLy For an avemge length‘
i 2 words Lt akes abou “sbed1

“will -d cuss thest sentence “whic *'.cumpl ls.e égi,w 56t A‘)- i
Section 4.2.1,. A sushmary of: our traiting’ data’is given in’
Table 3] where the-numetaly are ‘the nifmber of senténces: -~ Dot ! e

‘We have trajned-the system on all the training: data. “The - 8 , I{é)"ct{ééct'ion," ‘it= iS‘diﬁicﬁl'tf.t‘, se
analysis rules are developed by hand, based on obsérved pat-  -a MUC-II database to evaluate gramimar coverage because
terns in the data. These rules are then converted into a net-" -many - MUC-II sentences fail based -strictly on thé.fact that
work structure..- Probability assignments on all arcs in the. they contain unknown words, i.e., Wwords which are not in the
network are obtained automiatically by parsing each train- ~ system’s lexicon.
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Table 6: Data Set A* Evaluation Results
T Soutonces 7 R—
#f of Parsed Sentences 78/154 (50.6%)

[ # of Correctly Translated Sentences | 71/78 (91.0%)

Table 7: Test Evaluation Results

ol Sentences 111

" # of Sentences with No Unknown Words | 66/T11 (59.57
|_# of Parsed Sentences 23/66 (34.8%

[ of Correcily Translafed Sentencos

translate. It takes an average of 2.28 scconuds to translate a
sentence containing 16 words. Lor a fairly complex sentence
containing 38 words, it takes about 4 seconds to translate.
Somec examples of Korcan translation output are given in
Figure 5. The system runs on a SPARC 10 workstation, and
the source code is written in C. Korean translation outputs
arc displayed on a hangu! window running on UNIX.

5 'Toward Robust Translation

At the moment, our system is not capable of dealing with a
sentence containing (i) unknown words, cf, Section 4.2, and
(lii) unknown constructions, cf. Section 4.1. In this section we
discuss our on-going efforts to overcome these deficiencies:
Integration of a part-of-speech tagger to handle unknown
words/constructions, and a word-for-word translator to cope
with other system failures, cf. (Frederking and Nirenburg,
1995).

5.1 Integration of Part-of-Speech Tagger

Regarding the unknown word problem, an obvious solution
is to expand the lexicon. Concerning the problem involving
unknown counstructions, we could easily generalize the gram-
mar to extend its coverage. However, hoth of these solutions
are problematic. Ilandling the unknown word problem by
increasing the size of the lexicon is not that straightforward
given that most unknown words are open class items such as
nouns, verbs, adjectives and adverbs. In addition, one can
not generalize the grammar without side effects. Due to the
highly telegraphic nature of the MUC-II data, generalizing
the grammar will increase the ambiguity of an input sentence
greatly, cf. (Grishman, 1989).” Hence, we need alternative
solutions to deal with unknown words and unknown con-
structions. The most desirable solution is to (i) leave the
current grammar intact since it efficiently parses even highly
tclegraphic messages, and (i1) tackle unknown words and un-
known constructions by the same mechanisim.

A potential solution to the unknown word problem is to:
Do part of speech lagging and replace unknown words with
their parts-of-speech, and bootstrap the parts-of-speech (in-
stead of the actual words) to the analysis grammar. The
unknown words would be replaced in the sentence string
with their corresponding part-of-speech tag, and the seman-
tic grainmar would be augmented to handle generic adjec-
tives, nouns, verbs, etc., intermixed in the rules at appro-
priate positions. The idea would be to include just enough
semantic information to solve the ambiguity problem, effec-
tively anchoring on words such as ship-name that have high
semantic relevance within the domain.

This approach might also be effective as a backoflf mech-
anism when the system fails to parse a sentence containing
only known words. A set of semantically significant vocabu-
lary items could be tagged as “immutable”, and all the words
in the sentence except these anchor words would be converted

YRecall that we resolve the ambiguity problem by con-
straining the grammar with semantic categories.

20723 (87.0%)

Table 8: Tagger Evaluation on TEST Data
“Stage Overall Accuracy Unknown Word™
Accuracy
67782 (R2%)

70/82 (85%)
| 71/82 (87%)

| Before Training | 112571287 (87.4%)
After Traning T | 1249/1287 (97%)
After Training T | 1263/1287 (98%)

to part-of-speech prior to a second attempt to parse. The
same grammar would be used in all cases.

For the solution sketched above, we have evaluated the
Rule-Based Part-of-Speech Tagger (Brill, 1992) on the test
data both before and after training on the MUC-1T databasec.
These results are given in Table 8. Tagging statistics ‘before
training’ are based on the lexicon and rules acquired from
the BROWN CORPUS and the WALL STREET JOUR-
NAIL CORPUS. Tagging statistics ‘after training’ are divided
into two categories, both of which are based on the rules ac-
quired from training on data sets A, B3, and C of the MUC-
1I database. The only difference between the two is that in
one case (After Training I) we use a lexicon acquired from
the MUC-II database, and in the other case (After Train-
ing I1) we use a lexicon acquired from a combination of the
BROWN CORPUS, the WALL STREET JOURNAL COR-
PUS, and the MUC-II database. Since the tagging result is
quite promising, despite the fact that the training data is of
modest size, we are planuing to integrate the tagger into the
analysis module,

5.2 Integration of Word-for-Word
Translator

Even though iinplementing the part-of-speech tagger and ex-
tending the analysis grammar to accept parts-of-specch as
terminal strings will increase the grammar coverage, it is an
almost impossible task to write a grammar which covers all
freely occurring natural language texts, let alone have a ro-
bust parser to deal with this inadequacy.' Despite this dif-
ficulty in designing a complete translation system, an ideal
translation system ought to be able to produce translations
which are useful under any circumstances. Therefore, we
are integrating a word-for-word translator'’ | which provides
tools to aid a human translator, as a fallback systen.
Figure 6 shows the planned robust system architecture,
with the part-of-speech tagger and the word-for-word trans-
lator integrated into the core understanding/generation sys-
tem. Note that the system will provide an indication or flag
to the user showing whether the translation is produced by
TINA /GENESIS or by the word-for-word fallback system.

6 Summary

In this paper we have described our ongoing work in au-
tomatic English-to-Korean text translation of telegraphic
messages. This is a part of our overall effort in text and
specch translation for limited-domain multilingual applica-
tions. We have described the system architecture (Section
2), the source language text (Section 3), and the system eval-
uation results (Section 4). We have also discussed ideas on
how to make the system robust, and proposed two specific
solutions: integration of a part-of-speech tagger and a word-
for-word translator (Section 5).
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PARAPHRASE :

TRANSLATION: 16A] 199 E& A7

at 1609 z hostile force s launched nassive recon effort from captured airfield \
against ctf 177 unit s tronsiting toword a neutral nation

1609 z hostile forces launched mossive reconnaissance effort from c\
aptured airfield agoinst ctf 177 units tronsiting toward a neutral notion

- =]
F7hE Wted ol Y crF 177 N-vo] thdl oig R A E5-& AlA) et

2=y Ao 2y 3

last hostile acft in vicinity

TRANSLATION:

PARAPHRASE: lost hostile aircraft in vicinity
Hdoll AR whA HP: u)Ryr)

TRANSLATION:
A4) 2ol
Ae 3ok s 3 BRI

tuo uss america bosed strike escort f dash 14 s were engaged by unknoun number
of hostile su dash 7 aircraft near land 9 bay lparen island 2 target facility r
paren while conducting strike agoinst xxx guerilla camp

PARAPHRASE: 2 USS America-based strike escort F-14s were engoged while conducti
ng strike against xxx guerilla camp by hostile Su-7 aircraft unknown number of
near Land9 Bay ( Island? target facility )

2 A omle)rl A4 X
w)z]j42] 2F su-7 viRzlol =)

A X4E7) F-140)

29 9 (M2 2R
Adel gux W20l cfyr B

Figure 5: Sample Korean Translation Output

ENGLISH | POS TAGGINGl | LANGUACE
[TEXT ON INPUT -] UNDERSTANDING/
Rk | SENTENCE TINA

LANGUAGE
—p-| GENERATION/
GENESIS

KOREAN

[ PEXT
TINA | ourpur
PARTIAL
PARSING

WORD-FOR-
WORD

TRANSLATION

Figure 6: Robust Translation System

of NYU, Professor Key-Sun Choi of KAIST, Korea, and
Willis Kim of MITRE. Beth Sundheim provided us with the
MUC-II data as well as technical reports documenting the
data. Dr. Grishman provided us with his grammar, dic-
tionary, and semantic models for the MUC-II data. These
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