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ABSTRACT

This paper Identifles the types of sentence
fragments found In the taext of two domalns: medical
records and Navy equipment status messages. The
fragment types are related to full sentence forms
on the basls of the elements which were requlariy
deleted. A breaskdown of the fragment types and
their distributions In the +1wo domains Is
presented. An spproach to reconstructing the
semantic class of deleted elements In the medical
records |Is proposed which Is based on the semantic
patterns recognized in the domaln.

l.  INTRODUCTION

A large amount of natural I|anguage !nput,
whether to text processing or questlon-answering
systems, consists of shortened sentence forms,
sentence "fragments®. Sentence fragments are found
in Informal technical communications, messages,
headl Ines, and in telegraphlc communicat!ons.
Occurrences are characterized by their brevity and

Informational nature. in all of these, if people
are not restricted to using complete, grammatical
sentences, as they are In formal writing

situations, they tend to |eave out the parts of the
sentence which they belleve the reader will be abie
to reconstruct. This Is especlally true [f the
writer deals with a speclialized subject matter
where the facts are to be used by others In the
same fleld.

Severat approaches to such "I{i=formed"
natural |anguage !nput have been foliowed. The
LIFER system [Hendrix, 1977; Hendrix, et al., 1978]
and the PLANES system [Waltz, 1978] both account
for fragments f(n procedural terms; they co not
require the user to enumerate the types of
fragments which will be accepted. The Linguistic
String Project has characterized the regulariy
occurring ungrammatical constructions and made them

part of the parsing grammar [Anderson, et al.,
1975; Hirschman and Sager, 1982]. Kwasny and
Sondhe!mer (19a1) have used error=handl| ing
procedures to reiate the {ll-formed input of
sentence fragments to well~-formed structures,
While these approaches differ in the way they
determine the structurs of the fragments and the

deleted matertal, for
heavily, at some point,
semantic word-classes.

the most part they rely
on the recognition of
The purpose of this paper

Is to describe the syntactic characteristics of
sentence fragments and to Illustrate how the
domain-speclflic Information embodied In the
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cooccurrence patterns of the semantic word-classes
of 2 domalin can be utlilzed as a powerful tool for
processing a body of compact text, l.e. text that
contalns a large percentage of sentence fragments.
11. IDENTIFICATION OF FRAGMENT TYPES

The New York University Linguistic String
Project has developed a computer program to analyze

compact text In speciallzed subject areas using a
general parsing program and an Engllish grammar
augmented by procedures speciflc to the subject

areas. In recent years the system has been
tallored for computer analysl!s of free-text medical
records, which are characterized by numerous
sentence fragments. In the computer-anaiysis and
processing of the medical records, relatively few
types of sentence fragments sufficed to describe
the shortened forms, although such fragments
comprised fully 49% of the natural language input
[(Marsh and Sager, 1982]. Fragment types can be
related to full forms on the basls of the alements
which are regularly deleted. E!ements deieted from
the fragments are from one or more of the syntactic
positions: subject, tense, verb, object. The six
fragment types identified in the set of medical
records are shown In Table 1 as types I-VI,

A feature of fragment types that Is not
Immedlately obviocus Is the fact that they are
already known In the full grammar as parts of
fuller constructfons. The fragment +types reflect

deletlons found in syntactically distinguished
positions within full sentences, as [llustrated in
Table 2. For example, In normal English, a sentence

that contalns tense and the verb hag can occur as
the object of verbs Ilke find (e.g. She found that
the sentence was amblguaus,). In  the same

environment, as object of flnd, a reduced sentence
can occur In which the tense and verb he have been
omitted, as In fragment type | (e.g. She found the
sentence ampiguous,). In the same manner, other
reduced forms reflected In fragment types also

represent constructions generally found as parts of
regular EngllIsh sentences.

The fact that the fragment types can be
retated to full Engllish forms makes It possible to
view them as Instances of reduced

SUBJECT-VERB~-OBJECT patterns from which
components have been deleted.
can be represented as having a deleted tense and
verb he, of type Il as having a deleted subject,
tense, and verb he, etc. This makes it reiatively
stralghtforward to add them to the parsing grammar,

particular
Fragments of type |
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TABLE 2.

|. DELETED TENSE, VERB BE

A. N + PASSIVE PRED

B. N + PROGRESSIVE PRED
C. ADJECTIVE PRED
0. N

E.

N +
N +
N +
F. N+

A. PASSIVE PRED!ICATE
B. PROGRESSIVE PREDICATE

A. ADJECTIVE PRED!CATE
B. PN PREDICATE

1¥. DELETED SUBJECT, TENSE, VERB BE
NOUN PHRASE

V. DELETED SUBJECT, TENSE, VERB BE

INFINITIVAL PREDICATE

DELETION FORMS IN NORMAL ENGLISH

THE KING HAD HIM BEHEADED.

WE OBSERVED BILL TALKING TQ HIMSELF.
SHE FOUND THE SENTENCE AMBIGUQUS.
THEY FOUND HIS IDEA QF JNTEREST.
JOHN THOUGHT HIM 2% OB YOUNGER.

THEY CONSIDERED HER JHEIR SAYIOUR.

(1. DELETED SUBJECT, TENSE, VERB BE [VERBAL PREDICATE]

THE MAN, EINISHED WITH HLS WQRK, WENT HOME.
MARY LEFT WHISTLING A HAPPY TUNE.

111, DELETED SUBJECT, TENSE, VERB BE

GRACIOUS AS EYER, SHE WELCOMED HER GUESTS.
THE GUARD, IN GREAT ALARM, CALLED THE POLICE.

THE CHILD, A CLUMSY DANCER, TWISTED HER ANKLE.

THEY TOOK THE TRAIN IQ AYQID THE TRAFFIC.

and, at the same time, provides a framework for
identifying their semant!c content by relating them
to the corresponding ful!l forms.

The number of fragment +types that occur In
compact text of different technical domains appears
to be relatively limited. When the fragment types
found In medical records were compared wlth those
seen In a small sample of Navy equipment status
messages, flve of the six types found Iin the
medical records were also found In the Navy
messages. Only one addltlonai fragment type was
required to cover the Navy messages. This type
apoears In Table 1 as type VYIl, In which two
subjects have been deleted (Request advlise
acrangements for plck up).

While the number of fragment +types Is
retatively constant, the distribution of fragment
types varies according to the domain of the text.
Tabte 3 shows distributions for each of the
fragment types identified in Tabie !. For example,
In Table 3, while fragment +type IY¥Y, from which
subject, tense, and verb have been deleted, Is most
frequent In medical records, It [Is a much |less
frequent type In the Navy messages. On the other
hand, ftype Vi, from which a subject has been
deieted, Is relatively Infrequent in medlical
records, but much more frequent In Navy messages.

In additlion, the dlfferent sections of the
input differ with respect to the ratio of fragments
10 whole sentences and in the +types of fracments
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-physical examination, contained a relatively

they contaln. For example, the different sections
of the medical records that were analyzed (e.g.
HISTORY, EXAM, LAB-DATA, IMPRESSION, COURSE IN
HOSPITAL) were distinguished by differences in the
distribution of the fragment types. The EXAM
paragraph of the medical ftexts, In which the
physician describes the results of the patient's
large
of type I, especlally
adJective phrases, The COURSE IN  HOSPITAL
paragraph contained a larger number of ccmplete
santences than the other paragraphs.

number of  fragments

[TABLE 3. DISTRIBUTION OF FRAGMENT TYPES
IYpe MEDICAIL  NAYY
R 22% 36%
. 1% 6%
i, 12% 1%
v, 61% 15%
v. 1§ 4 0%
vi. 2% 28%
Vii, 0% 4%




111, RECONSTRUCTION OF DELETIONS

The deletions which relate fragment types *to
their full sentence forms fal! Into two maln
classes: (1) those found virtuaily In all texts and
(11) those speciflc to the domain of the text.

Just as the fragment types can be viewed as
incomplete reallzations of syntactic §=V=0
structures, the semantic patterns In sentence

fragments can be considered I[ncompiete reallzations
of the semantic S=v-0 patterns. In general terms,
the structure of Information In technical domains
can be specified by a set of semantic classes, the
words and phrases which belong to these classes,
and by a specliflcation of the patterns these
classes eonter into, l.e, the syntactic
relationships among the members of the classes
(Grishman, et al., 1982; Sager, 1978]. In the case
of the medicat sublanguage processed by the
Lingulistic String Project, the medlical subclasses
were derived through techniques of dlistributional

analysis [Hirschman and Sager, 1982]. Semantic
$-V=0 patterns were then derived from the
combinatory propertles of the medical c¢lasses in

the text [Marsh and Sager, 1982]; the semantic
patterns ldentified In a text are specific to the
domaln of the text. While they serve to formulate
sublanguage constraints which rule out Incorrect
syntactic analyses caused by structural or lexical
ambiguity, these relationships among classes can
aiso provide a means by which deleted elements In
compact text can be reconstructed. When a fragment
Is recognized as an Instance of a glven semantic
pattern, It Is then possible to specify a set of
the semantlc classes from which the medical
sublanguage class of the deieted eiement can be
selected.

On a superficlal level, the deletions of ha In

fragment types ic-f and |lla=b, for example, can be
reconstructed on purely syntactlc grounds by
fllling In the lexical Item Da. However, It |Is

also possible to provide further information and
specify the semantic class of the lexical Iitem Qe
by reference to the semantic S=V-0 pattern
manlfested by the occurring subject and object.
For example, in type |f fragment skin na »
and

The semantic S=V=-0 pattern In which these classes
play a part is:

BODYPART=~SHOWV ERB=5 IGN/ SYMPTOM
(as In Skin showed no eruptlons). Be can then be
assigned the semantic class SHOWVERB. Protein 23,
type le, enters Into the semantic pattern:

TEST-TESTVERB-TESTRESULT

and he can be assigned the class TESTVERB, which
relates a TEST subject with a TESTRESULT object.
Assigning a semantic class to the reconstructed pe
maximizes [ts informational content.

In addition to reconstructing a dlstingulshed
lexical Item, Ilke the verb Le, along with Its
semantic classes, [t is also possible to speclfy
the set of semantic classes for a deleted element,
even though a lexical Item Is not Immediately
reconstructable. For example, the fragment Ig
recalve follg aclc, of Type VI, contalns a verd of
the PTVERE class and a MEDICATION object, but the
subject has been deleted. The only semantic
pattern which permits a verb and object with these
medical subciasses Is the S-v=0 pattern:

PAT |ENT-PTVERB-MED ICATION
Through recognition of the semantic pattern I[n
which the occurring elements of the fragment play a

role, the semantic class PATIENT can be specified
for the deleted subject. Patlent Is one of the
distinguished words 1In the domain of narrative
medical records which are often not explicltly

mentlioned In the text, although they pifay a roie In
the semantic patterns.

The S~V-0 relations, of which the fragment
types are incamplete reallzations, form the basis
of a procedure which specifies the semantic classes
of deleted alements In fragments. Under the best
conditions, the set of semantic classes for the
deleted form contains only one eiement. [+ [s also
possible, however, for the set to contain more than
one semantic class. For exampie, the type |la
fragment Paln also noted In hands and knees, when

regularized to normal active S-V-0 word order as
poted pain lIn hands and knees, has a deleted
subject. The set of possible medical cfasses for

the deleted subject consists of ) PATIENT, FAMILY,
DOCTOR}, since a fragment with a verb of the
OBSERVE class, such as agte, and an object of the
SIGN/SYMPTOM class, such as pailn, can enter I'ric

skin has the medical subclass BODYPART,
eruptions has the medical subclass SIGN/SYMPTOM.
SUBJECT YERS ORIECT
FAMILY OBSERVE SIGN/SYMPTOM
PATIENT OBSERVE SIGN/SYMPTOM
DOCTOR OBSERVE  SIGN/SYMPTOM
FIGURE 1.

EXAMPLES OF SUBJECT-VERB-CBJECT PATTERNS

(MOTHER QBSERYED FEVER.)
(PATIENT CBSERVED FEYER.)
(DOCTOR OBSERVED FEVER.)
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any of the S~V=Q patterns In Figure 1. The cholce
of one subclass for the deleted eiement from among
elaments of the set of possible subclasses is
dependent on several factors. Flrst, properties of
paragraph structure of the text place restrictions
on the selection of semantic class for a deleted
element, The fragment notad paln 1n hands and
kness would select a DOCTOR subject If written In
the IMPRESSION or EXAM paragraph of the text, but,
In the HISTORY paragraph, a PATIENT or FAMILY
subject could not be excluded. A second factor Is
the presence of an antecedent having one of the
semantic classes speci!fled for the deleted element,
If a possible antecedent having the same semantic
class can be found, subject to restrictions on
change of topic and discourse structure, then the
deleted element can be fliled In by its antecedent,
restricting the semantic class of the deleted
element to that of the antecedent. However, an
antecedent search may not always be successful,
since the antecedent may not have been expiicitly
mentioned In the text. The antecedent may be one
of a «class of distingulshed words In +he
sublanguage, such as patiant and doctor, which may
not be previcusly mentioned In the body of the
text,

Thus, semantic patterns der[ved from
distributional analysis parmi+ the spec!fication of
a set of semantic classes for deleted elements In
texts characterized by a large proportion of
sentence fragments. This specification can
facilitate the reconstruction of deleted elements
by limiting cholce among possible antecedents.

1V, CONCLUSION

In this paper, seven deletion patterns found
In technical compact text have been identifled.
The number of fragment types Is relatively |Imited,

Flve of the seven occur In the full grammar of
Engl Ish as subparts of fuller structures. These
syntactic fragment +types <can be viewed as
Incomp! ete real izations of syntactic
SUBJECT-VERB~0BJECT structures; the semantic
patterns In sentence fragments are found to be
Incomp! ete real Izations of the semantic
SUBJECT-VERB-(BJECT patterns found In full
sentences. Semantic classes can be specified for
deleted elements In sentence fragments based on
these semantic patterns.
ACKNOWL EDGMENTS

This research was supported In part by
National Sclence Foundation grant number
18T79-20788 fram the Dlvislon of Information
Sclence and Technology, and in part by National
Library of Medlcine grant number 1~RO1-LMO3933
awarded by the Natfonal Institute of Health,

Department of Health and Human Services.

103

REFERENCES

Anderson, B., Bross, 1.0.J. and N. Sager (197%5).
Grammatical Compression In Notes and Records.

limnr_L:an Jdournal of Linguistics

4,

Grishman, R., Hirschman, L., and C. Friedman
(1982). Natural Language Interfaces Using
Limited Semantic Information. Proceeadings
9th Q0

(COL ING 82), Prague,

Czechosiovakla.

Hendrix, G. (1977).
Natural Language Processing.
Sth 1IGAl, Cambridge, Mass.

Hendrix, G., Sacerdoti, E., Sagalowicz, 0., and J.
Slocum (1978). Developing a Natural Language
Interface to Complex Data, ACM TODS 3:2.

Human Engineering for Applled
Proceedings of

Hlrschman, L. and N. Sager (1982). Automatic
Information Formatting of a MedIcal
Sublanguage. Sublanguage: Studles qf Laaguage
ln Bastricted Semant(c Domalns (R. Kittredge
and J. Lehrberger, eds.). Walter de Gruyter,
Beriln,

Kwasny, S.C. and N.K. Sondhe(mer (1981).

Relaxation Techniques for Parsing |il=-formed

Input., American .ournal of Computationpal
Linguistics 7:2.

Marsh, E. and N. Sager (1982). Analysis and
Processing of Compact Text. Procsadings of
thae 9th on

lnternatiqnal Conference
Lingulstics (COLING 82), Prague,
Czechosiovakla.

Sager, N. (1978). Natural Language information
Formatting: The Automatfc Conversion of Texts
to a Structured Data Base. In Advances In

Computers 17 (M.C. Yovits, ed.), Academic
Press, New York.

Waltz, D. (1978). An English Language Question
Answering System for a Large Reiatfonal Data
Base, CACM 21:7.



