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1 Research interests
My research interests lie in the area of natural lan-
guage generation (NLG), more specifically, I focus on
the faithfulness of NLG. Following Maynez et al. (2020),
we define faithfulness as adherence to a given set of in-
puts (such as a result of a database lookup or a system
action). These inputs can either be given by the user
with the goal of a given transformation (e.g. data-to-text
generation or summarization), or by a dialogue system to
compose a reply to the user.

In contrast to numerous works that focus on factual-
ity, i.e. the real-world truth value of a statement, (Azaria
and Mitchell, 2023; Lin et al., 2022), I believe that faith-
fulness is a more useful quality in the realm of dialog
systems since it measures whether the user received the
information they asked for. Thus, my research is directly
applicable to the task of dialog response generation.

My research is guided by two research questions:

1. How can we determine if a generated text is faithful
to its source data?

2. Which factors affect the faithfulness of an LLM’s
output and how can we manipulate them to achieve
better accuracy?

In the following sections, I will outline my progress
and plans for how to evaluate faithfulness and thus an-
swer the first research question (Sec 1.1), my plans to un-
derstand and improve the faithfulness of systems to seek
answers to the second research question (Sec 1.2), and
my previous work on treating script generation as a dia-
logue system task (Sec 1.3).

1.1 Evaluation of faithfulness
There are several challenges when designing a robust pro-
tocol to evaluate faithfulness. Most metrics rely on the
presence of gold reference data (Papineni et al., 2002;
Zhang et al., 2020; Kane et al., 2020) that is not always
available. Furthermore, some problems have more than
one correct solution, and comparing to an arbitrary refer-
ence might not always favor the best outputs.

Additionally, in our work examining data contamina-
tion (i.e. presence of testing data in the training data)
(Balloccu et al., 2024), we found that many datasets with

gold annotations, such as several variants of MultiWOZ
(Budzianowski et al., 2018; Eric et al., 2020; Ye et al.,
2022) and some datasets used for DSTC (Zhao et al.,
2023) were leaked to closed-source language models by
users. With works examining the presence of datasets in
CommonCrawl (Li et al., 2024), we cannot even be en-
tirely sure that open-weight models with secret training
data, such as Mistral (Jiang et al., 2023) or Llama2 (Tou-
vron et al., 2023) are free from data contamination. This
casts a shadow of doubt on whether the models truly gen-
eralize well or whether a part of their success is due to
data contamination.

Therefore, in my research, I will focus on reference-
free evaluation methods that can be used on freshly mined
data, such as the QUINTD dataset (Kasner and Dušek,
2024). We have seen some success using LLMs as eval-
uators for dialogue response generation (Plátek et al.,
2023) and we are currently extending this work on new
datasets and with comparison to crowd-workers of sev-
eral proficiency levels determined based on a qualifica-
tion screening test. Currently, there are also reference-
free metrics based on natural language inference (NLI),
however, they are not yet equipped to deal with structured
data or with data of various lengths. We intend to address
this issue in our future work.

We do not intend to replace human evaluation using
these methods since insights gained by a well-performed
human analysis are unparalleled. We rather see automatic
evaluation as a proxy for situations where time and re-
sources are limited, such as in a development cycle when
trying to estimate the effect of a change. Additionally, hu-
man and automatic evaluation should complement each
other to assess the strengths and weaknesses of a system
comprehensively.

To simplify human (or LLM) annotation of LLM faith-
fulness errors, my colleagues and I developed a tool
called factgenie1 (Kasner et al., 2024), which will be pre-
sented at INLG as a demo the week after YRRSDS. Fi-
nally, we have prepared a comprehensive survey of how
automatic evaluation is generally performed in NLG and
extended a set of best practices (Schmidtová et al., 2024).
This work will also be presented at INLG. One of our

1https://github.com/kasnerz/factgenie
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main findings was that evaluation in NLG is currently
very divided. The most prominently used metrics are
based on N-gram overlap, such as BLEU (Papineni et al.,
2002), which is unfortunate, since Reiter (2018) shows
that they have little informational value in NLG.

1.2 Understanding and improving faithfulness
When trying to understand the faithfulness of LLMs to a
given input, prompts are the easiest external factor to ex-
amine. Axelsson and Skantze (2023) observed that ask-
ing an LLM to stick to the provided facts indeed increases
their faithfulness. In our research, we intend to explore
how various circumstances, such as prompt length, gram-
matical correctness, or the presence of specific instruc-
tions, affect the faithfulness of a language model.

Moreover, we also intend to use probing to observe
how the different prompts activate different parts of the
network and thus elicit different results. We draw in-
spiration from work where probing was used to seek out
and modify facts stored in LLMs’ trained weights (Meng
et al., 2022) or to classify if an LLM believes that a state-
ment supplied by the user on the input is true (Azaria and
Mitchell, 2023).

1.3 Previous work on theatre play script generation
The majority of my past work on theatre play generation
was performed with a single language model predicting
the next character utterance (Schmidtová et al., 2022).
However, one of the downsides of this approach was the
lack of consistency in the characters’ personalities. As a
small side project, we decided to treat this task as a con-
versation between three language models, each of them
fine-tuned to represent a separate character (Schmidtová
et al., 2022). To keep things simple, we classified char-
acters in movie scripts into pessimists, optimists, and re-
alists by observing the average sentiment of their utter-
ances. We showed that by training each model separately,
the consistency of characters was indeed improved.

2 Spoken dialogue system (SDS) research
The arrival of large language models trained using re-
inforcement learning from human feedback changed the
way how the public perceives dialogue systems and what
to expect from them. I believe there are two directions
in research we should pay attention to in the next 5-10
years:

Multidisciplinary collaboration We might not even
be aware of all the ways how the public uses dialogue sys-
tems and often only hear about the use cases where some-
thing went wrong, such as a lawyer citing non-existent
cases (Merken, 2023). I believe it is important to connect
with other fields, especially psychology, to have a better
understanding of how SDSs impact the users so we can

make more informed decisions about how we design and
present the systems to make them safer.

Educating the public Last, but not least, we see many
public figures make bold statements about how LLMs
will make entire careers, such as programmers, obso-
lete. Generally, the boldest claims do not come from re-
searchers, but rather from executives seeking to increase
profits of the companies they run. For this reason, I
believe that communicating research to the public has
grown equally as important as the research itself. Sci-
entists should be the figures that the public looks to with
questions, yet they are often not very visible outside of
academic grounds. As young researchers, we can start
small, for example by giving talks to high school students
or interested communities around us.

3 Suggested topics for discussion
These are the topics I would like to suggest for discus-
sion:

• Data contamination: to what extent should we
examine and worry about dialogue datasets being
contained in CommonCrawl or the training sets
of closed-source models?

• Evaluation: should we strive for a more general
and unified set of evaluation practices or rather try
to adapt the metrics used to the presented dialogue
system?

• Multidisciplinary collaboration: Other fields,
such as robotics or social sciences can be very bene-
ficial to SDS and provide insights to make them bet-
ter and safer. On the other hand, the structure and
funding distribution of universities does not always
favor such collaboration. How do others tackle this,
if at all?
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