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Abstract

These notes describe the participation of the
UMUTeam in EDiReF, the 10th shared task of
SemEval 2024. The goal is to develop systems
for detecting and inferring emotional changes
in the conversation. The task was divided into
three related subtasks: (i) Emotion Recogni-
tion in Conversation (ERC) in Hindi-English
code-mixed conversations, (ii) Emotion Flip
Reasoning (EFR) in Hindi-English code-mixed
conversations, and (iii) EFR in English conver-
sations. We were involved in all three and our
approach is based on a fine-tuning approach
with different pre-trained models. After evalua-
tion, we found BERT to be the best model for
ERC and EFR and with this model we achieved
the thirteenth best result with an F1 score of
43% in Subtask 1, the sixth best in Subtask 2
with an F1 score of 26% and the fifteenth best
in Subtask 3 with an F1 score of 22%.

1 Introduction

Emotion, often defined as an individual’s men-
tal state associated with thoughts, feelings and
behavior, has been categorized in various ways
throughout history. Modern classifications include
Plutchik’s (Plutchik, 1982) eight primary types and
Ekman’s (Ekman, 1993) emphasis on facial ex-
pressions. In Natural Language Processing (NLP),
emotion recognition has gained popularity for its
applications in opinion mining, healthcare, etc.
Although textual emotion recognition has been
studied extensively, attention has recently shifted
to Emotion Recognition in Conversation (ERC),
driven by the availability of conversational data
(Yeh et al., 2019) (Chen et al., 2018).
Conversation or dialogue is the main mode of in-
formation exchange between individuals, highlight-
ing the prevalence of code-mixed (Kasper and Wag-
ner, 2014), where multiple languages are integrated
into the conversation. Despite extensive research
on ERC, previous studies have largely focused on

monolingual dialogues, neglecting code-mixed con-
versations. However, in the paper (Kumar et al.,
2023a), the authors propose ERC models adapted
to code-mixed dialogues, highlighting the need for
datasets and resources in this area. Furthermore,
they propose to incorporate common sense knowl-
edge to better understand the emotions evoked in
the conversation, and present a process to adapt
existing English-based common sense knowledge
graphs for code-mixed input.

ERC aims to identify emotions in sequences of
utterances or dialogues rather than in isolated texts.
In many cases, it is necessary to understand the
emotional changes in a conversation is necessary
in addition to identifying the speaker’s emotion.
However, understanding the emotional changes in
a conversation is an challenging task that requires
detailed analysis. Hence, the task of Emotion Flip
Reasoning (EFR) (Kumar et al., 2022), which fo-
cuses on identifying the cause of a speaker’s emo-
tional change in a dialogue.

The EDiReF shared task (SemEval 2024) fo-
cuses on discovering and explaining the emotion
change in the conversation (Kumar et al., 2024).
It is divided into three subtasks: (1) Subtask
1: ERC in Hindi-English code-mixed conver-
sations. Given a Hindi-English code-mixed dia-
log, the goal is to assign an emotion to each utter-
ance from a predefined set of possible emotions
(Kumar et al., 2023c); (2) Subtask 2: EFR in
Hindi-English code-mixed conversations. Given
a Hindi-English code-mixed dialog, the goal is to
identify the trigger utterance(s) for an emotion flip
in a multi-party conversation dialog (Kumar et al.,
2022, 2023b); and (3) Subtask 3: EFR in English
conversations. Given an English conversation, the
goal is to identify the trigger utterance(s) for an
emotion flip in a multi-party conversation dialog
(Kumar et al., 2022, 2023b).

For this task, we propose an approach based on
fine-tuning pre-trained Transformer-based models.
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In a nutshell, fine-tuning is a process by which a
pre-trained model, previously trained on a specific
task, is adjusted to adapt to a related but different
task using a labeled dataset. In addition, a text
processing process has been performed where, if
possible, past and future conversations or emotions
are added to the current user’s sentence as input
to the model. In this way, the model can have the
context of the user’s emotion in the past and future
states.

These working notes are organized as follows.
In Section 2, the reader will find a summary of
important details about the task setup. Section 3
gives an overview of our system. Next, Section 4
presents the specific details of our systems. The
results are then discussed and presented in Section
5. Finally, the conclusions are presented in Section
7.

2 Background

Sentiment Analysis (SA) is the study of human
attitudes and feelings in specific situations, focus-
ing on understanding emotions expressed through
speech, voice, facial expressions and behavior. It
typically identifies positive, negative and neutral
emotions (Fu et al., 2023). In contrast, Emotion
Recognition (ER) attempts to identify more nu-
anced emotions such as joy, hate and disgust, and
modern classifications include Plutchik’s (Plutchik,
1982) eight primary types and Ekman’s (Ekman,
1993) emphasis on facial expressions. Emotion
recognition spans text, audio and video modalities
and differs from sentiment analysis in that it con-
siders the context and interdependence between
speakers within a conversation.

Multimodal emotion recognition has become an
important research topic, mainly due to its poten-
tial applications in many challenging tasks such
as dialog generation, user behavior understanding,
multimodal interaction, and others. Therefore, a
conversational emotion recognition system can be
used to generate appropriate responses by analyz-
ing the user’s emotions. According to (Poria et al.,
2019), ERC poses several challenges such as mod-
eling the conversational context, emotion shifts of
interlocutors, and others, which make the task more
challenging. Recent works propose solutions based
on multimodal memory networks (Hazarika et al.,
2018). However, they are mostly limited to dyadic
conversations and are therefore not scalable to ERC
with multiple interlocutors. Furthermore, previous

studies have largely focused on monolingual dia-
logues, neglecting code-mixed conversations (Ku-
mar et al., 2023a).

In a conversation, utterances generally depend
on the context of the conversation. This is also true
for the emotions associated with them. In other
words, the context acts as a set of parameters that
can influence a person to make an utterance while
expressing a certain emotion. This context can be
modeled in different ways, for example using Re-
current Neural Networks (RNN) and Memory Net-
works (Hazarika et al., 2018) (Serban et al., 2017).
Public datasets available for multimodal emotion
recognition in conversation, such as IEMOCAP
(Busso et al., 2008) and SEMAINE (McKeown
et al., 2010), have facilitated a significant number
of research projects, but they also have limitations
due to their relatively small number of total utter-
ances and the lack of multipart conversations.

Understanding the emotional flips in a conver-
sation requires a detailed analysis. This is where
Emotional Flip Reasoning (EFR) comes in, which
focuses on identifying the cause of a speaker’s emo-
tional flip in a dialogue. The EFR process consists
of three stages (Kumar et al., 2022): identifying
the utterance in which the emotional flip occurs,
identifying the triggers responsible for the change,
and assigning psychologically motivated instiga-
tor labels to the triggers to explain the emotional
flip. Therefore, the EFR task has the potential to
improve the user experience in a conversational
dialog system, especially in the generation of em-
pathetic responses (Lin et al., 2019), (Ma et al.,
2020).

In recent years, with the rapid development in
the field of NLP, many pre-trained models based
on Transformer have emerged. These models are
trained on large corpora of unlabeled text and, due
to their transfer learning capability, can be adapted
to different tasks such as classification, translation,
response generation without the need of a large
training corpus. For example, (Garcia-Diaz et al.,
2023) and (Garcia-Diaz and Valencia-Garcia, 2022)
demonstrated the effectiveness of Transformers-
based models for identifying hate speech and satire.
Therefore, in this study, different pre-trained mod-
els were evaluated for the ERC and EFR tasks.

The models evaluated are: (1) XLM-RoBERTa-
base (Conneau et al., 2019); (2) DeBERTa-V3-
base(He et al., 2021); and (3) BERT (Devlin et al.,
2018). For the ERC and EFR tasks, we evaluated
the basic version and the version without the mask,
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which removes the accent markers.

3 System overview

Figure 1 shows the general architecture of our ap-
proach for the three subtasks, which is mainly di-
vided into two modules: data processing and fine
tuning.

In the processing module, for Subtask 1 (ERC),
we first translated the statements into English, since
most language models are pre-trained in English
and have shown good performance in the emotion
identification and sentiment analysis tasks. They
were then grouped by user, as this provides a co-
herent context for analyzing their emotional state,
rather than adding conversational context from
other speakers. Therefore, by examining all the
interventions made by the same speaker, we gain a
deeper understanding of their emotional state at the
time of the target intervention. Furthermore, we
believe that adding more context could introduce
noise and reduce the performance of the models.
Once grouped, for each current statement of the
user, the previous statement was concatenated with
the next by a semicolon. For example, for state-
ment U3 from a particular user, the input to the
model would be U2;U3;U4. For subtasks 2 and 3
(EFR) in addition to concatenating the previous and
subsequent statements from the same user for each
current statement, the emotion of each statement is
added. For example, for statement U3, the input to
the model would be U2-e2;U3-e3;U4-e4, where ¢
represents the user’s emotion at that moment. The
figure 2 shows examples of processing for the user
Ross in a specific conversation.

Processing
User 1

Input

User2

Dialogue ——3 ( ) ——» Preprocess
.
H
:
I Usern
Translation : g
. n Pre-trained
Fine-tuning models
‘ XLM ‘
- Sequence
Encode *b‘ DeBERTa ——> Fine-uning ——» Classificaion —— Final Model

Layer

BERT ‘

Figure 1: System architecture

In the fine tuning module (see Figure 1), the in-
puts are first tokenized according to the tokenizers
of the pre-trained models. Next, the pre-trained

model is loaded as the basis for the classification
task. Next, a sequence classification layer is added
on top of the pre-trained model. This layer takes
the last hidden state generated by the pre-trained
model and performs classification based on the la-
bels of the specific classification task. In this case,
we used the sequence classification layer from the
Transformers' library for each pre-trained model.
Finally, the tuning is performed out and a perfor-
mance is evaluated using the validation set.

4 Experimental setup

To train the three subtasks, we used the data set
provided by the organizers, which consists of a
training set and a validation set. In Figure 3 and
Table 1 we can see the distribution of the training
and validation sets for the three subtasks.

Training and validation set distribution
W Train W Validation
4000

3000
2000

1000

netral

joy anger sadness  contempt fear surprise disgust

Emotion

Figure 3: Training and validation set distribution of
Subtask 1.

Table 1: Training and validation set distribution of Sub-
task 2 and 3.

Set Triggers No triggers
Subtask 2

Train 6542 92235

Validation 434 7028
Subtask 3

Train 5575 29416

Validation 494 3027

For all three subtasks (1, 2, 3), we used the same
fine-tuning hyperparameters, namely: a batch size
of 8 for both training and validation, 10 epochs, a
learning rate of 2e-5, and a weight decay of 0.01.
During training, we used the weighted F1 as a refer-
ence. To evaluate the three subtasks, the organizers

"https://github.com/huggingface/transformers
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Ross

(U1: No wait, look. Look! I'm sory, it's just I've never even
U2: Yes but too me he's just, man. - Neutral
U3: Ugh, can you believe that guy! - Disgust

-~ Foar |

Subtask 1

u1 ; Yes but too me he's just.

man

EE ; Yes but too me he's just

man.; Ugh, can you believe that guy!
us : Ugh, can you believe that guy!

Subtask 2, 3

u1: - Fear ; Yes but too me
he's just. man. - Neutral
uz - Fear ; Yes but too me
he's just, man. - Neutral ; Ugh, can you believe that guy! - Disgust
u3 - Neutral ; Ugh, can you believe that guy! -
Disgust

Figure 2: Examples of processing for subtasks 1, 2, and 3.

used the weighted F1, an evaluation metric used in
classification problems that takes into account the
class imbalance in the data. While the traditional
F1 score calculates the harmonic mean of preci-
sion and recall for all classes equally, the weighted
F1 score weights these measures according to the
number of samples in each class.

5 Results

Table 2 shows the results obtained on the test set
with different models for Subtask 1 on the ERC.
We can see that the XLM-R model obtained the
best result with a weighted F1 score of 42.878%,
followed by BERT with a weighted F1 score of
42.691%.

Table 2: Evaluation of different pre-trained models in
test set of Subtask 1.

Model W-R W-P W-F1
Subtask 1

XLM-R 44.9367 42.1941  42.878

DeBERTa 43.5443 41.0664 41.7686

BERT 44.8734 42.4540 42.6910

Table 3 shows the results of Subtask 2, which is
an EFR task, on a dataset of Hindi-English code-
mixed conversations. The evaluation metric is
the F1 score of the triggers, and it can be seen
that BERT is the only model that obtained a score
greater than 0, with 25.8721% in F1 score. The
XLM-R and DeBERTa models were not able to
predict emotion change triggers well because they
were fine-tuned with the same hyperparameters, so
it may be necessary to use different hyperparame-
ters, such as a smaller learning rate. Therefore, as a
future line, it is proposed to perform hyperparame-

ter tuning to fine-tune the models to achieve better
performance.

Regarding Subtask 3, which has the same objec-
tive as Subtask 2, but on a dataset of English code-
mixed conversations, it can be observed that BERT
and DeBERTa are the only two models that have
obtained an F1 score greater than 0, with 22.4764%
for BERT and 17.1111% for DeBERTa (see Table
3).

Table 3: Evaluation of different pre-trained models in
test set of Subtask 2 and 3.

Model Recall Precision F1
Subtask 2

XLM-R 0.0 0.0 0.0

DeBERTa 0.0 0.0 0.0

BERT 21.3942 32.7206 25.8721
Subtask 3

XLM-R 0.0 0.0 0.0

DeBERTa 13.1737 24.4057 17.1111

BERT 19.3328 87.9103 22.4764

Therefore, we have chosen the BERT model for
this task, since it outperforms the other models in
all three subtasks, except for the first, where it is
0.187% worse than XILM-RoBERTa, which does
not exceed 1%. In this case, we have obtained
the thirteenth position in Subtask 1, the sixth in
Subtask 2 and the fifteenth in Subtask 3.

6 Error analysis

For error analysis, we extracted the confusion ma-
trix from BERT using the Subtask 1’s test sets. A
confusion matrix is a tool used in error analysis,
especially in classification scenarios, by illustrating
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the performance of a model in predicting true class
labels compared to the model-predicted classes.

In Figure 4, we can see that our system tends
to confuse the Neutral emotion in the ERC task,
due to the unbalanced training set provided by the
organizers, where the Neutral emotion occupies
the highest percentage. Furthermore, the disgust
emotion was not correctly identified in any case.

anger 19.01% 6.34% 0.00% 10.56% 6.34% 9.86% 141%

contempt  7.32% 17.07% 4.88% 2.44% 9.76% 0.00%

disgust 11.76% 23.53% 0.00% 0.00% 0.00% 11.76%

fear 12.30% 0.00% 0.00% 14.75% 574% 4.10%

Real Values

joy 3.15% 315% 0.29% 2.29% REERAG 430% 2.58%

neutral 4.73% 198% 0.15% 3.96% 3.66% 3.51%

sadness  4.52% 0.65% 1.29% 8.39% 26.45% 2.58%

surprise  5.26% 1.75% 0.00% 3.51% 0.00%

anger
contempt
disgust
fear

Joy
neutral
sadness
surprise

Predicted Values

Figure 4: BERT confusion matrix in the test set of
subtask 1.

Table 4 shows a classification report of our
model in the EFR task of Hindi-English code-
mixed conversation (Subtask 2). We can see that
our system tends to identify instances as “No trig-
gers” and has a higher recall due to the imbalance
in the training set, which contains more instances
of “no triggers”. As for Subtask 3, the same phe-
nomenon occurs as in Subtask 2, as shown in Table
5.

Table 4: BERT’s classification report of Subtask 2 in
the test set.

Precision  Recall F1
No triggers 95.5918 97.4842 96.5287
Triggers 32,7206 21.3942 25.8721
Macro avg 64.1562 59.4392 61.2004
Weighted avg  92.1907 93.3680 92.7065

Table 5: BERT’s classification report of Subtask 3 in
the test set.

Precision Recall F1
No triggers 87.9103 91.7570 89.7924
Triggers 26.8409 19.3328 22.4764
Macro avg 57.3756 55.5449 56.1344
Weighted avg 79.6494 81.9602 80.6866

7 Conclusion

We have described the UMUTeam’s participation
in the 10th shared task 10 of SemEval 2024, the
goal of which was to develop models for detect-
ing and reasoning about the emotion change in the
conversation. The task consists of three subtasks:
(i) Emotion Recognition in Conversation (ERC)
in Hindi-English code-mixed conversations, (ii)
Emotion Flip Reasoning (EFR) in Hindi-English
code-mixed conversations, and (iii) EFR in English
conversations.

For all three subtasks, we used the fine-tuning ap-
proach of pre-trained models and performed a text
processing process where, where possible, previous
and future conversations or emotions are added to
the current user’s sentence as input to the model. In
terms of results, our system achieved the thirteenth
best result in Subtask 1 with an F1 of 43%, the
sixth best in Subtask 2 with an F1 of 26%, and the
fifteenth best in Subtask 3 with an F1 of 22%.

The study of emotional shifts provides a valuable
insights for understanding psychographic charac-
teristics in author profiling in the political context.
Political communication is inherently intertwined
with emotional appeals, and the ability to iden-
tify patterns of emotional shifts provides insight
into the psychological makeup of political authors.
Therefore, we plan to further validate the effec-
tiveness of emotion flip inference by applying it to
our PoliticES 2022 and 2023 datasets (Garcia-Diaz
et al., 2022; Garcia-Diaz et al., 2023) thus, con-
tributing to a more comprehensive understanding
of the ideologies, motivations, and communication
strategies of political figures.
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