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Abstract
This paper presents a methodological approach for establishing control corpora in the context of depression detection
in the Modern Greek language. We discuss various methods used to create control corpora, focusing on the
challenge of selecting representative samples from the general population when the target reference is the depressed
population. Our approach includes traditional random selection among Twitter users, as well as an innovative
method for creating topic-oriented control corpora. Through this study, we provide insights into the development of
control corpora, offering valuable considerations for researchers working on similar projects in linguistic analysis
and mental health studies. In addition, we identify several dominant topics in the depressed population such as
religion, sentiments, health, sleep and digestion, which seem to align with findings consistently reported in the literature.
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1. Introduction

NLP research has significantly contributed to de-
pression screening through the development of
models for both speech and text applications. The
pioneering efforts in depression detection com-
menced with the groundbreaking work of De Choud-
hury et al. (2013). Employing crowdsourcing
techniques, they identified Twitter users exhibit-
ing symptoms of depression through the CES-D
questionnaire (Center for Epidemiological Studies-
Depression; Radloff 1977). Their findings revealed
distinctive traits among depressed individuals, in-
cluding reduced social activity, heightened nega-
tive emotions, increased self-focus, engagement
with medical-related topics, and an elevated expres-
sion of religious thoughts. The connection between
language and various psychological states was ini-
tially articulated by Gottschalk and Gleser (1969)
through the Gottschalk method, wherein lexical fea-
tures extracted from speech data were posited to
reflect different psychological dimensions. Building
upon this notion, Pennebaker et al. (2003) endeav-
ored to uncover unique linguistic patterns associ-
ated with depression. The majority of research in-
vestigating the influence of language on depression
tends to depend on lexical indicators (both function
and content words) rather than larger structures
(i.e., sentences), often sourced from dictionaries
like Linguistic Inquiry and Word Count (LIWC) (Cop-
persmith et al., 2014; De Choudhury et al., 2014;
Rude et al., 2004; Stirman and Pennebaker, 2001).
In addition, alongside lexicon-based methods, top-
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ics discussed within textual data have also been
employed either independently (Resnik et al., 2015;
Tsugawa et al., 2015) or in conjunction with lexical
features (Tadesse et al., 2019; Eichstaedt et al.,
2018; Resnik et al., 2013).

Social media platforms have played a crucial role
in examining mental health disorders, serving as
virtual communities that encompass two dimen-
sions: communication (i.e., the interaction among
users) and social status indication (i.e., users’ self-
representation). Furthermore, a benefit of these
platforms is the ability to collect metadata informa-
tion such as socio-demographic details (e.g., age,
gender), time span, location, and user-network in-
formation. This enables a more comprehensive un-
derstanding of users within the virtual space, while
also facilitating the tracking process in case of a
disease outbreak (Li and Cardie, 2013; Schmidt,
2012).

Typically the data collection methods for depres-
sion detection in social media platforms involve
four approaches (Guntuku and et al., 2017). In the
first approach, which is based on crowd-sourced
surveys, users fill out a depression questionnaire
and then share their Facebook or Twitter content
(De Choudhury et al., 2013; Tsugawa et al., 2015).
This method enables the assessment of their men-
tal health status, as the questionnaire-derived in-
formation helps determine whether they belong to
the depressed or to the control population. The
second approach, self-reported diagnoses, target
users who are identified through self-declarations
(e.g., ‘I was diagnosed with depression’). The latter
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was introduced in the 2015 Computational Linguis-
tics and Clinical Psychology (CLPsych) workshop'.
A third approach, described as the participation at
specific blog communities, involves data collection
from users registered in online forums (such as Red-
dit?; De Choudhury et al. 2016). Finally, data can
be directly extracted from social media platforms
based on keywords (“data which contain words
drawn from a specific vocabulary"), and subse-
quently post-processed by human experts following
specific annotation guidelines (Prieto et al., 2014).
In this study, we opted for the second approach
in order to target users experiencing depression.
Moreover, we chose not to employ crowdsourcing
to collect candidate users, considering the poten-
tial challenges posed by the Greek Twittersphere,
and rather followed an automated method.These
challenges include the difficulty of reaching a large
crowd due to concerns about privacy, anonymity,
and the stigma associated with disclosing mental
health issues. These factors could deter individu-
als from openly participating in crowdsourced data
collection efforts (Naslund et al., 2015). In addition,
users who voluntarily participate may systemati-
cally differ from those who do not, ultimately im-
pacting the generalizability of findings.

The paper is organized as follows: in Section 2
we review previous studies related to techniques
utilized for constructing control corpora (i.e., cor-
pora representing the normal population). Section
3 outlines our methodology for compiling the de-
pression corpus, including also the establishment
of control corpora through two methods: random
selection and consideration of topics identified in
the corpus of depressed users. Specifically, we
present the methodological approach for generat-
ing the topic-oriented control corpus and the results
of topic modeling using various pretrained models
both monolingual and multilingual. Finally, in Sec-
tion 4, we provide a summary of the key findings.

2. Previous Work

Various techniques have been employed to create
a control corpus (CC) of non-depressed individuals.
Chancellor and De Choudhury (2020) identify five
ways of constructing a control corpus sample: (i)
CC is checked and evaluated in order to ensure it
does not contain people having a mental disorder
(De Choudhury et al., 2013; Guan et al., 2015) ;
(i) CC is created based on the application of ran-
dom selection among social media users, thus the

"The CLPsych Shared Task (Coppersmith et al.,
2015a) focused on the implementation of Machine Learn-
ing methods to differentiate between Twitter users with
depression and users with Post Traumatic Stress Disor-
der (PTSD).

2https://www.reddit .com/
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process does not guarantee the inclusion of peo-
ple with mental health issues (Mitchell et al., 2015;
Coppersmith et al., 2014, 2015b); (iii) CC data is
collected considering specific criteria which are in-
dicative of the absence of mental health issues.
For instance, users’ interests and participation in
communities related to mental health topics or se-
lection of users who had never used in their posts
related terms to depression (Shen et al. 2013; Yates
et al. 2017); (iv) CC is derived according to match-
ing criteria such as demographic and behavioral
properties (i.e., age and gender; Coppersmith et al.
(2015b); Landeiro Dos Reis and Culotta (2015) and
the selection of a specific time span (Li et al., 2019);
and (v) CC dataset is different from the original
dataset (Orabi et al. 2018; Soldaini et al. 2018).
Furthermore, in order to exclude true positive
cases from the data, sampling techniques have
been utilized to focus on particular social media
users. Rafail (2018) underscores the importance
of sampling as a significant yet frequently over-
looked aspect of managing databases containing
social media content. He further proposes a ty-
pology, categorizing populations into three distinct
types based on the methodology used in construct-
ing the database. These categories include un-
bounded populations (i.e., no restrictions applied),
semibounded populations, and bounded popula-
tions. More specifically, semibounded populations
are also divided into user-restricted by means of
selecting users who fulfill certain criteria and topic-
restricted, when these are drawn around a particu-
lar topic. Nevertheless, the amalgamation of both
methodologies results in bounded populations.

3. Corpora compilation

With respect to the construction of the depression
corpus, we employed a combination of user- and
topic-bounded sampling techniques. Initially, we
initiated the process by searching for a specific key-
word, which in our case refers to the declarative
statement indicating depression. Subsequently, we
selectively sampled content or history exclusively
from the identified target users (i.e., individuals ex-
periencing depression). Sampling strategies for
collecting data within the social media landscape
are typically classified as either probability/random-
based or non-probability-based. In forming the con-
trol corpus, we prioritize random sampling methods
to select from our target user pool. Consequently,
the initial phase involves gathering random data
from the Greek Twitter, as elaborated in subsection
3.2.

3.1.

Data was collected by searching tweets in which
users explicitly acknowledged that they had been
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diagnosed with depression. Self-disclosure diagno-
sis is a common technique used to collect data in
such cases (Jagfeld et al., 2021; Shin et al., 2020;
Jamil et al., 2017; Coppersmith et al., 2014). For
search purposes, we implemented the Twitter API3
through which it was possible to go back to the
history of each user. In total 2,500 tweets were ex-
tracted, which were then checked manually in order
to avoid cases of humor or references coming from
articles in health newsites. The final number of
real self-statements of depression was 110 and be-
longed to 51 Twitter users. We collected tweets for
the time period between September 2018 and June
2020%. The final corpus size reached up to 659,189
tweets by downloading the full user’s history.

3.2. Randomly sampled control corpus

Our methodological approach for compiling the ran-
dom control corpus relies on language-specific data
(i.e., tweets in the Greek language) and further
aligns with the methodology introduced by Bergsma
et al. (2012). In their endeavor to extract language-
specific content, they employ two primary methods.
Firstly, they gather data from users identified as
sources, who simultaneously serve as ‘hubs’ with
a significant number of followers and who tweet in
the target language. These sources are continually
updated by collecting their followers and retriev-
ing their tweets. Secondly, they identify users who
tweet in the language of interest through the ‘geo-
tagging’ method, allowing them to query tweets
based on specific latitude and longitude coordi-
nates.

Based on Bergsma et al. (2012), we created our
control dataset by searching for data limited to the
Greek language and exploiting geolocation informa-
tion. To access Twitter's API, we used the Tweepy
Python library®. Considering that retrieving Twitter
content typically necessitates a textual reference
like a term or hashtag, and given that most tools
employ multifaceted queries, the inclusion of geolo-
cation information proved crucial in refining the se-
lection of tweets. There are different techniques for
approaching language identification (LI), such as
the implementation of specific tools (i.e., langid.py;
Lui and Baldwin 2012, or compact language de-
tector (CLD2)®). However, the implementation of
such tools requires more effort given that irrele-
vant language data should be cleaned. Therefore,

3https ://developer.twitter.com/en/
docs/twitter-api

“Twitter's social platform, now renamed X, has under-
gone rebranding and adjusted limitations on data retrieval.
However, it is important to note that our data collection
occurred prior to these changes.

Shttps://github.com/tweepy/tweepy

bhttps://github.com/CLD20wners/cld2

70

we targeted language-specific content by querying
Twitter with the Where on Earth ID (WOEID) code
and utilized the method GET trends/place provided
by the Twitter API. The GET trends/place function
allows developers to retrieve the top 50 trending
topics for a specific location. Therefore, once a
list of geolocated trends was obtained, it became
feasible to gather data containing those hashtags
(trends), thereby enabling access to the users gen-
erating such content. Initially, the total number of
users was 502.

We subsequently expanded the user population
with possible candidate users by searching their
network and retrieving their followers. The latter
was possible via the GET followers/list endpoint.
The possible candidate users were limited to the
most popular ones (i.e., users with many followers)
by including only those having over 1000 followers.
Among the methods used to measure user popular-
ity is the follower-rank measure, which indicates the
number of followers a user has (Cha et al., 2010).
We prioritized popular users due to our expectation
of a higher likelihood of tweet volume. Out of a
total of 800,000 Twitter users, we selected 100,000
users randomly, ensuring each user had an equal
probability of inclusion, thereby reducing bias in
the data selection process. Following this chance-
oriented approach, we obtained a final list of users
and collected their tweet history. Ultimately, we ran-
domly sampled a corpus of 100,000 tweets from a
total of 27 users.

3.3. Topic-oriented control corpus

The second control corpus was derived considering
the topics of discussion in the depression corpus.
For this reason, we applied a topic modeling anal-
ysis in the depression corpus. Topic models are
employed to unveil latent themes (i.e., topics) or
subjects within collections of text, without prior infor-
mation. These topics are defined as sets of words
that collectively represent specific domains, such
as education or health. Several previous studies
that have considered depression identification in so-
cial media have aimed to utilize topics as a means
of discovering the most dominant themes in de-
pressed language (Resnik et al., 2013, 2015; Tsug-
awa et al., 2015; Eichstaedt et al., 2018; Tadesse
etal,, 2019).

In order to derive the topics from the depression
corpus we utilized the BERTopic library (Grooten-
dorst, 2022), which is flexible in allowing the se-
lection of various embedding models. BERTopic
utilizes a deep neural network architecture, namely
BERT (Bidirectional Encoder Representations, De-
vlin et al. 2019), which has been trained on a
big amount of textual data and which can be fur-
ther specialized to downstream tasks, such as
document classification, sentiment analysis etc.
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BERTopic firstly generates document embeddings
via BERT and subsequently clusters topics into se-
mantically similar clusters through two steps: (i)
employing Uniform Manifold Approximation and
Projection (UMAP) to reduce the dimensionality of
embeddings, and (ii) utilizing Hierarchical Density-
Based Spatial Clustering of Applications with Noise
(HDBSCAN) to cluster the reduced embeddings
(Mclnnes et al., 2018, 2017). Finally, the model
generates topics and extracts class-specific words
to create keywords for each topic.

We employed several available pretrained mod-
els, accessible through Hugging Face’, both mono-
lingual and multilingual, to generate the sentence
embeddings, without any prior corpus preprocess-
ing, as seen in Table 1. The pretrained models in-
clude both monolingual, namely Greek-BERT-Base-
Uncased-V1 (Koutsikakis et al., 2020), GreekSo-
cialBERT (Alexandridis et al., 2021), the RoBERTa
Greek base model®, as well as multilingual mod-
els like stsb-xIm-r-greek-transfer developed by the
Hellenic Army Academy (SSE) and the Technical
University of Crete (TUC), all-MiniLM-L6-v2 and
distiluse-base-multilingual-cased-v2 (Reimers and
Gurevych, 2019). Subsequently, we opted to nar-
row down the number of topics to the top 100 most
significant ones and computed coherence scores
for each model by calculating the C, measure®.
This measure quantifies the distance among words
within a topic, as provided by the gensim library
(Rehtitek and Sojka, 2010).The advantage of C,
measure lies in its ability to handle indirect similari-
ties between words. In particular, it also addresses
cases where certain words should be grouped to-
gether within a topic despite their infrequent co-
occurrence (Rdder et al., 2015).

Next, we evaluated the performance of differ-
ent models to determine which one yielded the
most favorable outcomes for the resulting top-
ics. The outcome is presented in Table 1, where
a score closer to 1 indicates higher coherence.
The highest coherence score, namely 0.54, was
achieved by roberta-el-news, which is a model
trained on 8 million news articles. However, we
decided to manually inspect the results of each
model. Manual evaluation was conducted by
a Greek native speaker and the stsb-xlm-r-
greek-transfer model was selected as best,
which also can account for mixed language. This

"https://huggingface.co/

8cvcio/roberta-el-news

%Only the C, measure from the gensim library
yields reasonable scores, while other measures con-
sistently produce negative scores, raising concerns
about result reliability with respect to the metric imple-
mentation. Further discussion and cautionary notes
can be found here: https://github.com/dice-
group/Palmetto/issues/12
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model has the capability to handle cases with mixed
language, typically found in social media, because
of the incorporation of the transfer learning ap-
proach (i.e., trained on parallel EN-EL sentence
pairs). This design ensures the integration of vocab-
ulary from English language as well, enabling us to
extract topics such as pweh_pwed_pwedx_baby/
silly_baby_little baby_baby. In Figure 1
below, we provide the similarity matrix of the se-
lected model generated by calculating the cosine
similarities for the topic embeddings. In particu-
lar, the Figure depicts how specific topics relate to
each other. Denser blue areas are indicative of a
high similarity score. For instance, topic 86 <xo\7
evépyeta Yetixr)>/ <good positive energy> is related
to topic 61 <lwn eutuyio Lwhc>/<life happiness of
life> with a score 0.848.

Models Number of topics C,
bert-base—greek—uncased- 100 0.5099
vl

greeksocialbert-base- 100 0.4465
greek-uncased-vl

stsb—xlm-r—greek—transfer 100 0.3960
roberta-el-news 100 0.5466
all-MiniLM-L6-v2 100 0.4598
distiluse-base- 100 0.4364

multilingual-cased-v2

Table 1: Embedding models and their coherence
scores.

Similarity Matrix

Figure 1: Similarity matrix of the stsb-xIm-r-greek-
transfer model.

Following that, ChatGPT3.5 (OpenAl, 2023) was
employed in a prompt-based manner to cluster the
top 100 topics into 20 clusters. The prompt used
to derive the clusters was the following one: "l will
provide you with a list of words. Could you please
arrange them into 20 clusters?". Although Chat-
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Topic  Count Name-Translation

-1 421844
9162

vo_xot_to_0dev to_and_the_not
UOTG_TIOOX_YXON_OUoda
match_paok_goal_team
the_and_to_is
ELEW_AEPTI_Ta_YLol
euro_money_the_for
na_tut_nan1108_ta_to
survivorgr_survivorpanoramagr
youtube_via_péow_yperotn
youtube_via_via_user
XLO0OUOE_YENIW_YENO_XLOVUOE -
humor_laugh_laughter_humor

—_

5672
4810

4654
3537
3475

o s w

3115

Table 2: Topic counts and names.

GPT'’s output is not perfect, an automated way was
provided to rapidly cluster a large set of complex
topics. The clusters targeted the following domains:
(1) sports, (2) money, (3) social media, (4) alcohol,
(5) shopping, (6) animals, (7) time, (8) religion, (9)
sentiment, (10) stores, (11) love, (12) health, (13)
truth and lies, (14) leisure activities, (15) relation-
ships (i.e., wedding, family), (16) sleep, (17) diges-
tion, (18) sex, (19) dream, life, and (20) elections.
Subsequently, it was possible to retrieve tweets by
looking at a representative keyword for each clus-
ter. In this way, a topic-oriented control corpus of
9 million tweets was collected for the time period
between January 2018 and June 2023.

Basic preprocessing was applied to all the cor-
pora which includes the removal of duplicates, html
tags, emojis, universal resource locator (URL) and
the “@” indicator that denotes usernames. Detailed
statistics for all corpora are included in Table 3. NA
stands for not applicable since this control corpus is
not created based on specific users but considering
keywords/topics instead.

Data set Users Total Mean SD
Tweets |Tweets

DC 51 659,189 [10.919 [33.8236

CC_random |27 100,000 [127.541 [61.5508

CC_topic- |\ a 600,000 [111.99 [58.47

oriented

Table 3: Dataset statistics.

4. Conclusion

In this work, we discuss several methodological
approaches for datasets sourced from the social
media platform of Twitter in our effort to create
a dataset that differentiates between depressed
and non-depressed users in the Modern Greek lan-
guage. We narrow down our selection to two dis-
tinct strategies: randomly sampling a corpus from
prominent Twitter users and constructing a control
corpus aligned with the topics relevant to individu-
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als experiencing depression. Interestingly, some
of the topics detected in the depression corpus
have been reported in many studies to be highly
correlated with depression (De Choudhury et al.,
2013; Resnik et al., 2013; Eichstaedt et al., 2018;
Tadesse et al., 2019). In particular, these topics
refer to terms related to religion, sentiment, health,
sleep and digestion. Both datasets are created as
adjuncts to, rather than substitutes for, clinicians.
We anticipate that the methodology presented will
provide valuable support for mental health profes-
sionals. Currently, we are experimenting with both
machine learning and deep learning techniques to
distinguish between the two populations based on
specific language indicators.

Additionally, relying on topic modeling techniques
to construct corpora based on similar topics allows
for a more focused examination of the linguistic
content of users. As a result, the comparison be-
tween two population types is not entirely random
but rather constrained or associated with a specific
topic. This approach offers the advantage of po-
tentially achieving a more nuanced differentiation
based on language indicators, thereby highlighting
subtle differences in expression. For example, it
enables the investigation of how users expressing
depression differ from those who do not within a
given topic.
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7. Limitations

We acknowledge certain limitations in our study.
Firstly, regarding the creation of the randomly sam-
pled control corpus, it is important to discuss the
constraints of relying primarily on geo-tagged data.
Previous research has demonstrated that geo-
tagged tweets may exhibit demographic biases
(Karami et al., 2021). Additionally, relying heavily
on popular accounts could potentially skew the con-
trol sample. Ideally, the inclusion of demographic
information would enable a more comprehensive
examination of differences between the two pop-
ulations. Moreover, it is crucial to acknowledge
the potential bias in terms of fluency, especially
considering the association between depression
and alogia, typically referred as poverty of content
of speech (Kaplan and Sadock, 2008). Alogia is
a symptom of depression expressed as reduced
speech, which is attributed to a disruption in the
thought process. While prioritizing popular users
may enhance the richness of our dataset in terms
of volume, it is important to highlight the potential
impact on the linguistic quality of the content.

8. Ethics statement

This work complies with the ACL Ethics Policy.'°.
Twitter is a public platform where users share in-
formation openly. For this reason, it is essential to
respect the privacy and anonymity of individuals
who may be mentioned or involved in the data col-
lected, especially in the context of mental health
data. To ensure anonymity, we have removed any
direct identifiers such as usernames and any other
personally identifiable information from the dataset.
An approval from the Institution’s Ethics Committee
is not required for the following reasons. As Twitter
data are publically available, users are aware of
the fact that their content can be seen and ana-
lyzed by anyone (Kamocki et al., 2022; Mikal et al.,
2016). In addition, data are distributed in com-
pliance with Twitter company policy and terms of
service'', while access to both the depression and
the control corpora will be granted exclusively to
researchers who consent to adhere to ethical guide-
lines. These guidelines encompass restrictions
against contacting or attempting to deanonymize
any of the users. Furthermore, in the application of
GPT-3.5 was restricted solely to organizing a larger
volume of topics into the top-20 most prominent
ones. As a result, we did not touch upon sensitive
domains, but rather focused on this specific task.
To gain access to the dataset, please contact the
authors directly, ensuring compliance with ethical

1Ohttps ://www.aclweb.org/portal/
content/acl-code—ethics
"https://twitter.com/en/tos#int1lTerms
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guidelines outlined in this section.
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