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Abstract

Understanding preferences, opinions, and sen-
timent of the workforce is paramount for effec-
tive employee lifecycle management. Open-
ended survey responses serve as a valuable
source of information. This paper proposes
a machine learning approach for aspect-based
sentiment analysis (ABSA) of Dutch open-
ended responses in employee satisfaction sur-
veys. Our approach aims to overcome the inher-
ent noise and variability in these responses, en-
abling a comprehensive analysis of sentiments
that can support employee lifecycle manage-
ment. Through response clustering we identify
six key aspects (salary, schedule, contact, com-
munication, personal attention, agreements),
which we validate by domain experts. We com-
pile a dataset of 1,458 Dutch survey responses,
revealing label imbalance in aspects and sen-
timents. We propose few-shot approaches for
ABSA based on Dutch BERT models, and com-
pare them against bag-of-words and zero-shot
baselines. Our work significantly contributes
to the field of ABSA by demonstrating the first
successful application of Dutch pre-trained lan-
guage models to aspect-based sentiment analy-
sis in the domain of human resources (HR).

1 Introduction

Understanding employees’ preferences and opin-
ions can be of paramount importance in the full
employee life cycle, e.g., from recruitment and se-
lection to employee retention, and performance and
career management (Bogers et al., 2022). In em-
ployee satisfaction surveys, open-ended questions
may elicit a wide range of aspects. However, con-
ducting large-scale analysis of these responses is
challenging because of their user-generated nature.

Aspect-based sentiment analysis (ABSA) is the
task of identifying and extracting sentiments to-
ward specific aspects from free text, allowing a
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more detailed analysis of opinions (Pontiki et al.,
2016), which means they can be a valuable tool for
identifying specific areas of (dis)satisfaction.

Despite the promise of ABSA, limited research
has explored its application beyond English (Nazir
et al., 2020). Moreover, to our knowledge, ABSA
has not been studied in employee satisfaction sur-
veys. This study aims to bridge this research gap
by studying ABSA on Dutch open-ended employee
satisfaction survey responses. The central research
question that we answer in this paper is:

RQ1 How effective is a BERT-based machine learn-
ing model in extracting aspect-sentiments
from Dutch open-ended responses of employee
satisfaction surveys?

To answer this question, we first aim to answer
the following sub-questions:

RQI1.1 How does the performance of few-shot classi-
fication using Dutch BERT models compare
to bag-of-words based baselines in ABSA?

RQI1.2 How does the performance of few-shot classi-
fication using Dutch BERT models compare to
a zero-shot classification baseline in ABSA?

RQ1.3 To what extent can an improvement in perfor-
mance be achieved in few-shot aspect-based
sentiment classification, by training on a data
set enlarged through data augmentation?

Prior work mainly focuses on ABSA in English
microblogs and user reviews. Microblogs, like X,
cover diverse topics using informal language with
an assumed shared context. Reviews tend to adopt
more formal styles and primarily revolve around
specific products or services (Kumar, 2019).

Open-ended survey responses share similarities
with microblogs in terms of writing and context,
but have topic coverage narrowed by topics that
affect employee (dis)satisfaction.
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This study compares the performance of Dutch
pre-trained language models, BERTje (de Vries
et al., 2019) and RobBERT (Delobelle et al., 2020),
for ABSA in a few-shot classification experiment.
These BERT-based models leverage contextual in-
formation, which is advantageous for short texts
with limited contextual cues (Chang et al., 2020).
We assess their performance against zero-shot clas-
sification BERTje and RobBERT models and tradi-
tional bag-of-words models (Wu, 2020).

The specific contributions of our research are as
follows:

1. Annotation of a data set of 1,458 open-ended
survey responses for ABSA in Randstad, with
publicly available annotation procedures and
guidelines for future studies.

Development of an ABSA model for Dutch
open-ended employee satisfaction survey re-
sponses, enabling automated aspect-sentiment
extraction for efficient and accurate analysis.

2 Related Work

This section provides an overview of previous stud-
ies on aspect and sentiment classification, ABSA,
and the Dutch BERT models we employ in this
paper: BERTje and RobBERT.

2.1 Aspect classification

Recent studies have found transformer models’ ef-
fectiveness in topic and aspect classification on
short text through their ability to capture long-range
dependencies and context. Chang et al. (2020)
demonstrated fine-tuning a deep transformer net-
work for extreme multi-label aspect classification
in English. In contrast, Dadgar et al. (2016) uti-
lized a combination of TF-IDF vectors and an SVM
classifier for news article aspect detection, with-
out requiring extensive training. Hu et al. (2021)
demonstrated few-shot learning using prototypical
networks for aspect classification is valuable when
labelled data is scarce. Alternatively, zero-shot
classification, as discussed by Yin et al. (2019), al-
lows topic classification without specific training,
relying solely on labelled data for validation.

2.2 Sentiment classification

Sentiment classification is a long-standing research
focus. Jiménez-Zafra et al. (2017) used an SVM
classifier for patient satisfaction categorization in
Dutch and Spanish healthcare reviews. Karl and
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Scherp (2022) demonstrated that larger transformer
models, like ROBERTa, excel in sentiment clas-
sification over classic BERT models due to their
ability to generalize to unseen data. These trans-
former models can also perform well in zero-shot
multilingual sentiment classification, as shown by
Tesfagergish et al. (2022). Dogra et al. (2021) illus-
trated the effectiveness of BERT-based models in
few-shot sentiment classification. Between Dutch
BERT models it was found that RobBERT outper-
forms BERTje in sentiment classification, credited
to its enhanced training framework and a larger
training corpus (De Bruyne et al., 2021).

2.3 Aspect-based sentiment analysis

Lin and He (2009) introduced joint aspect-
sentiment analysis, combining LDA for aspect ex-
traction and a polarity lexicon for sentiment clas-
sification in English movie reviews. However,
Jiménez-Zafra et al. (2017) found this lexicon-
based approach unsuitable for Dutch and Spanish.

ABSA gained prominence after SemEval-2014
task 4 (Pontiki et al., 2014), where researchers tack-
led identifying explicit terms or categories repre-
senting aspects of a target entity, and their polari-
ties, in the context of restaurant and laptop reviews.
Over time, the task expanded to encompass full and
multilingual reviews.

De Clercq and Hoste (2016) attempted Dutch
ABSA using SVMs, augmenting their bag-of-
words (BoW) approach with semantic role labels,
with limited success.

Recent advancements include Hoang et al.
(2019) demonstrating the potential of BERT mod-
els in English ABSA, and Liao et al. (2021) improv-
ing performance with a RoBERTa-based model.
Few-shot BERT classification and augmented train-
ing with BERT embeddings were explored by
Hosseini-Asl et al. (2022). De Geyndt et al. (2022)
employed a RobBERT model to extract features for
SVM in ABSA, reporting better results than a full
transformer-based approach for their pipeline.

ABSA in open-text survey responses was ad-
dressed by Cammel et al. (2020) and van Buchem
et al. (2022) using techniques like LDA, rule-based
methods, and non-negative matrix factorization
with multilingual BERT. These studies primarily
focused on patient survey questions in the health-
care domain. Additionally, Cammel et al. (2020)
restricted to detecting a single aspect-sentiment per
response, limiting broad insights. Both studies con-
sidered open-ended responses to different survey



questions simultaneously, some of which elicited
one-word responses which provided insufficient
context for successful aspect-sentiment extraction.

2.4 Transformer models for Dutch

Transformers have excelled in Dutch aspect and
sentiment classification, with two dedicated to
Dutch: BERTje and RobBERT.

BERTje, with 12 layers, a hidden size of 768,
and 12 attention heads, is pre-trained on a diverse
corpus encompassing Wikipedia, news articles,
books, and web pages, enabling it to capture Dutch
linguistic patterns and context (de Vries et al.,
2019). RobBERT, a Dutch variant of RoOBERTa,
shares a similar architecture with BERTje, but ben-
efits from a more extensive pre-training dataset, in-
cluding Wikipedia, news articles, web pages, Dutch
parliament debates, and social media (Delobelle
et al., 2020).

Existing methods for Dutch sentiment analysis
are suboptimal, requiring further exploration, espe-
cially in novel domains like HR surveys.

3 Methodology

This section outlines the development and evalua-
tion of the proposed ABSA model for Dutch open-
ended survey responses on employee satisfaction.

3.1 Data set

The data set used in this study comprises Dutch
open-ended responses to survey questions con-
ducted by anonymized. We derived a sample of
1, 500 responses, recorded between January 2019
and December 2022, through stratified sampling
across three different sub-brands of Randstad.

An example of such a response which illustrates
the challenging nature of ABSA in employee satis-
faction survey responses is: "Ik ben tevreden over
mijn salaris. Ik mis wel een stukje persoonlijke
aandacht.” ("1 am satisfied with my salary. How-
ever, I do miss some personal attention.") Here,
we distinguish two aspect-sentiment pairs; an em-
ployee expresses a positive sentiment toward their
salary, yet a negative sentiment toward personal at-
tention. We explain the range of identified aspects
in Section 3.3.

3.2 Data Preparation

We filtered and anonymized our set of responses to
ensure data quality and privacy. We excluded re-
sponses with less than 10 tokens, as manual inspec-
tion revealed how shorter responses often lacked
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adequate contextual information for accurate as-
pect classification. We also excluded responses
exceeding 512 characters to address computational
constraints (Liao et al., 2021). The final average
response length is 35.7 tokens (approximately 182
characters), with 10 tokens (39 characters) at a min-
imum, and 97 tokens (511 characters) at most.

To ensure anonymity of both respondents and
individuals mentioned in responses, all personal
information was removed and replaced by dummy
variables by using the Dutch Named Entity Recog-
nition (NER) SpaCy model and regular expressions.
After identifying, we replaced person names with
“Naam”, email addresses with “Emailadres”, and
addresses with “Adres”. After this, manual review
corrected an additional 28 names missed by SpaCly.

3.3 Aspect selection

We preprocessed responses by retaining only nouns,
proper nouns, and verbs because they convey the
most informative content (Boguraev et al., 1999).
We then applied lemmatization. Finally, we applied
TF-IDF vectorization to represent each response.
We then applied k-means clustering over these TF-
IDF vectors, determining the optimal number of
clusters at k = 6, using the elbow method.

We inspected the responses in each cluster. Table
1 shows the most important terms per cluster, indi-
cated by the highest TF-IDF score. After analyzing
these clusters, we found they roughly represent
the aspects of contact, salary, schedule, personal
attention, communication, and agreements. The
cluster names were verified by two domain experts.
We define each aspect below, accompanied by an
illustrative example.

* Contact: refers to the extent to which an em-
ployee can get in touch with the agency, for
example, by phone or email. - It took a long
time to receive a response from the contact
person. I had to make multiple phone calls
and send emails before getting a reply.

Schedule: is about scheduling, work hours,
and days off and whether the agency is flexible
in changing these. - [ appreciate receiving my
schedule well in advance because it allows me
to adjust my plans accordingly.

Agreements: relates to the arrangements
made between the employee and the agency
and whether these are upheld or not. - I am



satisfied with the schedule agreement because
it allows me to take my kids to school.

Salary: is about payment and any bonuses
or extras such as travel expenses. Consider
remarks about correct payment of salary, and
the frequency of salary payment. - I am happy
that I can choose my own frequency of pay-
ment.

Personal attention: is about the extent to
which the agency pays personal attention to
the employee. It can include receiving feed-
back and receiving personal guidance. - [ feel
valued as an employee, and my ideas and sug-
gestions are listened to attentively.

Communication: refers to the way informa-
tion is exchanged between the agency and the
employee, and whether communication about
important matters is timely. - I am satisfied
with the way in which I am informed about the
changes that are happening within the com-

pany.

The contact and communication aspects may ap-
pear similar but are distinct: both revolve around
interaction, but contact pertains to the accessibil-
ity and responsiveness between employees and the
agency, emphasizing ease of access and availabil-
ity. Communication is about information exchange,
including factors like clarity, completeness, and
timeliness.

3.4 Annotation Study

To collect labelled data, we ran an annotation
study with nine native Dutch-speaking trainees
from Yacht, which is one of the staffing agencies
within Randstad. We had each response in the set
of 1,500 responses annotated by three annotators,
i.e., each annotator annotated 500 responses.

Annotators attended an in-person session to
familiarize themselves with the task and guide-
lines. Detailed written guidelines, encompassing
the task’s objective, annotation procedure, answer-
ing options, and category definitions, were pro-
vided, along with examples for each category. To
address annotator bias, a preliminary sample of 20
responses was annotated and discussed before each
annotator worked on their assigned batch. We have
published an English translation of our annotation
guidelines online.!

1https ://anonymous. 4open.science/r/
AnnotationGuidelinesABSA-BBQ8/
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We employed the Prodigy annotation tool (Mon-
tani and Honnibal, 2018) with a custom recipe for
annotation purposes. Annotators individually re-
viewed responses, selected relevant aspects, and
a binary (positive or negative) sentiment for each
aspect. They could also select *no topics’ if none
of the six aspects were discussed. Responses were
presented in random order to ensure unbiased judg-
ment, and disagreements among annotators were re-
solved through majority voting, relying on a fourth
annotator re-annotating in cases of no consensus.

Our primary focus was to identify clear-cut posi-
tive and negative sentiments for actionable insights
on employee satisfaction. To address conflicting
sentiments toward the same aspect, an ’ignore’ op-
tion was introduced. Sentences marked with *ig-
nore’ were excluded, enabling the model to focus
on identifiable sentiment patterns. In addition, as
sentiment was modeled as a binary variable, for
neutral sentiments or multiple sentiments toward a
single aspect, annotators used the ’ignore’ option
to ensure data consistency (Hartmann et al., 2023).

3.4.1 Inter-Annotator Agreement

Reliability in assessing inter-annotator agreement
(IAA) is crucial. In this study, we employed Fleiss’
kappa to measure agreement among multiple an-
notators, an extension of Cohen’s kappa for more
than two annotators (Fleiss, 1971).

With an average kappa score of 0.537, we
achieved a moderate level of IAA, which reflects
reliable annotations (Dumitrache et al., 2015) con-
sidering the inherent language ambiguity and inter-
annotator disagreement.

The kappa statistic can be strict, especially in
a multi-label setting, as it does not reward partial
overlaps between annotations. Upon examining
disagreement cases, we observed that when two out
of three annotators agreed on the exact annotation,
53.92% of the responses exhibited a partial overlap
between the majority-vote annotation and the third
one. Additionally, 206 annotations (13%) required
re-annotation by a fourth annotator due to three
annotators providing different answers.

A quantitative analysis investigated disagree-
ment patterns among aspects. Out of 106 responses
with disagreement, a notable pattern emerged re-
garding the ’communication’ aspect. In these cases,
two annotators selected ’'no topics,” while one
chose ’communication:NEG.” This suggests a lack
of clear demarcation in defining ’communication,’
particularly in negative discussions. A similar pat-
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Cluster contact salary schedule

personal attention communication agreements

contact contact krijgen toreceive week week
persoon person komen  to come dag day

Top 5 terms  opnemen to pick up willlen  to want uur hour
vraag question vragen to ask maand  month
contactpersoon —contact person jaar year krijgen to receive

communicatie communication
verlopen to go

contact contact

komen to come

super super

mens human
contact  contact
krijgen  to receive
nummer number
maken to make

gesprek conversation
horen to hear
evaluatie  evaluation
bellen to call
sollicitatie  job interview

Table 1: Six identified aspects obtained through clustering responses, with the top five terms with highest TF-IDF scores.

tern was observed for ’personal attention,” possibly
due to its over-representation in the dataset. Addi-
tionally, aspects with the highest agreement also
generated substantial disagreement, likely because
of their high frequency in the dataset. We found
similar patterns for aspects with low occurrence.

In conclusion, the annotation study resulted in
a dataset of 1,500 responses. Among these, 42
responses were categorized as ’ignore’ due to con-
flicting or neutral sentiments and were excluded.
After their removal, the final dataset comprised
1,458 responses, with 267 discussing aspects pos-
itively and 1,091 featuring negative discussions.
See Table 2 for a detailed distribution of aspect and
sentiment labels.

Label POS_Count NEG_Count total
agreements 8 67 75

communication 33 212 245
contact 57 155 212
personal attention 141 370 511

schedule 5 134 139
salary 23 153 176
no topics 0 0 376
total 267 1091 1734

Table 2: Distribution of aspects and sentiments.

POS_Count indicates the number of positive occur-
rences in the data set; NEG_Count indicates the nega-
tives.

3.5 Data Augmentation

Table 2 reveals significant label imbalance in both
aspects and sentiments, e.g., ‘personal attention’
is disproportionately represented, occurring nearly
five times more than ‘agreements’. In addition, the
majority (approximately 78.77%) of aspects have
a negative sentiment.

To address this imbalance and prevent bias in
the machine learning model, data augmentation
was implemented using NLPaug (Ma, 2019). This
approach involves generating contextual word em-
beddings using a BERT model and replacing some
of the tokens in a sentence (Sarhan et al., 2022).
For an example of an original sentence and its
augmented version: "De lonen zouden wel een
keer flink omhoog mogen" (*“the wages could well
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do with a substantial increase”) is rephrased into
"De salarissen zullen tot twintig keer dik omhoog
moeten.” Here, some tokens from the initial sen-
tence were replaced with contextually analogous
tokens to yield the augmented sentence. However,
this carries the risk of creating ungrammatical aug-
mented sentences, as in the example.

Data augmentation used RobBERT embeddings
to increase label combination variety until each dis-
tinct label combination occurred at least 30 times.
RobBERT was chosen for its wider training data
set, enabling broader coverage of Dutch texts. Be-
cause the objective was to extract multiple aspect-
sentiments from open-ended survey responses, aug-
mentation focused on responses with two or more
aspects. With a 30% set augmentation probability
and a maximum of 50 tokens, data augmentation in-
volved replacing up to 50 tokens in a response. The
augmented responses were added to the training
data set, as shown in Table 3, which displays the
distribution of labels and sentiments across both
the augmented and non-augmented training data
set. Although Table 3 demonstrates the additional
training samples improved balance, a slight imbal-
ance remains.

POS_Count NEG_Count
Label original augmented original augmented
agreements 6 200 43 516
communication 21 516 140 745
contact 28 432 111 803
personal attention 101 550 239 716
schedule 3 98 85 420
salary 13 380 102 539
total 172 2176 720 3739

Table 3: Aspect and sentiment distribution of the origi-
nal versus the augmented training data set.

3.6 Model implementation

For aspect-based sentiment analysis of open-ended
survey responses, we propose a two-tiered ap-
proach. The first step employs multi-label clas-
sification to determine the correct aspects for each
response. The second utilizes the aspects identi-
fied by the first system as features, along with the
response, and assigns binary sentiment labels to
each aspect within the response. The adoption of a



two-tiered approach serves a dual purpose. Firstly,
it allows the model to concentrate exclusively on
aspect identification in its initial step. This de-
liberate isolation permits the model to specialize
in autonomously recognizing aspects before un-
dertaking sentiment classification. Moreover, the
two-tiered framework is strategically designed to
mitigate challenges associated with data sparsity
in the dataset. Given that certain aspects may pos-
sess limited training examples, a 12-class multi-
label classification experiment could potentially
yield inadequate representations for specific as-
pects. This limitation may compromise the model’s
capacity to generalize beyond the training data and
perform optimally across the entire spectrum of
aspect-sentiment classes.

3.6.1 Baselines

For aspect and sentiment classification we employ
support vector machines (SVM), multilayer percep-
tron (MLP), and two Dutch BERT models (BERTje
and RobBERT) in a zero-shot classification setting
as baselines. We selected BERTje and RobBERT
for their success in similar tasks, and the advan-
tage of pre-training on a larger corpus of Dutch
texts (Cammel et al., 2020; van Buchem et al.,
2022; De Geyndt et al., 2022).

We apply hyperparameter tuning on a validation
set, relying on a 70/15/15 train/test/validation split.
For SVM, we found C=1000 and gamma=0.01 to
be the optimal hyperparameters. For MLP, we
found ReLU activation, Adam solver, and a hid-
den layer size of (256, 128) as optimal hyperpa-
rameters. For BERTje and RobBERT, we did pa-
rameter tuning on the training set, since no actual
training was done. For aspect classification, each
open-ended response was paired with all possible
aspects, generating six inputs per response. Tokeni-
sation was performed using the BERTje and Rob-
BERT model tokenisers, following the guidelines
provided by De Vries et al. (2019) and Delobelle
et al. (2020). The network produced a probabil-
ity vector of length six, indicating the likelihood
of each aspect’s presence in the response. Pre-
dicted class probabilities were initially notably be-
low 0.5, perhaps due to the models’ lack of training
on the target domain data, so we tuned classifica-
tion thresholds through a grid search, resulting in
thresholds of 0.45 for BERTje and 0.37 for Rob-
BERT. Maintaining a 0.5 threshold would have led
to numerous false negatives.

For sentiment classification, we followed the
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same approach for SVM and MLP. For SVM we
applied a linear kernel to fit the binary nature of
the task. The optimal C parameter was found at
10. For MLP, we found ReL.U activation, Adam
solver, and a hidden layer size of (128, 64) to be
optimal parameters. The preprocessed data was
passed through the network, and the model out-
put was a two-element vector representing positive
and negative sentiment classes, with the sentiment
having the highest value assigned as the predicted
sentiment.

3.6.2 Aspect classification

In the aspect classification task, we fine-tune
BERTje and RobBERT in a few-shot setting. To
maintain consistent input length, batches of 16 tok-
enized samples were generated. The data set was
randomly shuffled before training to mitigate order
bias. The neural network consisted of a 12-layered
BERT model with a dropout layer (dropout=.3)
for regularization, and as output layer a linear
layer with six dimensions representing six aspects.
As both models converged around epoch 10 and
to avoid overfitting, we stopped training at 10
epochs (Yu et al., 2019), using Adam optimizer
with a learning rate of 0.005. Binary cross-entropy
loss was calculated separately for each class with
sigmoid activation and network weights were up-
dated based on the total loss. This sigmoid ac-
tivation approach allows for independent and in-
terpretable probability estimates for the presence
of each aspect, facilitating a comprehensive multi-
label classification strategy.

3.6.3 Sentiment classification

For sentiment classification, BERTje and Rob-
BERT were used in a few-shot classification setting.
Input responses were padded, tokenized, and shuf-
fled using a batch size of 4. Categorical aspect
features were encoded using an embedding layer,
and their embeddings were concatenated with the
BERT embeddings of the responses to generate
distinct sentiment predictions for each aspect.

The neural network for sentiment classifica-
tion consisted of a 12-layer BERT model fol-
lowed by a ReLLU layer for learning complex pat-
terns (Goodfellow et al., 2016), with a dropout
layer (dropout=.3), followed by a 2 dimensional
linear layer for the binary sentiment labels.

The model’s performance was evaluated using
cross-entropy loss after each iteration. A training
function trained the model for 10 epochs with a



learning rate of 0.005 using the Adam optimizer.
For RobBERT’s an BERT]e’s training loss and ac-
curacy, we found they stabilized after the fourth
epoch. However, we extended training to avoid pre-
mature stopping and underfitting (Yu et al., 2019).
The loss continued to decrease until epoch 10, indi-
cating no overfitting through extended training.

3.7 Evaluation Metrics

To evaluate aspect and sentiment classification
tasks, we use the macro F1 score, which bal-
ances precision and recall and treats each category
equally, mitigating the impact of larger classes. We
also examine precision and recall to detect poten-
tial overfitting and underfitting as suggested by
Sokolova and Lapalme (2009). The significance of
the results is assessed using the Wilcoxon signed-
rank test for aspect classification and McNemar’s
test for sentiment classification.

4 Results

In this section, we present the results of
the experiments. = We compare performance
of BERTje fewshot and ROBBERT feyp5p0t to OUr
traditional baselines (SVM and MLP), and
zero-shot BERT baselines (BERTje ¢ oshor and
RobBERT ,.,osh0t). In addition, we apply data
augmentation for both (BERTjefeyshotpa and
RObBERTfewshotDA)'

4.1 Aspect classification

First, we turn to Table 4, which shows the perfor-
mance of BERTjezeroshot and RobBERT .¢;oshot-
We note that, with 0.8793 recall and 0.1682 pre-
cision for RObBERT, ;osn0t, and 0.9129 recall
and 0.1568 precision for BERTje,c0sn0t, bOth
approaches show overprediction, which persists
across all aspect categories.

The zero-shot models struggled to establish a re-
liable decision boundary for classifying aspects, in-
dicating ineffective transfer of pre-training knowl-
edge to novel data. The Dutch BERT models lacked
domain-specific knowledge, aligning with prior
findings for microblog texts (Chen et al., 2021).

Next, we compare the F1 scores of few-
shot methods to all others, in Table 5. We
see how BERTje fcyshot and RODBERT 00 at
0.5219 and 0.5449 respectively, significantly out-
perform all baselines (p < 0.0001). Between
them, RObBERT s sn0t significantly outperforms
BERTje fewshot (p < 0.0001).
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f1-score
BERTje RobBERT
0.0928 0.1381
0.2883 0.2662
0.2575 0.2818
0.5084 0.513
0.1702 0.1983
0.2148 0.2148
0.2571 0.2671

precision recall
BERTje RobBERT BERTje RobBERT
0.0488 0.0784 1 0.9153
0.1648 0.1623 0.9875 0.8441
0.1478 0.1728 0.8394 0.8871
0.3452  0.03591 0.892 0.8974
0.0972 0.1072 0.8871 0.9167
0.1283 0.1211 0.8954 0.8218
0.1568 0.1682 0.9129 0.8793

agreements
communication
contact

personal attention
schedule

salary

macro avg

Table 4: zero-shot aspect classification scores.

Our BoW baselines outperform the transformer-
based zero-shot baselines, which suggest that the
individual words captured by BoW models have a
strong correlation with the aspects, and the contex-
tual knowledge from BERT models may not offer
sufficient information for distinguishing between
aspects in open-ended survey responses.

We applied data augmentation to address label
imbalance. BERTjefcysnotpa achieves a lower
F1 score (0.4982) than BERTje feyysnor (0.5219),
which suggests potential overfitting, or that the
model gained limited novel information from aug-
mented examples. However, RODBERT f¢.yshot D A
outperforms RobBERT f¢y,sn0¢ With a significant
increase in F1 score from 0.5449 to 0.6074 (p =
0.017). The performance improvement was par-
ticularly prominent in the ‘agreements’ category,
which was underrepresented before augmentation.
Nevertheless, data augmentation leads to decreased
performance in some aspects.

Both zero-shot models suffer from overpredic-
tion, evidenced by high recall and low precision.
This could be caused by a lack of knowledge from
the target domain. This finding is supported by the
outcomes of the few-shot classification experiment,
where the significantly improved performance
shows the model’s improved capability to differen-
tiate between the different aspect-classes, resulting
in a higher macro F1 score. This illustrates the
importance and benefits of fine-tuning, even when
only a small amount of labelled target domain data
is available.

4.2 Sentiment classification

Turning to sentiment classification results in Ta-
ble 6, we see how BERTjefeysnot With an F1
score of 0.8736 does not significantly outperform
RObBERT fyyshot at 0.8871 (p = 0.292). Both sig-
nificantly outperform all baselines (all p < 0.0001).
Again, BoW models outperform zero-shot models
that seem to struggle to transfer contextual knowl-
edge to the novel domain.

There seems to be no beneficial impact of data



SVM  MLP BERTje RobBERT BERTje BERTje RobBERT RobBERT

zeroshot zeroshot fewshot fewshotDA fewshot fewshotD A
agreements 0.2963 0.2222  0.0928 0.1356 0.2849 0.2871 0.1553 0.4765
communication 0.2857 0.1924  0.2883 0.2716 0.437 0.4298 0.3938 0.4691
contact 0.3619 0.4143 0.2575 0.2841 0.56 0.5984 0.5758 0.5546
personal attention 0.6025 0.5871  0.5084 0.5148 0.6324 0.7064 0.7593 0.6587
schedule 0.4 0.3238  0.1702 0.2019 0.4892 0.3581 0.6129 0.7489
salary 0.5227 0.4498  0.2148 0.2142 0.7329 0.6157 0.7581 0.6487
macro average 0.4115 0.3633 0.2571 0.2671 0.5219 0.4982 0.5449 0.6074

Table 5: Aspect classification performance in terms of F1 score for; best performing methods are boldfaced.

SVM  MLP BERTje RobBERT BERTje BERTje RobBERT RobBERT

zeroshot zershot fewshot fewshotDA fewshot fewshotD A
negative 0.9124 0.9024 0.2619 0.2938 0.9472 0.9423 0.9576 0.9482
positive 0.6228 0.5135 0.3348 0.3171 0.8 0.7912 0.8314 0.8186
macro average 0.7676  0.708 0.2983 0.3061 0.8736 0.8651 0.8871 0.8846

Table 6: Sentiment classification performance in terms of F1 score; best performing methods are boldfaced.

augmentation on sentiment classification, with nei-
ther BERTje fewshotpa nor RODBERT feyshot DA
being able to outperform BERT]e feyyshot (0.8736
vs. 0.8651) and RobBERT feysnot (0.8871 vs.
0.8846).

5 Discussion

This study explores ABSA in Dutch employee satis-
faction surveys, using Dutch BERT-based machine
learning models. Our findings are in line with find-
ings in prior research (Chang et al., 2020; Karl and
Scherp, 2022) that highlight BERT’s effectiveness
for ABSA in English. Consistent with Karl and
Scherp (2022), RobBERT outperforms BERTje, in-
dicating the superiority of larger transformer mod-
els for sentiment classification, also observed by
De Bruyne et al. (2021).

Additionally, our study underscores the success
of few-shot classification in addressing limited la-
belled data, consistent with Hu et al. (2021) for
aspect classification and Dogra et al. (2021) for
sentiment classification in English. However, our
findings contradict successful application of BERT
models for zero-shot classification by Yin et al.
(2019). This discrepancy in performance can be
attributed to our domain-specific data, in contrast
to the diverse dataset used by Yin et al. (2019).

Furthermore, this study identified significant la-
bel imbalance in aspects and their associated sen-
timents, as detailed in Section 4. To address this,
we explored data augmentation using NLPaug (Ma,
2019) following Sarhan et al. (2022). However,
this technique improved the macro F1 score for
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RobBERT in aspect classification only.

5.1 Limitations

Our dataset, comprising 1,458 responses, is rela-
tively small which may affect its reliability. Despite
time constraints, three annotators assessed each re-
sponse for inter-annotator agreement. However,
using larger and more diverse datasets can improve
findings in future studies.

Using k-means clustering for aspect identifi-
cation presents inherent limitations for internal
and external validity. A substantial number of re-
sponses (376) didn’t align with identified aspects,
raising concerns about their reliability and com-
prehensiveness. Clustering does not support re-
sponses’ potential membership of multiple clusters.
Fuzzy clustering, as suggested by Zhao and Mao
(2017), allows responses to belong to multiple clus-
ters with varying membership degrees, offering a
more comprehensive solution, at the cost of hinder-
ing clear boundaries and optimal cluster determi-
nation through the elbow method. Finally, using a
supervised classification approach on an internal
dataset provides accurate clustering results but re-
duces findings’ transferability to emerging aspects,
impacting external validity. Unsupervised cluster-
ing, as demonstrated by Cammel et al. (2020), may
provide flexibility and adaptability to evolving con-
texts and domains.

To ensure high performance on future open-
ended responses, further fine-tuning or retraining
of the model with recent and relevant data is neces-
sary.



6 Conclusion

Analyzing workforce opinions and preferences
through aspect-based sentiment analysis has var-
ious HR applications. In this paper, we demon-
strate the effectiveness of Dutch BERT models,
BERTje and RobBERT, in a few-shot ABSA ex-
periment using Dutch open-ended responses from
employee satisfaction surveys. We address three
sub-questions to gain insights into the models’ per-
formance and potential enhancements for aspect-
based sentiment analysis (ABSA).

Regarding the first two sub-questions (RQ1.1
and RQ1.2), few-shot transformer models outper-
form baseline BoW models, significantly improv-
ing aspect-sentiment classification measured by
macro F1 score. This emphasizes the importance
of labeled data for fine-tuning BERT models, en-
hancing performance compared to relying solely
on pre-trained knowledge in zero-shot scenarios.
It also highlights BoW models’ superior perfor-
mance in leveraging individual words compared to
zero-shot models struggling with domain transfer.

Regarding the third sub-research question
(RQ1.3), this study demonstrates how data aug-
mentation can enhance RobBERT’s aspect classifi-
cation performance. However, data augmentation
does not improve aspect or sentiment classification
for BERTje or sentiment classification for Rob-
BERT. These findings suggest that the effective-
ness of data augmentation varies across models
and tasks.

In summary, regarding the main research ques-
tion (RQ1) on BERT-based models’ effective-
ness in extracting aspect-sentiments, our findings
demonstrate their superiority over traditional bag-
of-words models and zero-shot classification ap-
proaches. To enhance model robustness, future
studies should acquire larger and more diverse
ABSA datasets, exposing models to varied open-
ended survey responses for improved generaliza-
tion to novel data. Considering the challenges
posed by the limitations of traditional clustering
methods, future studies could explore the incorpora-
tion of other clustering methods such as fuzzy clus-
tering (Zhao and Mao, 2017) or semi-supervised
(neural) topic modeling approaches (Chiu et al.,
2022; Xu et al., 2023). Moreover, future studies
should investigate the disparity in data augmen-
tation success between BERTje and RobBERT.
Specifically, exploring whether generating aug-
mented sentences using BERTje embeddings im-
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proves BERTje model performance, similar to the
favorable outcome observed for RObBERT in this
study. Understanding such disparities would con-
tribute to a deeper understanding of the relationship
between specific models, their embeddings, and
the efficiency of data augmentation techniques in
ABSA’s broader context.
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