
Proceedings of the 2024 Conference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies (Volume 1: Long Papers), pages 4114–4124

June 16-21, 2024 ©2024 Association for Computational Linguistics

Event-Content-Oriented Dialogue Generation in Short Video

Fenghua Cheng, Xue Li, Zi Huang, Jinxiang Wang, Sen Wang
School of Electrical Engineering and Computer Science,

The University of Queensland, Brisbane, Australia
{fenghua.cheng, xue.li, helen.huang, jixiang.wang, sen.wang}@uq.edu.au

Abstract

Understanding complex events from different
modalities, associating to external knowledge
and generating response in a clear point of view
are still unexplored in today’s multi-modal di-
alogue research. The great challenges include
1) lack of event-based multi-modal dialogue
dataset; 2) understanding of complex events
and 3) heterogeneity gap between different
modalities. To overcome these challenges, we
firstly introduce a novel event-oriented video-
dialogue dataset called SportsVD (Sports-
domain Video-dialogue Dataset). To our best
knowledge, SportsVD is the first dataset that
consists of complex events videos and opinion-
based conversations with regards to contents
in these events. Meanwhile, we present
multi-modal dialogue generation method VCD
(Video Commentary Dialogue) to generate
human-like response according to event con-
tents in the video and related external knowl-
edge. In contrast to previous video-based dia-
logue generation, we focus on opinion-based
response and the understanding of longer and
more complex event contents. We evaluate
VCD’s performance on SportsVD and other
baselines under several automatic metrics. Ex-
periments demonstrate VCD can outperform
among other state-of-the-art baselines. Our
work is available at https://github.com/
Cheng-Fenghua/SportsVD.

1 Introduction

Despite great success achieved in large language
models (Adiwardana et al., 2020; Lu et al., 2023;
Raffel et al., 2020; Zeng et al., 2022), most of them
are still limited to incapacity of reading visual infor-
mation and multi-modal interactions. To build con-
versational agents’ abilities to interact with human
and specific environment by not only reading natu-
ral language but also perceiving the physical world
using all senses is one of long-term goals of Artifi-
cial Intelligence (AI). Communicating in a multi-

(a) SportsVD Example 1: 3-turn dialogue on a basketball game

(b) SportsVD Example 2: 2-turn dialogue on a football game

Figure 1: SportsVD Examples

modal way can greatly enhance the engagement of
user into the communication between agents.

Therefore, there has been increasing interest on
multi-modal dialogue generation. Recent works
have (Shuster et al., 2021) achieved a significant
progress in multi-modal dialogue generation. How-
ever, there are still research gaps. First, much re-
search interest are focused on image-grounded di-
alogue. Video-grounded dialogue generation still
needs to be explored. State-of-the-art works on
video-grounded chatbot are still unsatisfying due
to difficulty in extracting information from video
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and integrating external knowledge.
Second, existing video-grounded dialogue works

mainly focus on entity movement but more com-
plex event content is neglected. However, this dif-
fers largely from real-world scenarios. A longer
and more complex event is more likely to be the
topic of a conversation. To this end, constructing
a dialogue generating model that can understand
more complex scenarios and events is necessary
for AI to interact with the real world. Here we give
formal definition of entity movement and event
contents to distinguish them easily. Event-contents
based dialogue generation is still unexplored.

• Entity Movement Entity refers to a concrete
object, e.g., a person or a plane. Entity move-
ment refers to some purposeless, simple and
short movement of a single entity, e.g., a per-
son raises his arm or a plane takes off.

• Event Contents Event refers to a complicated
activities and a series of interaction involved
by multiple entities. An event which could
specify participants, time and place.

Third, much attention is concentrated on
question-answer pairs in multi-modal dialogue gen-
eration. Containing only question and answer in a
dialogue is also inconsistent with reality as simple
Q&A is largely based on facts whereas opinions
are much more involved in real dialogue. Hence,
opinion-based response generation still needs to
be explored. Here we give a formal definition of
fact-based dialogues and opinion-based dialogues:

• Fact-based Dialogue: should be about the ex-
istence, reality, or truth. Normally fact-based
dialogue is in QA form.

• Opinion-based Dialogue: should state the
speakers’ feelings, beliefs, or views.

To this end, we propose a new dataset SportsVD
which contains dialogue-video pairs on sports-
domain events together with VCD, a novel multi-
modal dialogue generation method based on un-
derstanding of event contents and external knowl-
edge. SportsVD contains 5114 sports-events videos
and 39K corresponding dialogues. We collect
videos and multi-turn comments as dialogues from
Youtube. Comments from real users based on their
own knowledge help form high-quality opinion-
based conversations. Figure 1 demonstrates some
examples in SportsVD. We choose sports-domain

events to form our dataset because we believe peo-
ple are highly likely to express diverse opinions
when watching a sports event. VCD utilizes video
encoding from pre-trained video-language model
InternVideo (Wang et al., 2022) and unified trans-
former structure and input representation to reduce
heterogeneity gap. Additionally, we utilize prompt
to integrate external knowledge into dialogue gen-
eration. We evaluate VCD and other baselines on
SportsVD under both automatic metrics and hu-
man evaluation. Experiments demonstrates the effi-
ciency and effective of our work. Our model can
outperform other baselines.

In summary, the contributions of this work in-
clude:

1. We introduce a new opinion-based video-
dialogue dataset SportsVD in which all video-
dialogue pairs are related to sports-domain
events on Youtube. To our best knowledge,
SportsVD is the first video-dialogue dataset
based on complex events.

2. We present a novel dialogue generation
method VCD which generate response based
on event contents shown in a short video and
external knowledge.

3. We provide data analysis of the new dataset
SportsVD and compares it with other multi-
modal dataset.

4. We evaluate VCD on SportsVD and compare
it to other state-of-the-art baselines.

2 Related Works

We conclude recent advances achieved in two re-
lated areas which are related to this work.

2.1 Multi-modal Dialogue System
Due to the lack of visual information perception,
text-only dialogue systems can hardly produce
human-like conversations in which multi-modal in-
teraction happens. Therefore, recent works raised
increasing interest in developing a multi-modal con-
versational agent with visual ability. According to
different tasks, multi-modal dialogue systems can
be roughly categorized into:

(1) Image-grounded question-answering dia-
logue system (Das et al., 2017; Murahari et al.,
2020; Nguyen et al., 2020) aims to generate an-
swers to given questions based on a given im-
age. (2) Instead of conversing based on facts in
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Q&A form, image-grounded chit-chat dialogue
system (Shuster et al., 2020) generates opinion-
based responses. (3) Visual-evidence-embedded
dialogue system (Liang et al., 2021; Shen et al.,
2021) takes text-only context as input and generate
text-only response as well. However, non-paired
image, acting as implicit evidence, is introduced
in response generation. (4) Image-Response Dia-
logue system (Zang et al., 2021; Sun et al., 2022)
needs to generate not only textual but also visual
response to the given dialogue context. (5) Video-
grounded question-answering dialogue system (Le
et al., 2019, 2022) generates answer to given ques-
tion based on video and audio. (6) Video-grounded
real-time commenting task (Ma et al., 2019) aims
to generate reasonable live comments as opinions
of a specific video clip near a timestamp.

Different from these works, we focuses on gen-
erating opinion-based response based on the under-
standing of more complex events in short video.

2.2 Video Understanding

Unlike understanding images, understanding
videos raises more challenges. A video can be
regarded as continuous set of images and there-
fore understanding videos needs more computation.
Moreover, due to dense frames in video and slow
information variance, there is much redundant in-
formation in video frames.

InternVideo (Wang et al., 2022) presents a novel
idea of understanding video by fusing two types of
representations from two ways of self-supervised
learning. Video Swin Transformer (Liu et al., 2022)
adopts swin transformer (Liu et al., 2021) into
video understanding inspired from its success in im-
age understanding. VideoMAE (Tong et al., 2022)
adopts masked token learning (Devlin et al., 2019)
which achieved great success in NLP to pre-train a
vanilla vision transformer based autoencoder.

3 SportsVD Dataset

To create a dataset specially for the event-content
dialogue generation is an inevitable task in this
work due to lack of training corpus. To this end,
we present SportsVD which contains 5114 sports-
event based videos and 39K opinion-based dia-
logues regarding to them. We desire these videos
to contain at least one event and dialogues to be not
question-answering but opinion-based and highly
related to events in the video. In this section, we
firstly introduce the data collection method and

then detail the analysis of the new dataset.

3.1 Data Collection
We collect videos on Youtube, together with titles
and captions. Each video describes a specific sports
event, e.g., a game highlight. We also collect com-
ments under the video as dialogues related to the
event contents.

To guarantee that all videos are event-based, we
focus on videos about sports game highlights. We
collect both basketball and football game highlights
in world-wide famous sports league or association.
Considering the uneven quality of videos posted
on Youtube, we select videos carefully. We assume
that a video with high number of likes and times of
watching is less likely to have poor quality. There-
fore, we filter retrieved videos by : 1) the length of
video should be less than 4 minutes; 2) the number
of comments under the video should be more than
100; 3) the number of view counts of the video
should be greater than 10000.

On the other hand, we use comments and reply-
ing relationship to construct multi-turns dialogues
related to the video. Similar as filtering videos,
comments with high number of likes proves to
be meaningful and informational replies. To filter
comments which are meaningless and less relevant
to the video, we select comments under such con-
ditions: 1) comments should be in English and 2)
the number of votes for the comment should be
greater than 5. For selected comments, we recon-
struct them to multi-turn dialogues according to
the replying relationship. Besides, we clean some
meaningless text like "@someone".

3.2 Data Analysis
We present basic statistics of SportsVD in table
1. There are in total 5114 sports-event videos and
39097 conversations regarding to them. We split
the dataset into training and testing set in 8:2 ratio.

Split #V #D #S Avg-T Avg-L

Train 4,065 30,708 153,161 2.23 162.7s
Valid 1,049 8,389 42,299 2.22 162.1s
Total 5,114 39,097 195,460 2.23 162.5s

Table 1: Basic statistics of SportsVD. "#V", "#D", "#S"
denotes the number of videos, dialogues and sentences.
"Avg-T" and "Avg-L" denotes the average turns of a
dialogue and the average duration of videos.

We also construct analysis on the quality of our
dataset SportsVD. We aim to measure how the dia-
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logue is related to the event contents in the video
and how it is related to external knowledge. We
sample 100 dialogues from SportsVD and ask vol-
unteers to rate from 0 to 2 in these questions:
• Whether the response is related to one or more
events;
• Whether the response is based on opinions;
• Whether the response is reasonable and under-
standable without video;
• Whether the response is reasonable and under-
standable without external knowledge;

We present comparison between some main
multi-modal dialogue datasets and SportsVD in ta-
ble 2. Further more, to compare with other datasets,
we also sample 100 dialogues from OpenViDial 2.0
(Wang et al., 2021) and AVSD (Alamri et al., 2019)
and conduct the same analysis. OpenViDial is a
open-domain video-frame-dialogue dataset from
movies and TV series. AVSD is a dialogue dataset
which consists of questioning-answering pair based
on entity-movement video. Figure 2 shows the
comparison between three datasets.

Figure 2: Human comparison between OpenViDial2,
AVSD and SportsVD in four aspects.

SportsVD has the highest score for event rele-
vance, opinion base and external knowledge rel-
evance. The results indicate that SportsVD has
the richest multi-modal information among three
datasets. This is because SportsVD collects only-
event videos and external knowledge is frequently
associated when event-oriented dialogue happens.
On the contrary, AVSD demonstrates the highest
score in video relevance and the lowest score for
opinion base because all dialogues in AVSD are
based on facts in video in simple Q&A form.

4 Video Commentary Dialogue

We propose VCD (Video Commentary Dialogue), a
new multi-modal dialogue generation method that

understand event contents from multiple modalities
in a video and generate opinion-based response. To
understand longer and more complex event con-
tents in a video, we samples several frames from
the video and utilizes VideoIntern (Wang et al.,
2022) to encode them. Meanwhile, in order to re-
duce modality gaps, unified transformer structure
and input representation are applied. Besides, we
integrate external knowledge from ATOMIC (Sap
et al., 2019) and google knowledge graph1 by natu-
ral language prompt.

4.1 Problem Formulation

We formulate video-dialogue generation task as
follows. Suppose we have a Video-Dialogue set
D = {(Vi, Ci, Ti, Ri)}ni=1 where Vi is the video,
Ci is the caption of the video, Ti is the dialogue
context and Ri is the response to Ti based on un-
derstanding of Vi. The goal of VCD is to learn a
generative model P (R|V,C, T ; θ) from D where
θ means the parameters of the model. Hence, we
can generate response according to Equation 1.

R = argmaxRP (R|V,C, T ; θ) (1)

4.2 Model Architecture

In order to fill semantic gaps between different
modalities, we propose to use unified transformer
to integrate information from different modalities.
Figure 3 shows the high-level architecture of VCD.
VCD consists of: (1) a multi-layer transformer
encoder and (2) a video encoder. In our experi-
ments, we simply use pre-trained BERT (Devlin
et al., 2019) as the multi-layer transformer encoder.
The multi-layer transformer encodes video, cap-
tion, context and knowledge part bidirectionally
and encodes response part unidirectionally. The
input representation will be elaborated later.

4.3 Video Encoder

To understand complex events in a video, we utilize
frozen InternVideo (Wang et al., 2022) to produce
the video embedding. The video representation is
a 768-dimensional vector before fusing with lan-
guage representation. We use a projection layer
and layer normalization to reduce modality gap
between visual and textual input.

1https://cloud.google.com/
enterprise-knowledge-graph/docs/search-api
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Name Type Modalities #Dialogues #Images #Videos Language

VisDial (Das et al., 2017) Fact & Entity I, T 1.2M 120K - English
IGC (Mostafazadeh et al., 2017) Opinion & Entity I, T 250K 250K - English

MMChat (Zheng et al., 2022) Opinion & Entity I, T 120K 204K - Chinese
MMDialog (Feng et al., 2023) Opinion & Entity I, T 1.0M 1.5M - English

Image-Chat (Shuster et al., 2020) Opinion & Entity I, T 202K 202K - English
OpenViDial2.0 (Wang et al., 2021) Opinion & Entity I, T 5.6M 5.6M - English

PhotoChat (Zang et al., 2021) Opinion & Entity I, T 12K 12K - English
AVSD (Alamri et al., 2019) Fact & Entity V, T 18K - 18K English
VideoIC (Wang et al., 2020) Opinion & Entity V, T 5.3M (comments) - 4.9K Chinese

LiveBot (Ma et al., 2019) Opinion & Entity V, T 896K (comments) - 2.3K Chinese
TikTalk (Lin et al., 2023) Opinion & Entity V, T 367K - 38K Chinese

SportsVD (Ours) Opinion & Event V, T 39.1K - 5.1K English

Table 2: Comparison between SportsVD and other multi-modal dataset. "I", "V" denotes "Image" and "Video".

Figure 3: VCD Architecture and Input Representation. "+" denotes element-wise summation.

Figure 4: Self-attention mask used in VCD. Areas with
cross are masked out. Unidirectional encoding for re-
sponse part and bidirectional encoding for other parts.

4.4 Input Representation

We integrate information from video, context and
external knowledge by introducing a unified input
representation. There are different types and levels
of input representation. To avoid confusing be-
tween types and levels of input, we specify them
in Figure 3. Type indicates which segment the to-
ken is in, e.g., video, context or knowledge and
level indicates which level the sequence represents,
e.g., token level or positional level. The final input
representation to the transformer network is the
element-wise summation from all levels of embed-
dings. We explain them for details later.

4.4.1 Types of Input

There are five types of inputs in a sequence in-
cluding video, caption, context, knowledge and
response. For video input, there is only one to-
ken embedding, video embedding obtained by the
video encoder. For other parts, token embeddings
are all embedding of natural language word.

4.4.2 Levels of Input

The final input representation to the transformer
is the element-wise summation of three levels of
embeddings: token level, type level and position
level. Each level’s embeddings is a sequence of
basic embeddings in dimension [L,D] where L in-
dicates the length of the sequence and D indicates
the dimension of basic embedding. In our experi-
ments, L = 240 and D = 1024. Hence, the final
input representation is also in shape [L,D].

Concatenating all five types token embeddings
together with special token [SEP], we get token-
level embeddings. Video embeddings are through
a projection layer to keep in align with word em-
beddings in dimension. Token-level embeddings
fuse information from different segment and modal-
ities. Formally, the token-level embeddings can be
formulated as Equation 2.
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TextSequence = {wc1, . . . , wcm, [SEP ], wt1, . . . , wtn, [SEP ],

wk1, . . . , wkj , [SEP ], wr1, . . . , wrl},
T oken = Cat(V E(v1, . . . , vj),WE(TextSequence))

(2)
where wxi means the ith word in correspond-

ing segment, Cat means the concatenate operation,
V E means video encoder and WE denotes the
word embedding layer. vi is the ith frames sampled
from the video.

Type level embeddings indicate which segment
the token is in, i.e., video, caption, context, knowl-
edge or response. We simply use a embedding
layer. Type level embeddings help the model to
specify different segments in token-level embed-
dings explicitly.

Positional level embeddings indicate the position
that tokens are in one sequence. We simply use the
same positional embedding as original transformer.

4.5 Knowledge Extraction
Since SportsVD contains many external-
knowledge-related dialogues, VCD tries to
integrate both commonsense and domain-specific
knowledge about the events and context into
dialogue generation. We extracts commonsense
knowledge by COMET-ATOMIC (Hwang et al.,
2021). Taking description of an event as input,
It predicts relationship tuple from commonsense
knowledge graph ATOMIC (Sap et al., 2019), e.g.,
<PersonX, xReact, Happy> indicates "As a result,
PersonX feels happy". VCD inputs event captions
and dialogue context to COMET-ATOMIC to
extract commonsense knowledge.

In order to utilize domain-specific knowledge
related to the event contents and context, we use
a pipeline workflow. Specifically, we firstly use
google ner2 to recognize all entities, including per-
son and location, in video captions and dialogue
context. Then we extract sports knowledge about
these entities by google knowledge graph and fil-
tering "sports" keyword.

The external knowledge is represented by natural
language and concatenated together with caption
and context as Equation 2 shows.

4.6 Training Policy
For model training, we use three training objectives,
MCP (masked caption prediction), MKP (masked
knowledge prediction) and MRP (masked response

2https://cloud.google.com/natural-language/
docs/analyzing-entities?hl=en

prediction) inspired from success of (Devlin et al.,
2019) respectively. In the training phase, 70% to-
kens in response segment are randomly masked.
Among these tokens, 80% tokens are masked by a
special token [MASK], 10% tokens are replaced
by a random token sampled from the vocabulary
and 10% tokens are unchanged. The model is re-
quired to predict these masked tokens. Similarly,
to reduce semantic gap between video contents and
video itself, we adopt masked caption prediction
and masked knowledge prediction as another train-
ing objective. We randomly mask 15% tokens in
MCP and MKP. By masking caption and knowl-
edge tokens, the model have a better understanding
of video and external knowledge.

We simply use CrossEntropy loss of the masked
tokens as loss for MCP, MKP and MRP. Specif-
ically, Equation 3 denotes the loss of these two
training tasks, where R̂, K̂ and Ĉ denotes the set
of masked tokens in response segment, knowledge
segment and caption segment respectively.

LMRP (V,C, T,R) = −
∑

wri∈R̂
logpi(wri|V,C, T,R),

LMKP (V,C, T,R) = −
∑

wki∈K̂
logpi(wki|V,C, T,R),

LMCP (V,C, T,R) = −
∑

wci∈Ĉ
logpi(wci|V,C, T,R),

L = LMRP + LMCP + LMKP

(3)
For inference phase, the model encodes the

video, caption, context, knowledge and special
[BOS] token as input and generates the first token
of response by predicting a [MASK] token over the
vocabulary. Then the [MASK] token is replaced
by the generated token and repeat predicting a new
[MASK] token appending to the input sequence
until ending condition satisfies.

5 Experiments

We conduct experiments among VCD and other
state-of-the-art baselines on SportsVD under sev-
eral automatic metrics. In this section, we elaborate
the experiments and results.

5.1 Implementation Details

VCD uses InternVideo-MM-L-143 as video en-
coder and a bert-large-uncased4 as base transformer

3https://github.com/OpenGVLab/InternVideo
4https://huggingface.co/bert-large-uncased
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network. We only tune parameters of the base trans-
former network. The embedding dimension D used
in VCD is 1024. We set the max length L = 240 in
which the max length of response, caption, context
and knowledge is 40, 40, 80 and 80 respectively.
For training details, we optimize via Adam opti-
mizer (Kingma and Ba, 2014) and use MultiStepLR
to adjust the learning rate. All training work was
completed on NVIDIA Tesla V100 SMX2 GPU.

5.2 Evaluation Metrics

For each video-dialogue pair, we have a reference
response. We call response generated from VCD
and other baseline candidate. We evaluate the qual-
ity of generated response candidates by both auto-
matic metric and human evaluation.

5.2.1 Automatic Metric
We employ two aspects of automatic metrics to
evaluate VCD and other baselines:
• Relevance: we use (1) Rogue-L (Lin, 2004), (2)
BLEU (Papineni et al., 2002), (3) CIDEr (Vedan-
tam et al., 2015) and (4) Meteor (Lavie and Agar-
wal, 2007) to evaluate relevance between candi-
dates and reference.
• Diversity: we simply use (1) Dist-1 and (2) Dist-
2 (Li et al., 2016) to measure the diversity of candi-
dates themselves. We use NLG evaluation code5 to
calculate these metrics.

5.2.2 Human Evaluation
In order to comprehensively evaluate the perfor-
mance of VCD and other baselines, we adopt
human evaluate on sampled generated candi-
dates. Specifically, we randomly select 100 video-
dialogue pairs from test set. The volunteer watches
the video, reads dialogue context and rates corre-
sponding candidates generated by VCD and other
baselines. The volunteer is asked to rate the gener-
ated response from (0, 1, 2) in:
• Fluency: whether the response is fluent, reason-
able and logical.
• Context-relevance: whether the response is rel-
evant to the given dialogue context.
• Event-relevance: whether the response is rele-
vant to the event contents shown in the video.
• Opinion-clarity: whether the response has a
clear and not self-contradictory opinion.
• Knowledge-relevance: whether the response
involves a range of external knowledge or common
sense.

5https://github.com/Maluuba/nlg-eval

• Overall quality: overall quality of generated
response considering event contents, dialogue con-
text and external knowledge.

5.3 Baselines
We compare VCD with other state-of-the-art base-
lines. We classify them into different types accord-
ing to what kind of information they accept while
generating response.
• Context only: only takes dialogue context as
input. DialoGPT (Zhang et al., 2020) is a dialogue
generation model based on GPT-2 (Radford et al.,
2019) architecture and trained on 147M multi-turn
text-only dialogue corpus. We finetune a DialoGPT
model on SportsVD.
• Context + Event: takes dialogue context and
event contents as evidence. (1) Blip-2 (Li et al.,
2023) is a state-of-the-art vision-language model.
It utilizes a trainable Q-former to bridge the frozen
vision encoder and large language model OPT
(Zhang et al., 2022). Since Blip-2 only accepts
image as input, we randomly sampled one frame
from the video as the visual information. (2) VCD
is our method, reading both visual and textual in-
formation and generating response.
• Context + Event + Knowledge: takes dialogue
context, event contents and external knowledge into
consideration while predicting. (1) ChatGPT6 has
been the best performing benchmark in dialogue
generation since released. Since the implemen-
tation details is not open source, we don’t fine-
tune it on SportsVD. Due to incapability of read-
ing video information by ChatGPT api, we add
event captions together with dialogue context and
ask ChatGPT to generate response. Since Chat-
GPT has its own knowledge base, we regard it as
knowledge-enabled baseline. (2) VCD+Common
is our method, based on VCD but integrating com-
monsense knowledge into response generation.
(3) VCD+Domain is based on VCD, integrating
domain-specific knowledge.

5.4 Main Results
We summarize main experiments results in Table 3
and Table 4. For relevance metrics, VCD+Domain
achieves almost the best performance among all
baselines. Meanwhile, VCD+Common achieves
the second best performance regarding to rele-
vance evaluation. Without external knowledge,
relevance metric decreased slightly for VCD and

6https://openai.com/blog/
introducing-chatgpt-and-whisper-apis
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Type Methods BLEU_3 BLEU_4 METEOR ROUGE_L CIDEr distinct_1 distinct_2
C DialoGPT 0.08 0.03 1.38 3.15 1.26 11.57 47.50

C+E
VCD (Ours) 0.29 0.11 2.29 5.25 2.95 5.65 34.78

Blip-2 0.25 0.11 1.82 3.68 2.02 14.02 54.94

C+E+K
ChatGPT 0.34 0.08 2.65 5.40 1.74 6.23 31.70

VCD+Common (Ours) 0.44 0.17 2.48 5.49 2.73 5.18 31.98
VCD+Domain (Ours) 0.50 0.20 2.55 5.59 2.80 5.16 31.85

Table 3: Evaluation results on automatic metrics. Bold number indicates the best performance among baselines and
number with underline denotes the second best performance.

Blip-2. On the contrary, due to incapability of read-
ing information of the event and external knowl-
edge, DialoGPT can hardly produce comparable
response to other methods. Results validates the
significance of events understanding and external
knowledge association in event-contents-oriented
dialogue generation. This is also in align with our
conclusion that SportsVD involves large amount
of external knowledge. Human evaluation results
also validate the high relevance to event and ex-
ternal knowledge of candidates generated by our
method. VCD+Domain and VCD+Common has
highest overall quality score. Blip-2 and ChatGPT
performs bad in human evaluation due to too many
meaningless words in generated candidates.

Method F Ctx-R Evnt-R Opn-C Knwl-R Oa-Q

DialoGPT 1.01 1.05 0.77 1.02 0.67 1.0
VCD 1.38 1.63 1.08 1.38 0.8 1.44

Blip-2 0.56 0.75 0.38 0.23 0.1 0.26
ChatGPT 1.63 0.95 1.08 1.11 0.18 1.02

VCD+Common 1.55 1.61 1.11 1.45 0.93 1.49
VCD+Domain 1.41 1.62 1.31 1.47 1.22 1.55

Table 4: Human evaluation results on Fluency (F),
Context-relevance (Ctx-R), Event-relevance (Evnt-R),
Opinion-clarity (Opn-C), Knowledge-relevance (Knwl-
R) and Overall quality (Oa-Q). Bold number indicates
the best performance among baselines and number with
underline denotes the second best performance.

However, for diversity evaluation, Blip-2 and Di-
aloGPT outperform other methods. We assume that
external knowledge limits the ability of generating
more different words with less possibility. Besides,
the pre-training data distribution between different
methods and scale of parameters also causes low
diversity in response generated by VCD.

5.5 Ablation Study

We provide a brief ablation study to investigate
the importance of integrating external knowledge
into dialogue generation. From Table 3 and Ta-
ble 4, VCD+Common and VCD+Domain outper-

form VCD in both automatic evaluation and hu-
man evaluation. On the other hand, VCD+Domain
achieves higher score in almost all metrics which
indicates domain knowledge provides better evi-
dence in both video understanding and response
generation. Hence, the introduction of external
knowledge is effective and efficiency.

5.6 Case Study
We provide a case of generated responses in Fig-
ure 5 to further investigate the performance of
our method and other baselines. In Figure 5,
VCD+Domain can infer the results of the event
(cavs wins the series), the speaker’s position (per-
haps a mavs fan because mavs fans hate lebron)
and counterattack. We see the impressive ability of
integrating external knowledge of VCD+Domain
and clear point of view. ChatGPT acts more like
echoing speaker’s opinion with weak understand-
ing of the event contents. Without seeing event
contents, DialoGPT can hardly generate any infor-
mative response. Due to taking only one frame as
vision information, Blip-2 also cannot generate in-
formative response. VCD can understand the event
contents but the generated response is not quite
related to the context in this case. While other
baselines can generate reasonable response, they
can hardly integrate external knowledge and event
contents at the same time except VCD+Domain.

Figure 5: Case study: an example comparison between
VCD and other baselines
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6 Conclusion

In this paper, we introduce a new multi-modal
dialogue dataset SportsVD. To our best knowl-
edge, it is the first events-content-based video-
dialogue dataset. We collect videos and dialogues
in sports domains on Youtube. Real users’ com-
ments ensure the quality of dialogue and clarity of
views towards the event. Meanwhile, we present
VCD, a novel video-dialogue generation method
which can understand event contents, integrate ex-
ternal knowledge and generate reasonable response.
Experiments between VCD and other baselines
on SportsVD demonstrate the outstanding perfor-
mance of our method.
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