
Proceedings of the Fourth Workshop on Multilingual Representation Learning (MRL 2024), pages 114–126
November 16, 2024 ©2024 Association for Computational Linguistics

Language and Task Arithmetic with Parameter-Efficient Layers
for Zero-Shot Summarization

Alexandra Chronopoulou1∗ Jonas Pfeiffer2 Joshua Maynez2
Xinyi Wang2 Sebastian Ruder3† Priyanka Agrawal2

1Google 2Google DeepMind 3Cohere

Abstract

Parameter-efficient fine-tuning (PEFT) using
labeled task data can significantly improve the
performance of large language models (LLMs)
on the downstream task. However, there are
7000 languages in the world and many of these
languages lack labeled data for real-world lan-
guage generation tasks. In this paper, we pro-
pose to improve zero-shot cross-lingual trans-
fer by composing expert modules trained sep-
arately on language or task data. Our method
composes language and task PEFT adapters
via element-wise arithmetic operations to lever-
age unlabeled data and English labeled data.
We extend our approach to cases where labeled
data from more languages is available and pro-
pose to arithmetically compose PEFT adapters
trained on languages related to the target. Em-
pirical results on summarization demonstrate
that our method is a strategy that obtains con-
sistent gains using minimal training of PEFT
parameters.

1 Introduction

Large language models (LLM) have achieved im-
pressive performance on various real world appli-
cations in many different human languages (Xue
et al., 2021; Brown et al., 2020; Chowdhery et al.,
2022; Anil et al., 2023; Jiang et al., 2024). Sum-
marization (Nenkova and McKeown, 2011) is a
particularly interesting and useful task because it al-
lows users to quickly aggregate and access relevant
information from large amounts of textual data. De-
veloping a competitive text summarization system
for a language typically involves fine-tuning a pre-
trained model on labeled summarization data in the
given language. Standard supervised fine-tuning
of LLMs can be very expensive due to the large
model size. Parameter-efficient tuning (PEFT) is
an effective alternative that achieves competitive
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performance while incurring much less computa-
tional and memory cost (Hu et al., 2022; Lester
et al., 2021; Zhang et al., 2023b).

Despite the effectiveness of PEFT (Touvron
et al., 2023), it also has several limitations if we
want to develop competitive multilingual summa-
rization systems. First, current PEFT methods
generally require access to labeled task data in a
given language. While there are several existing
datasets in English to train competitive summariza-
tion systems (Hermann et al., 2015; Grusky et al.,
2018; Narayan et al., 2018), many languages in the
world with millions of speakers do not have such
resources (Giannakopoulos et al., 2015; Scialom
et al., 2020; Cao et al., 2020). Second, standard
PEFT methods optimize a separate set of param-
eters for each language, resulting in thousands of
fine-tuned checkpoints, which need to be stored
and deployed individually (Fifty et al., 2021). Fi-
nally, as the standard PEFT methods are fine-tuned
in isolation, they cannot leverage information from
related tasks.

In this paper, we want to improve zero-shot mul-
tilingual summarization with PEFT to better sup-
port languages that might lack labeled summariza-
tion data. To this end, we propose a simple yet
effective method that composes language and task
information stored in different trained PEFT param-
eters through element-wise operation. We leverage
unlabeled data to train language parameters with
PEFT, and perform element-wise arithmetic opera-
tions with pretrained task and language parameters
to construct new parameters for a language without
labeled summarization data. While several prior
works have studied methods that compose PEFT
methods for zero-shot cross-lingual transfer (Pfeif-
fer et al., 2020; Vu et al., 2022), these methods
generally incur an additional inference cost. Our
method provides a simpler and more flexible frame-
work to leverage many related languages at a fixed
inference cost.

114



Confidential — Google DeepMind

θPt;XLSum  =  λθEn;XLSum  + (1-λ)(θPt;LM  -  θEn;LM )

PaLM 2

Inputs: O fenómeno Taylor Swift está 
prestes a chegar a Portugal e, se 
calhar,
Targets: ninguém está preparado 
para o frenesim que irá gerar.

Breslin will play the lead role of Baby 
Houseman. Dirty Dancing is the song- 
and-dance love story about 17-year-old 
Baby, who falls for her working-class 
dance instructor, Johnny. … In 2011, 
Lionsgate announced plans to remake the 
film for the big screen.
Summary: The 1987 movie Dirty Dancing is 
to be remade for TV, by US network ABC.

Inputs: Tastes like 
strawberries on a summer 
evenin’
Targets: and it sounds just like 
a song

Pt LM

En 
XLSum

Nos Estados Unidos, o filme 
arrecadou US $9,8 milhões. O 
número é mais baixo do que o 
esperado por analistas. Ele não 
leva em conta, porém, o 
lançamento em importantes 
mercados, como o da 
Grã-Bretanha, onde o filme foi 
lançado na quinta-feira ...  
Summary: A versão de King Kong 
dirigida por Peter Jackson 
arrecadou US $18 milhões no seu 
primeiro dia de apresentação.
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Figure 1: Illustration of our language and task arithmetic approach for zero-shot cross-lingual transfer using
LoRA parameters learned on top of PaLM 2. (a) We train a task adapter using the summarization objective in En
and language adapters using Prefix-LM in En and Pt. At inference time, a summary is generated in Pt, shown with
a dotted frame (Subsection 2.1). (b) We add the weights of task adapters trained for summarization in languages
similar to the target. We use the resulting vector for zero-shot summarization in the target language (Subsection 2.2).

Our method is inspired by the lottery ticket hy-
pothesis (Frankle and Carbin, 2019), which posits
that distinct models fine-tuned on the same dataset
follow linear trajectories while maintaining a con-
sistent loss (Frankle et al., 2020; Yunis et al., 2022).
This hypothesis implies that element-wise opera-
tions on different fine-tuned models can also re-
move biases of the pretrained model (Ilharco et al.,
2023), allowing the accumulation of information
from auxiliary tasks (Matena and Raffel, 2021),
or improve adaptation to unforeseen textual do-
mains (Li et al., 2022a; Chronopoulou et al., 2023a).
Our work is the first to extend this observation to
improve cross-lingual transfer by combining pre-
trained language and task parameters.

Our contributions are the following:

1. Assuming we only have task data in En-
glish, we combine PEFT parameters trained
on English task data and unlabeled data in
other languages through element-wise com-
position. This setup, termed Task-in-One-
Language, improves the model’s summariza-
tion performance across all unseen target lan-
guages, as demonstrated on the XLSum bench-
mark (Hasan et al., 2021).

2. Extending our first approach, we consider sce-
narios with task data from multiple languages

(Task-in-Many-Languages). When labeled
task data for summarization are available in
various languages, we combine representa-
tions from languages most related to the target,
consistently improving performance over the
baselines using the XLSum benchmark.

3. We apply our language and task arithmetic
to a different PEFT method, the Kronecker
adapter (Edalati et al., 2022) and evaluate its
performance on XLSum and TyDi-QA (Clark
et al., 2020). We find that our approach is also
effective with these other methods and tasks.

2 Language and Task Arithmetic

Prior work has applied element-wise operations
to the weights of fine-tuned models (Matena and
Raffel, 2021; Wortsman et al., 2022; Ilharco et al.,
2023; Ainsworth et al., 2023; Yadav et al., 2023), or
PEFT modules (Chronopoulou et al., 2023a; Zhang
et al., 2023a). These studies demonstrate that inter-
polating the weights of fine-tuned models (or spe-
cific layers) effectively creates multi-task and multi-
domain models. We hypothesize that element-wise
operations can also be used to combine knowledge
acquired in different languages. Our work is the
first to propose the arithmetic composition of lan-
guage and task PEFT modules for cross-lingual
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natural language generation. Figure 1 illustrates an
overview of our approach. 1.

Our goal is to enable Large Language Models
(LLMs) to support summarization in an unseen tar-
get language (T ) for which we lack labeled data.
We assume access to labeled task data in other lan-
guages, as well as unlabeled monolingual data in
both the source language (S) and the target lan-
guage (T ). In particular, we can use either labeled
or unlabeled data to train small PEFT modules that
capture the attributes of a given task or language.
Task Adapter: We fine-tune an LLM using LoRA
adapters on labeled data from XLSum (Hasan et al.,
2021) in the source language S. We refer to the
fine-tuned model as Task Adapter.
Language Adapter: We fine-tune LoRA parame-
ters with LLMs on monolingual data in the source
or target language (S or T ). We refer to the fine-
tuned model as language adapter. We use the prefix-
LM pretraining objective from T5 (Raffel et al.,
2020) with mC4 data to train language adapters.

We propose to compose the language and task
vectors to better support summarization into the
target language T . Next, we introduce our method
under two different data settings.

2.1 Task-in-One-Language
First, we consider the zero-shot setting where the
source language S is English. We have labeled data
in S, and some amount of unlabeled data both in
the source language S and the target language T .

Composing via Language and Task Addition:
We want to encourage the model to generate in the
target language T and learn the task from the data
available in the source language S.

Let θLM;T be the LoRA parameters trained on
the monolingual data in the target language T , and
θtask;S be the LoRA parameters trained on the la-
beled task data in the source language S, we pro-
pose to calculate the zero-shot task module for the
target language T as:

θtask;T = λθtask;S + (1− λ)(θLM;T) (1)

The scaling term λ is determined using held-out
validation data. We refer to this approach as Lan-
guage and Task; Add.

Composing via Language and Task Addition
and Subtraction: We want to steer the model’s
ability to generate in the target language T , but
avoid generating in the source language S. Previ-
ous work showed that subtraction can be a method

of “unlearning” information (Ilharco et al., 2023;
Zhang et al., 2023a). We propose subtracting the
source language adapter from the target language
adapter. The intuition is that by negating the source
language adapter, we control the generation, mak-
ing the model “forget” the source language.

Our goal in this zero-shot transfer setup is to
obtain a model that has a strong summarization
ability (learned from the task adapter) in the cor-
rect target language (learned from the target lan-
guage adapter) while not generating in the source
language (unlearned from the source language
adapter).

Formally, let θLM;S be the LoRA parameters
trained on the monolingual data in the source lan-
guage S. We propose to calculate the zero-shot
task module for the target language T as:

θtask;T = λθtask;S + (1− λ)(θLM;T − θLM;S) (2)

where λ is a hyperparameter tuned in the same
way as in the previous setting. We refer to it as
Language and Task; Add and Subtract.

2.2 Task-in-Many-Languages
Subsection 2.1 presents language and task arith-
metic when we want to do zero-shot transfer from
a single source language S. However, in practice,
we sometimes have data in many different source
languages. In this subsection, we extend our lan-
guage and task arithmetic framework to the setting
where we utilize data in many different languages.

Composing via Task-only Addition: First, we
want to utilize labeled task data in various source
languages. Formally, given labeled task data for N
languages (S1, ..., SN ), we want to use the LLM to
support an unseen target language T , for which we
have no task data. To this end, given LoRA param-
eters (θtask;S1

, ..., θtask;SN
) trained on labeled task

data in (S1, ..., SN ), we propose to perform zero-
shot generation on the target language T using the
average of PEFT modules of its related languages:

θtask;T =
1

L

L∑

i=1

θtask;Si
(3)

where L <= N . If L = N , we essentially add the
weights of all available task adapters (we name this
method Task-only; Add all). To select a subset of
L languages that are most related to the target lan-
guage T , we use the URIEL language vectors (Lit-
tell et al., 2017). We retrieve the pre-computed
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syntactic and geographic distances between T and
each of the N languages of the training set using
an implementation of the toolkit lang2vec.1 We
refer to this approach as Task-only; Add related.

Composing via Language and Task Addition
and Subtraction: Similarly, if we have both la-
beled and unlabeled data in several source lan-
guages, we can modify Equation 2 to leverage both
types of data in many different languages:

θtask;T = λθ′task;S + (1− λ)(θLM;T − θ′LM;S) (4)

Where θ′task;S = 1
L

∑L
i=1 θtask;Si

(as computed
in Equation 3), i.e., it is the average of the re-
lated (to the target T ) task adapters, and θ′LM ;S =
1
L

∑L
i=1 θLM;Si

, i.e., it is the average of the related
language adapters according to URIEL. This ap-
proach is denoted as Language and Task; Add and
Subtract related.

3 Experimental Setup

3.1 Tasks and Datasets

Summarization: We use XLSum (Hasan et al.,
2021), a news summarization dataset of BBC ar-
ticles, where each article has a one-sentence sum-
mary. While prior work studies the zero-shot learn-
ing setting where only English labeled data is avail-
able (Vu et al., 2022), we utilize the available mul-
tilingual training data for a more realistic setting.
Specifically, we use a subset of XLSum as our train-
ing set, and specifically the articles and summaries
of the languages: Arabic (ar), Bengali (bn), English
(en), Japanese (ja), Korean (ko), Indonesian (id),
Swahili (sw), Russian (ru), Telugu (te), Thai (th),
and Turkish (tr). We refer to this set as XLSumseen.
Training dataset stats are shown in Table 7 of the
Appendix.

For zero-shot evaluation, we select 11 languages
from XLSum as unseen languages: Marathi (mr),
Gujarati (gu), Chinese simplified (zh), Nepali (ne),
Portuguese (pt), Sinhala (si), Somali (so), Viet-
namese (vi), Yoruba (yo), Ukrainian (uk), and Per-
sian (fa). We do not use training data from any
of these languages. We refer to this set of 11 lan-
guages as XLSumunseen.
Unlabeled data: We use unlabeled data from mC4
(Xue et al., 2021) with the prefix language model-
ing objective from T5 (Raffel et al., 2020). This

1https://github.com/antonisa/lang2vec

corpus has been created using a Common Crawl-
based dataset covering 101 languages. All lan-
guages considered in our experiments are covered
by mC4. For the language adapters, we fine-tune
the LLM using LoRA on prefix-LM for 5k steps in
each language.

3.2 Training and Implementation Details

We use PaLM 2-S (Anil et al., 2023), a state-of-
the-art, highly multilingual language model, as the
base LLM for all our experiments.

We add LoRA parameters of rank 4 to the Key,
Query, Value, Projection attention matrices. We
do not tune this hyperparameter. This results in
adding parameters that account for just 0.2% of
the parameters of PaLM 2 (we do not update the
weights of the pretrained model). We fine-tune
PaLM 2 on prefix-LM, XLSum using LoRA with
learning rate 2e− 4.

For XLSum, we report ROUGE-2 (Lin, 2004)
as the evaluation metric for En, and SentencePiece-
ROUGE-2 for all other languages. This is an exten-
sion of ROUGE that handles non-Latin character
using a SentencePiece tokenizer; in this work, we
use the mT5 tokenizer (Xue et al., 2021).

3.3 Baselines

TASK-IN-ONE-LANGUAGE: The baseline is com-
puted by fine-tuning PaLM 2 on En XLSum data
using LoRA parameters. During fine-tuning, only
the LoRA parameters are being updated, while the
underlying LLM remains frozen.
TASK-IN-MANY-LANGUAGES: The baseline is
computed by fine-tuning PaLM 2 on XLSum data
of each of the language in XLSumseen indepen-
dently using LoRA parameters. Then, the best-
performing model (per target language) is selected.
We denote this as baseline (best).

We also compute a multilingual baseline: we
simply concatenate the datasets of the different
languages of XLSumseen and we train the LLM
with LoRA on the entire dataset.2

4 Results and Discussion

4.1 Task-in-One-Language

Language and task arithmetic (Add and Sub-
tract) improves zero-shot cross-lingual transfer:
We present the main results of our language and

2We also ran the full fine-tuning baselines and we observed
that the gap to the PEFT baselines is small, results are shown
in the Appendix.
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Method Mr Gu Zh Ne Pt Si So Vi Yo Uk Fa Avg

Task-in-One-Language
Baseline 20.5 30.3 23.9 29.4 22.3 34.5 21.3 24.5 17.3 17.4 25.1 24.2

Language and Task (Add) 20.6 30.3 24.1 29.4 22.3 34.7 21.5 24.5 17.7 18.1 25.2 24.4
Language and Task (Add and Subtract) 20.7 30.6 24.6 29.6 22.5 35.4 21.8 24.6 18.5 20.9 25.8 25.0

Table 1: Language and task arithmetic improves zero-shot cross-lingual transfer on XLSum when we only
have task data in En. We show ROUGE-2 spm scores on XLSumunseen. We train the task adapter using En
XLSum data and the language adapter using Prefix-LM on mC4 data.

Method Mr Gu Zh Ne Pt Si So Vi Yo Uk Fa Avg

Task-in-Many-Languages
Baseline (best) 21.2 31.2 25.6 28.4 22.5 35.8 22.1 25.6 21.4 21.6 25.3 25.5
Baseline (multilingual) 21.4 31.2 26.4 28.8 22.8 35.4 22.4 25.7 20.2 21.5 25.5 25.6

Task-only (Add all) 21.4 31.3 25.6 28.6 22.8 35.4 22.0 25.5 20.4 21.3 25.5 25.4
Task-only (Add related) 21.1 31.5 25.4 30.2 23.1 36.3 22.9 25.1 22.9 21.8 25.7 26.0
Language and Task (Add and Subtract related) 21.2 31.5 25.4 30.4 23.0 36.4 22.8 25.0 22.9 21.7 25.7 26.0

Table 2: Addition of task adapters improves zero-shot cross-lingual transfer on XLSum when we have task
data in multiple languages. We show ROUGE-2 spm zero-shot scores on XLSumunseen.

task arithmetic approach in cross-lingual summa-
rization in Table 1. In the second row, we show
the results by composing the language and task
LoRA parameters via addition (language and task;
add). This approach provides only slight improve-
ments over the task adapter baseline in terms of
ROUGE-2. Our language and task arithmetic ap-
proach with addition and subtraction (third row)
consistently outperforms the baseline as well as the
simple addition of source task and target language
LoRA parameters. We highlight that the language
adapters are trained by fine-tuning PaLM 2 with
LoRA on prefix-LM for just 5k steps; even with
this minimal training, they provide knowledge that
is helpful to the pretrained model.
Why is subtracting the source language adapter
important? We hypothesize that since the task
adapter encodes information on summarizing arti-
cles in En (source), it is beneficial to add a language
adapter that encourages the LLM to generate in the
target language, but at the same time avoid gen-
erating in the source. Intuitively, negating the En
language adapter parameters likely reduces the bias
of the model towards En and enhances the ability
of the model to generate in the target language.

4.2 Task-in-Many-Languages

We present the results of our approach when task
data is available in different languages in Table
2. We compare the baselines with task-only; Add
all, which fine-tunes PaLM 2 with LoRA on each
language of the training set, and then computes the

weight average of all fine-tuned models.

Task-only (Add all) on par with multilingual
baseline: We observe that simply averaging all
task adapters is on par with the multilingual base-
line. This is intriguing, as it suggests that model
merging can be used to iteratively add new task
data to a petrained model. As soon as new task data
(for a previously unsupported language) become
available, one can simply train the corresponding
task vector on this data and add it to the model by
performing weight averaging. This alleviates the
need of training a new multilingual model for every
new batch of data.

Adding only related task adapters gives better
results for most languages: Our approach (task-
only; Add related) is presented in row 4. This
selective composition of task adapters clearly sur-
passes the baselines. Our hypothesis is that not all
task adapters are as important for a target language
T and the final model should only incorporate task
adapters trained in languages similar to the target.
To select the models that will be averaged, we do
not use any test data, but rely on linguistic infor-
mation. We query the URIEL database and use
the languages with the smallest distance to each
held-out language T . Our approach outperforms
the uniform weight average (task-only; Add all),
likely because our model avoids negative transfer
between task adapters learned on distant languages,
and leverages task information learned from similar
languages.

Arithmetically composing language and task
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Figure 2: Relative ROUGE-2 improvement of our lan-
guage & task arithmetic over the baseline (task adapter
only). Our approach yields consistent improvements for
most source-target language pairs.

adapters when task data is available in multiple
languages is not helpful: We present the results
we computed using Language and Task; Add and
Subtract related which leverages unlabeled data as
well as task data in the final row of Table 2. This
approach performs on par with the task-only; Add
related approach that uses only labeled data. Com-
posing language and task knowledge is beneficial
in the absence of enough task data. However, when
task data is available in multiple languages, com-
bining information from similar languages yields
strong results and unlabeled data does not provide
an additional benefit. Therefore, merging the two
methods does not provide improvements.

5 Analysis

5.1 Using task adapter in different languages
has consistent improvements

For our main language and task arithmetic results
with Task-in-One-Language, we trained the task
adapter on En labeled data and evaluated its perfor-
mance on XLSumunseen. For a more fine-grained
assessment of our model, we present its relative
performance when the task adapter is trained in
each language in XLSumseen (as opposed to just
En) against the corresponding baseline. The results
are shown in Figure 2. The third row (En) shows
the performance difference of Language and Task
(Add and Subtract) from the baseline (Table 1).

We observe consistent improvements using our
approach compared to the baseline across all lan-
guage pairs. Low-resource languages, such as Yo,

benefit more from the cross-lingual transfer setup
we propose. In addition, while learning the En
task adapter seems to provide higher gains for most
evaluation languages, Te, Ja and Ko task adapters
also lead to a large performance boost.

While PaLM 2 has been trained on vast multi-
lingual data, providing each language with indi-
vidual capacity using language modeling yields
across-the-board improvements. This suggests that
learning language-specific knowledge using PEFT
parameters has the potential to strengthen the zero-
shot cross-lingual transfer abilities of LLMs at a
very small computational cost.

5.2 Our method also works with other PEFT
parameters

We showed that composing task and language
LoRA weights by element-wise arithmetic brings
significant gains to cross-lingual transfer. In this
section, we examine whether our findings also gen-
eralize to parameter-efficient fine-tuning methods
other than LoRA.

One particularly interesting PEFT method is Kro-
necker adapter (Edalati et al., 2022). While LoRA
is based on the multiplication of two low-rank ma-
trices, Kronecker adapter is a matrix decomposi-
tion method which does not rely on the low-rank
assumption. Instead, it replaces the low-rank de-
composition in LoRA with the Kronecker prod-
uct decomposition. It has been shown that this
PEFT method achieves large improvements over
LoRA and full fine-tuning on the GLUE bench-
mark (Wang et al., 2018). We conduct language
and task arithmetic using Kronecker adapters as
the PEFT modules.3

Kronecker adapter: Formally, the Kronecker
product is defined as follows:

A⊗B =




a11B · · · a1nB
...

. . .
...

am1B · · · amnB




where matrices A ∈m×n and B ∈ k
m
× d

n are the
input matrices, and W ∈k×d, k is the model di-
mension and d is the dimension per attention head
is the output matrix. We can tune hyperparameters
m and n while keeping the number of additional pa-
rameters fixed, which is more flexible than LoRA.

3Similar to LoRA tuning, we add Kronecker adapters for
the Key, Query, Value, Projection attention matrices of the
Transformer model while keeping the weights fixed.
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Method Mr Gu Zh Ne Pt Si So Vi Yo Uk Fa Avg

Task-in-Many-Languages
Baseline (best) 21.3 31.4 25.6 30.0 22.6 36.0 22.9 25.4 21.8 22.0 25.7 25.9
Baseline (multilingual) 21.2 31.5 26.1 30.8 23.2 36.7 23.1 25.5 21.5 22.0 25.9 26.1

Task-only (Add all) 20.9 31.3 25.6 30.5 22.8 35.9 22.7 25.2 20.8 21.9 25.7 25.7
Task-only (Add related) 21.1 32.2 26.2 31.4 24.0 36.6 22.9 25.7 21.9 22.3 26.6 26.4

Table 3: Adding related task adapters outperforms monolingual and multilingual baselines on XLSum using
Kronecker adapter. Rouge (ROUGE-2 spm) zero-shot scores on the XLSumunseen test set.

Experimental setting: We use PaLM 2 S model as
the pretrained LLM. We add a Kronecker adapter
with (m,n) = (32, 16). Similar to LoRA, this
PEFT method does not decrease inference speed
because the additional parameters are added back
to the original model weights.
Results: We run the task-only; Add experiments
using Kronecker adapter and show the results in
Table 3. We observe that the results follow a similar
pattern as with the LoRA adapter. Our method
(task-only; Add related) outperforms monolingual
and multilingual baselines. This demonstrates that
a selective combination of PEFT parameters at the
weight level improves the generalization ability
of a LLM to languages for which no task data is
available. This confirms our intuition that it is
possible to compose information learned about a
task in different languages by simply performing
point-wise operations.

5.3 Module subtraction is particularly helpful
for summarization

We proposed two composition approaches for lan-
guage and task arithmetic: Add or Add and Sub-
tract. To understand the different impact of these
two approaches, we compare their performance on
two datasets, TyDi QA and XLSum.
Experimental setting: Besides XLSum, we also
evaluate our language and task arithmetic approach
on TyDi QA (Clark et al., 2020), a multilingual
extractive question answering dataset of 8 typo-
logically diverse languages, based on Wikipedia
articles in Bengali (bn), English (en), Finnish (fi),
Indonesian (id), Korean (ko), Russian (ru), Swahili
(sw), and Telugu (te). We train our model on En
task data an evaluate on each of the other languages
in the dataset, simulating a zero-shot setup.
Results: We show the results in Table 4. We find
that using both addition and subtraction is more
beneficial than addition only for XLSum (+0.6
gains in ROUGE). However, we observe that for

the QA task, using addition and subtraction per-
forms on par with addition only. We hypothesize
that this is likely because TyDi QA is an extractive
QA task where the model simply needs to copy a
segment of correct answer from the context, while
XLSum requires more free-form language genera-
tion. Because of this inherent difference between
the tasks, discouraging the model from generating
in the source language (by negating the source lan-
guage adapter) is less essential to QA compared to
summarization.

Method TyDi QA XLSum

Baseline 83.0 24.2
Language and task arithmetic

- Add 83.3 24.4
- Add and Subtract 83.2 25.0

Table 4: Language and task arithmetic via addition
or addition and subtraction for TyDi QA and XLSum
using LoRA parameters. These are the average results
over the unseen languages. For TyDi QA, F1 is shown,
while for XLSum, we show ROUGE-2 spm.

5.4 Task adapters selected by lang2vec

When we have labeled data available in multiple
languages, our proposed task-only; Add related ap-
proach averages the weights of PEFT parameters
that are related to the target language. The relat-
edness is defined by lang2vec, a tool that queries
URIEL. To shed light on where the improved per-
formance of our model comes from, we present
in Table 5 the source languages that are selected
for each of the target languages based on linguistic
knowledge.

We witness that a different number of languages
is selected for each target language. We do not
explicitly control the number of models averaged,
we simply sort them using the syntactic and geo-
graphic distance. For a given target language T ,
we average the weights of the source languages
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Bn Bn En Te En Te Ar Id En Ru Tr
Te Te Ko Ja Ru Bn Sw Th Ar En En
Tr Ja Tr Ar En Sw Ar

Id Ko
Th Ru

Bn

Table 5: Most similar languages to each of the eval-
uation languages (based on lang2vec) selected by our
task-only (Add related) approach.

S1, S2, .., SN that have a syntactic distance < 0.7
and a geographic distance < 0.3. We leave a more
fine-grained selection process to future work.

6 Related Work

LLMs have shown impressive performance in var-
ious natural language processing tasks (Radford
et al., 2019; Brown et al., 2020; Chung et al., 2022;
Touvron et al., 2023), often requiring no extra train-
ing to adapt to downstream tasks.

Numerous parameter-efficient methods have
been proposed, each addressing the challenge of en-
hancing efficiency . These methods can be catego-
rized as input composition, function composition,
and parameter composition (Pfeiffer et al., 2023).
Input composition methods, such as prompt tuning,
incorporate soft prompts into the input layers to
guide the model’s behavior (Li and Liang, 2021;
Lester et al., 2021). Function composition strate-
gies, like adapters (Rebuffi et al., 2017; Houlsby
et al., 2019), introduce non-linear functions within
pretrained layers to adapt the intermediate repre-
sentations of the model. Parameter composition
is exemplified by methods like LoRA (Hu et al.,
2022), which introduces a limited number of learn-
able low-rank matrices into each pretrained layer.

Recent work which is based on the linear mode
connectivity (Frankle et al., 2020) suggests averag-
ing the weights of pretrained models fine-tuned on
the same dataset with different hyperparameters to
improve downstream performance (Izmailov et al.,
2018; Gupta et al., 2020; Wortsman et al., 2022). It
has also been shown that averaging the weights of
models fine-tuned on different tasks improves out-
of-domain generalization without leaking informa-
tion about potentially private labeled datasets (Jin
et al., 2023). Composing weights of models fine-
tuned on tasks related to the target task is also ben-
eficial (Matena and Raffel, 2021). Ainsworth et al.
(2023); Ilharco et al. (2023); Yadav et al. (2023);

Huang et al. (2023); Ortiz-Jimenez et al. (2023)
show that a model can acquire multi-task learn-
ing abilities using model merging, while Daheim
et al. (2024) propose model merging by reducing
gradient mismatch. There is also work on averag-
ing domain-specific adapter layers (Chronopoulou
et al., 2023a) or domain-expert LMs (Li et al.,
2022b) with large gains for unseen domains. How-
ever, there is no work on PEFT cross-lingual trans-
fer using language and task arithmetic.

In a similar line of thought and to mitigate inter-
ference of different tasks during training, Pfeiffer
et al. (2021) train task PEFT modules and learn at-
tention parameters to select the most useful of them,
while Karimi Mahabadi et al. (2021) learn adapters
with hypernetworks. Asai et al. (2022) efficiently
integrate knowledge from multiple tasks with a mix
of trainable soft prompts. Ponti et al. (2023) pro-
pose Polytropon, which learns both adapters and
a binary task–module routing matrix, determining
which module should be active for each task; Cac-
cia et al. (2023) extend it to a more granular level
by mixing subsets of adapter dimensions.

Another research direction considers training
PEFT parameters and combining them for cross-
lingual transfer. MAD-X (Pfeiffer et al., 2020)
stacks task bottleneck adapters with language
adapters and using them for cross-lingual trans-
fer. Ansell et al. (2022) identify the parameters
that are most useful for a task and a language, and
compose them; this work is based on the lottery
ticket hypothesis (Frankle et al., 2020). Vu et al.
(2022) propose factorizing a prompt into a lan-
guage and task and training each part while keep-
ing the other frozen. Newly learned knowledge
is combined with the existing model using PEFT
modules to permit cross-lingual transfer in multiple
recent works (Bapna and Firat, 2019; Üstün et al.,
2020; Vidoni et al., 2020; Cooper Stickland et al.,
2021; Chronopoulou et al., 2023b). To the best
of our knowledge, our work is the first to propose
improving cross-lingual transfer of a LLM via a
combination of weights of PEFT parameters.

7 Conclusion

We present a new method to compose knowledge
from parameter-efficient modules using arithmetic
operations in order to improve zero-shot cross-
lingual transfer. Our experiments in summarization
on a wide set of languages using PaLM 2 as the
pretrained model show that our language and task
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arithmetic achieves consistent improvements over
the baselines and introduces a modular approach
that can be leveraged for improved generalization
of a LLM in languages that lack labeled data.
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Method Ar Bn En Id Ja Ko Ru Sw Te Th Tr Avg

LoRA 23.4 27.6 23.5 25.0 33.6 30.4 21.3 27.1 26.9 24.7 25.3 26.2
Multi-LoRA 23.0 27.8 22.5 24.6 34.0 30.4 20.8 27.1 27.8 25.1 24.9 26.2

Kronecker 23.4 27.7 23.1 24.8 34.6 31.2 21.6 27.1 27.4 24.8 25.2 26.4
Multi-Kronecker 22.8 27.5 22.5 24.9 34.7 31.2 20.8 27.5 27.6 24.8 25.2 26.3

Full fine-tuning 23.9 28.1 22.6 25.3 34.8 30.4 21.8 27.0 28.2 24.6 25.4 26.6

Table 6: Parameter-efficient fine-tuning vs Full fine-tuning. Rouge (ROUGE-2 spm) in-domain scores on the
XLSumseen test set.

A Appendix

A.1 Are PEFT methods competitive to full
fine-tuning of PaLM 2?

We present the performance of LoRA and Kro-
necker, two PEFT methods, when used to fine-tune
PaLM 2 on summarization in 11 languages of XL-
Sum in Table 6. We compare their performance to
full fine-tuning of PaLM 2.

Fine-tuning the model with LoRA results in sum-
marization scores that are only 0.4 ROUGE points
below full fine-tuning, while fine-tuning with Kro-
necker provides a performance similar to full fine-
tuning (i.e., just 0.2 points worse than full fine-
tuning). Based on this finding, we conclude that
using PEFT methods to fine-tuning PaLM 2, a state-
of-the-art LLM, is largely impactful, as in our ex-
periments LoRA for example trains only 0.2% of
the model’s parameters whereas fully tuning the
LLM requires updates on 100% of the model’s pa-
rameters.

A.2 XLSumseen Dataset
We are showing the dataset sizes of XLSumseen in
Table 7.

Language Lang code Dataset size

Arabic ar 38k
Bengali bn 8k
English en 306k
Indonesian id 38k
Japanese ja 7k
Korean ko 4k
Russian ru 62k
Swahili sw 8k
Telugu te 10k
Thai th 7k
Turkish tr 27k

Table 7: Languages in XLSum seen and dataset sizes
(training).
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