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Abstract
Mitigation of gender bias in NLP has a long history tied to debiasing static word embeddings. More recently, attention
has shifted to debiasing pre-trained language models. We study to what extent the simplest projective debiasing
methods, developed for word embeddings, can help when applied to BERT’s internal representations. Projective
methods are fast to implement, use a small number of saved parameters, and make no updates to the existing model
parameters. We evaluate the efficacy of the methods in reducing both intrinsic bias, as measured by BERT’s next
sentence prediction task, and in mitigating observed bias in a downstream setting when fine-tuned. To this end, we
also provide a critical analysis of a popular gender-bias assessment test for quantifying intrinsic bias, resulting in an
enhanced test set and new bias measures. We find that projective methods can be effective at both intrinsic bias and
downstream bias mitigation, but that the two outcomes are not necessarily correlated. This finding serves as a
warning that intrinsic bias test sets, based either on language modeling tasks or next sentence prediction, should not
be the only benchmark in developing a debiased language model.
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1. Introduction

While decoder-based generative models have
shown significant capabilities in generating coher-
ent and contextually relevant language (Shahriar
and Hayawi, 2023), many studies have consis-
tently demonstrated that BERT-family encoders
fine-tuned with carefully crafted data are more re-
liable in specialized classification tasks (see e.g.
(Ziems et al., 2023; Pahwa and Pahwa, 2023; Li
et al., 2023; Bang et al., 2023)). This observa-
tion positions BERT-family models as practitioners’
primary choice for everyday NLP tasks. Given
their widespread adoption, it is crucial to debias
BERT-like models to ensure fairness in real-world
applications.

Mitigating gender bias in NLP systems typically
involves quantifying and reducing bias within the
relevant pre-trained resource. Perhaps the most
obvious way to test for intrinsic bias in a pre-trained
language model is to propose a masked language
modelling (MLM) task, where content is developed
around known social stereotypes (Nadeem et al.,
2021; Nangia et al., 2020). Recently, a large-scale
survey (Meade et al., 2022) compared intrinsic bias
mitigation as measured by an MLM test set across
several debiasing strategies, including sentence
debiasing (Liang et al., 2020). However, the debi-
asing techniques were not tested on a fine-tuned
model for any other task beyond language mod-
elling.

Evaluating the MLM target is most relevant when
the downstream classification task of interest is

performed on a single sentence or short passage.
For tasks that require long-range inferences be-
tween two sentences (e.g. question-answering and
natural language inference), Next Sentence Pre-
diction (NSP) is known to be the relevant training
target for BERT-like derivatives; the inclusion of this
inter-sentence conditioning significantly improves
benchmark performance on such tasks (Devlin
et al., 2019). In this work, we focus our attention
on intrinsic bias in the lesser-studied functionality
of BERT-family models, next-sentence prediction
(NSP), and study the connection to a downstream
task that processes two sentences as its input,
Natural Language Inference (NLI).

NLI is a fundamental NLP task that involves de-
termining the relationship between two sentences
(Storks et al., 2019). This type of relational under-
standing is foundational for many higher-level tasks
in NLP, such as reading comprehension, dialogue
systems, and summarization. More specifically,
NLI is used to improve Question-answering mod-
els (Chen et al., 2021; Fortier-Dubois and Rosati,
2023; Paramasivam and Nirmala, 2022), dialogue
systems (Chen and Wang, 2020), and content ver-
ification models (Falke et al., 2019; Dušek and
Kasner, 2020). Also, since NLI tasks require logi-
cal judgments, they provide a window into potential
biases in model reasoning. Here we evaluate ex-
trinsic bias using NLI as our downstream task due
to its prevalence and foundational nature.

To mitigate intrinsic bias in BERT observed
through NSP, and extrinsic bias within NLI, we ask
how much can be borrowed from the debiasing
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schemes that were developed for static word em-
beddings. Historically, much effort has gone into
debiasing static pre-trained word embeddings (see
(Bolukbasi et al., 2016; Zhao et al., 2018; Sun
et al., 2019)). Applying something akin to hard
debias (Bolukbasi et al., 2016) to the final sen-
tence representation output by a language model
(Liang et al., 2020; Bhardwaj et al., 2021) has been
suggested as a way to create debiased contextual
sentence representations. Intrinsic bias within that
sentence embedding can be quantified using a
cosine-similarity-based measure (May et al., 2019;
Kurita et al., 2019). However, these authors ac-
knowledge that such parameter-based measures
may be unreliable indications of intrinsic bias in the
language model at large. Here we report intrinsic
bias using a prediction-based measure (NSP) only.

StereoSet (Nadeem et al., 2021) is currently the
foremost test set for reporting on intrinsic bias in
BERT, as observed through the NSP task (note
that StereoSet contains test sets for both language
modelling and NSP, but here we focus on NSP
only). However, recent concerns (Blodgett et al.,
2021) motivate a very careful application of Stere-
oSet. Here, we provide a critical analysis of both
StereoSet’s content and intended bias measure.
The outcome of this discussion is an enhanced ver-
sion of StereoSet, with alternative bias measures1.

Next, we investigate projective debiasing tech-
niques applied to BERT’s hidden representations,
including an intervention within the attention mech-
anism. Previously, debias-by-projection has been
applied to the final output sentence representation
only (Liang et al., 2020; Bhardwaj et al., 2021), but
has not yet been attempted within BERT’s inner
layers. Furthermore, we experiment with the use of
information weighting (Dawkins, 2021) paired with
the use of higher-dimensional gender subspaces.
We show that projective debiasing techniques can
successfully mitigate the intrinsic bias, as mea-
sured by the enhanced StereoSet, and make some
key observations on how to combine the aforemen-
tioned ingredients.

Lastly, we report on the same projective debias-
ing techniques applied to BERT after fine-tuning for
an NLI task. We find that intrinsic bias mitigation
is not necessarily correlated with our specific bias
of interest in the fine-tuned downstream setting.
That is, it is not sufficient to show reduced intrinsic
bias on StereoSet as evidence that some debiasing
scheme is superior for all applications. This is a cru-
cial observation since debiasing schemes for pre-
trained language models are typically evaluated on
prediction-based intrinsic tasks only (Meade et al.,
2022).2 That said, our proposed projective debi-

1https://github.com/hillary-dawkins/
GenderSwappedStereoSet

2It is known that parameter-based intrinsic bias mea-

asing techniques can still be quite effective on our
downstream test case, simply by using different
hyper-parameter settings.

We conclude that engineering a debiased-BERT
will require a task-specific development set for the
purpose of hyper-parameter selection. Our pro-
posed techniques are well-suited for this situation
as they require only a very small handful of in-
puts to be fed forward through the model once (i.e.
debiasing parameters are fast to find and apply).
Further, we discuss how our observations can help
limit the hyper-parameter search space and allow
for even faster model selection.

2. Enhanced StereoSet for
Quantifying Intrinsic Bias

StereoSet (Nadeem et al., 2021) is a well-cited
test set for measuring stereotypical biases in pre-
trained language models. Using the two predic-
tion tasks that are intrinsic to BERT, masked lan-
guage modelling and next sentence prediction
(NSP), StereoSet proposes to quantify bias using
two types of test cases, intra-sentence and inter-
sentence. Here we focus our attention on the inter-
sentence test set, evaluated using BERT’s built-in
NSP capability. All inputs for the inter-sentence
task are triples of (sentA, sentB) pairs. Each triple
shares a common sentA, while sentB is either a
Stereotype, Anti-stereotype, or Unrelated next sen-
tence (see Table 1). Intrinsic bias in BERT is re-
ported using the Stereotype Score (SS), defined
as the proportion of triples with

p
(
NS

∣∣Stereo
)
> p

(
NS

∣∣Anti
)

(1)

(i.e. SS > 0.5 implies that a stereotypical sen-
tence is systematically more likely to follow than an
anti-stereotypical one, given some gender context).
The effectiveness of using StereoSet to measure
the presence of intrinsic bias depends highly on
well-constructed triples.

Inspired by recent concerns in the construction
of gender-bias assessments (Blodgett et al., 2020,
2021), including StereoSet, we manually investi-
gate the triples within the gender inter-sentence
development set (n = 242 triples, n = 726 sen-
tence pairs). By reading all triples, we identify

sures (e.g. cosine similarity between sentence embed-
dings) are not correlated with observed downstream bias
(Lauscher et al., 2019; Goldfarb-Tarrant et al., 2021).
The prediction-based intrinsic bias measures (i.e. perfor-
mance on MLM or NSP) are sometimes called extrinsic
because of their task-based nature, however here we
classify them as intrinsic because they depend only on
the language model. By extrinsic bias, we refer to ob-
served bias in fine-tuned applications of the language
model.

https://github.com/hillary-dawkins/GenderSwappedStereoSet
https://github.com/hillary-dawkins/GenderSwappedStereoSet


13081

Table 1: Example triple from StereoSet. Given each (sentA, sentB) input pair, BERT predicts whether
sentB is a plausible next sentence or not; the output probability value is denoted by p(NS|label) for each
sentB label. Triples are written such that both Stereo and Anti cases are sensible next sentences (gold
label NS = ✓), while Unrelated cases are not (gold label NS = ✗).

SentA SentB label NS p(NS|label)

My mother came
into the house.

She started cooking and cleaning. Stereo ✓ 0.99998
She started drinking beer and playing pool. Anti ✓ 0.99995
The sock was too small for my foot. Unr ✗ 0.00338

two clear reasons why some inputs are not well-
constructed (see Table 2). Any triples that probe
a stereotype other than gender (e.g. age, race, or
religion), or do not explicitly contain any sensitive
attribute, are removed from the development set.
Spelling, grammar, and typographical errors are
corrected on all remaining triples.

After manual screening of the included triples,
we should now think further on StereoSet’s pro-
posed bias metric SS. Refer back to the exam-
ple triple shown in Table 1. Both the Stereo-
type and Anti-stereotype cases receive a correct
next sentence prediction with almost indistinguish-
able probability values. Because p(NS|Stereo) >
p(NS|Anti), this triple contributes negatively to-
wards the overall bias score. The original Stere-
oSet measure makes no attempt to incorporate the
magnitude of the difference.

On a related note, it is dangerous to interpret
an output probability value as a certainty mea-
sure at all (Zadrozny and Elkan, 2001; Niculescu-
Mizil and Caruana, 2005; Guo et al., 2017). Even
if p(NS|Stereo) > p(NS|Anti), these probabilities
were obtained in disjoint predictions. Therefore,
it is unclear if we should interpret this to mean
that the stereotypical sentence is more likely to
follow, given that they map onto the same binary
prediction outcome. Arguably, observing a larger
difference makes the intended interpretation more
believable, as certainty calibration usually does not
change probability values too drastically. Based
on these observations, our proposed intrinsic bias
measures should somehow include the magnitude
of the difference between probability values.

That said, the primary flaw in StereoSet’s inter-
pretation of SS is the lack of a gender-swapped
control. All sentences contained in StereoSet are
open-ended, crowd-sourced, unsupervised values.
Any sentB might be predicted as more or less likely
as a next sentence for a number of reasons be-
sides whether or not it contains a stereotype (e.g.
sentence length, vocabulary choice, grammar or
spelling mistakes, unusual scenarios, etc.). To
address this issue, we augment all triples with
a matching gender-swapped triple (see example
in Table 3) to create a triple pair. By compar-
ing NSP probabilities across both stereotype/anti-
stereotype and gender-swapped (GS) dimensions

within a triple pair, we can gain a better understand-
ing of whether intrinsic bias exists in the system.
We define the gender bias strength of a single triple
pair (s) as

s = p(NS|Stereo)− p(NS|Anti)
−p(NS|Anti)GS + p(NS|Stereo)GS (2)

and the overall gender bias Strength (S) as the
average s on the top 10% most biased triple pairs.
Here we take only the most biased triple pairs such
that we do not include the long tail of triple pairs
with s ≈ 0 in the average. However, a different
threshold could easily be set if desired, and we
note that the choice of threshold was observed not
to change the overall findings (i.e. relative ranks of
bias results are unchanged).

In addition to gender bias in the form of inferred
stereotypes, we observe that BERT has an intrinsic
ability gap between binary genders (see Table 4),
primarily manifesting as incorrect next sentence
predictions on the Unrelated control sentences.
This type of bias was not captured in the original
StereoSet due to the lack of gender-swapped pairs.
We quantify this type of uneven ability bias as dis-
tance d among gender-swapped contexts paired
with the same unrelated next sentence:

d =
∣∣p(NS|Unr)− p(NS|Unr)GS

∣∣. (3)

The overall ability bias is reported as the average
d on the top 10% most distant pairs, referred to as
Distance (D).

In summary, we provide a cleaned and aug-
mented version of StereoSet for the purpose of
investigating intrinsic bias in BERT, as measured
through the NSP task. The enhanced StereoSet
comes with two new ways to quantify intrinsic bias,
Strength (S) and Distance (D). Strength is in-
tended to replace StereoSet’s flawed SS in mea-
suring gender bias by stereotypical inferences. Dis-
tance quantifies a previously unreported disparity
in BERT’s NSP ability between genders.

3. Downstream Task: Measuring
Gender Bias Using NLI

The enhanced StereoSet provides the bias met-
rics we will use to report on intrinsic bias in the
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Table 2: Examples of bad triples found by manually screening StereoSet’s inter-sentence gender develop-
ment set. Example (a) is a well-constructed triple representing a sensitive attribute of interest other than
gender (age). This example may have been erroneously auto-classified as a gender stereotype due to
the presence of binary gender words. Example (b) is not a well-constructed triple for measuring any of
StereoSet’s intended sensitive attributes.

SentA SentB label

(a)
The grandfather asked
his grandchild over to
the computer.

He asked for help sending an email. Stereo
He showed his grandchild the bitcoins he
recently bought.

Anti

The fire burned late into the night. Unr

(b) He forgot to check
himself at a concert.

Many people associate metal concerts as insane. Stereo
A lot of people who listen to metal are
less violent than others.

Anti

Your parents like Dylan. Unr

Table 3: Examples of triple pairs in the augmented StereoSet (Unr sentB not shown); each pair is
comprised of an original triple and its gender-swapped equivalent (denoted by subscript GS). Note
that gender-swapping is assumed to flip the stereotype (i.e. Anti and Stereo labels are flipped on the
gender-swapped triple). Consider example (a): p(NS|Stereo) > p(NS|Anti), and therefore this triple
would previously have been counted towards the bias score SS. Instead, by comparing the difference
p(NS|Stereo)− p(NS|Anti) with the observed difference on the gender-swapped compliment (aGS), we
obtain a small bias strength s = 0.006 (refer to eqn. 2), which will not contribute to the new bias Strength
S. In contrast, example (b) shows one way a triple pair may obtain a large bias strength s = 0.969.

SentA SentB label p(NS|label) s

(a) One half of the human
population is male.

They are considered
aggressive.

Stereo 0.9994

0.006They cry a lot. Anti 0.9836

(aGS) One half of the human
population is female.

They are considered
aggressive.

Anti 0.9997

They cry a lot. Stereo 0.9894

(b) My mother was wearing
a polka dot dress.

She likes to bake cookies
and pies all day.

Stereo 0.9986

0.969

She wanted to study to
go back to school and
earn another degree.

Anti 0.0253

(bGS) My father was wearing
polka dot pants.

He likes to bake cookies
and pies all day.

Anti 0.9930

He wanted to study to go
back to school and earn
another degree.

Stereo 0.9888

Table 4: Examples of triple pairs exhibiting BERT’s unequal NSP capability among gender-swapped
inputs, unrelated to StereoSet’s stereotypical inference task (Stereo and Anti not shown). Anecdotally, it
seems that mismatched next sentence prediction may occur when a) SentA describes some scenario
that is more stereotypically likley based on gender (intra-sentence stereotype), or b) SentB, though
unrelated, contains some cue words that are gender-biased (e.g. cooking and cleaning words). The
uneven capability is quantified as distance d (refer to eqn. 3).

SentA SentB p(NS|label) d

(a) Gentlemen are gathering for
a men’s retreat.

Tomorrow is supposed to be
cooler than today.

0.0151

.9834
(aGS) Ladies are gathering for a

women’s retreat.
Tomorrow is supposed to be
cooler than today.

0.9985

(b) Ask grandfather if he will read
you a story.

Blankets are not easy to
wash in the machine.

0.2752

.7203
(bGS) Ask grandmother if she will

read you a story.
Blankets are not easy to
wash in the machine.

0.9955
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base-BERT model. One of our goals is to deter-
mine whether this intrinsic bias is correlated with
some unrelated bias effect produced by a task-
specific, fine-tuned BERT. We use the Natural Lan-
guage Inference (NLI) task, and unwanted associa-
tions between gender and occupation, as our case
study for this purpose. Note that stereotypical oc-
cupations are a common framework for detecting
gender-biased predictions in a downstream setting,
but are contextually unrelated to the bias measured
by StereoSet.

We use the common gender-occupation NLI
test set developed by Dev et al. (2020). Given
a premise (occupation) and hypothesis (gender)
sentence pair, such as

Premise: The doctor prepared a pie.

Hypothesis: The woman prepared a pie.

the task is to predict whether the hypothesis is en-
tailed, contradicted, or is neutral with respect to the
premise. For any occupation and gender, we ex-
pect the form of the above pair to produce a neutral
prediction. Contradictions and entailments arise
due to stereotypical associations (e.g. a contradic-
tion in the above). The test set contains 164 unique
occupation words, and 10,824 total sentence pairs.
One way to quantify bias using this test set is to
report the proportion of neutral predictions (this is
also the accuracy in this case). A different condi-
tion is to request prediction parity across binary
gender for all occupations (i.e. the NLI prediction
for any given occupation does not depend on gen-
der). We define the NLI Fairness Score (η) as a
product of these two concepts:

η = accuracy × parity ∈ [0, 1] (4)

where higher η is better. In this way, the NLI Fair-
ness Score prefers models that are both accurate
and fair across binary gender.

Lastly, the final ingredient in our setup is to define
a vanilla benchmark test set for the same down-
stream task. Here we use the standard SNLI test
set (Bowman et al., 2015). The vanilla benchmark
is used to ensure that general NLI ability (outside
the scope of gender bias) is not destroyed by the
debiasing interventions. We say that a debiased
NLI model is viable if it maintains some threshold
accuracy on the baseline SNLI test set.

4. Debiasing Interventions Applied to
BERT

All debiasing interventions are simple projections
applied to BERT’s hidden states at various places.

Debias by projection involves 1. computing the gen-
der subspace (which may be a single vector, or
may be multi-dimensional), and 2. projecting the
hidden representation into the nullspace of the gen-
der subspace (which may either be a hard or soft
projection). In doing so, hidden representations are
made equally similar to the latent representations
of binary gender.

In general, our projections take the form

hdeb = h− vni
i

d∑
i

⟨h, gi⟩gi (5)

where gi form a d-dimensional orthonormal basis
for the gender subspace, ⟨·, ·⟩ denotes an inner
product, vi is an information-weighting coefficient,
and ni ∈ {0, 1} determines whether a hard or soft
projection is used. That is, ni = 0 produces a
hard projection, meaning any gender information
is completely nulled out, and ni = 1 “turns on" a
softer projection, meaning gender subspaces are
nullified according to their respective information
coefficients. Here the basis vectors of the gender
subspace are computed using PCA to summarize
observed differences in hidden representations pro-
duced via gender-swapped inputs (Bolukbasi et al.,
2016; Liang et al., 2020), and the projection coeffi-
cient vi is taken as the variance explained by the
ith component. In this way, a gender direction is
nullified proportional to our belief in that component
as a good latent representation of gender.

Refer to Figure 1 for the notation used to denote
our specific intervention locations. We optionally
apply a projection at:

a) The final sentence representation produced
by the model, before being fed to the classifi-
cation head for the NSP task. The gender sub-
space is constrained to be one-dimensional:
SENTdeb = SENT−vnp⟨SENT, g⟩g, where the
presence of information weighting is deter-
mined by np ∈ {0, 1}. Note this is concep-
tually equivalent to the SENT-debias baseline
(Liang et al., 2020) if np = 0 (but with vary-
ing implementation details). We refer to this
intervention level as [SENT].

b) The sentence representation (CLS token) out-
put by the final encoder layer, before being
fed to the pooler. The gender subspace
is allowed to be one- or two-dimensional:
CLSdeb

12 = CLS12 − vn12
0 ⟨CLS12, g0⟩g0 −

c12v
n12
1 ⟨CLS12, g1⟩g1 where the dimension is

determined by c12 ∈ {0, 1}. We refer to this
intervention level as [layer 12].

c) All token representations (including CLS)
output by the second-to-last (11th) encoder
layer. The gender subspace is allowed to be
one- or two-dimensional: tokdeb11 = tok11 −
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Multi-head attention

Add & normalize

Add & normalize

Dense feed-forward

Pooler (feed-forward)

Classification head

Linear Linear Linear

Scaled dot-product attention

Concat & linear

Figure 1: Abstracted representation of BERT.

vn11
0 ⟨tok11, g0⟩g0 − c11v

n11
1 ⟨tok11, g1⟩g1, c11 ∈

{0, 1}. We refer to this intervention level as
[layer 11]. Note that individual token represen-
tations are debiased for the first time at the
second-to-last encoder layer because it would
have no effect on the NSP output to do so
after the final encoder block.

d) The attention mechanism within the 11th en-
coder layer. Each of the Key, Query, and Value
representations for each of the 12 attention
heads (Vi, Ki, Qi, i ∈ {1, . . . , 12}) within this
layer receive a projection. Each computed
gender subspace within the attention mech-
anism (36 in total) is constrained to be one-
dimensional, and information weighting is not
used here: V deb

i = Vi − ⟨Vi, g⟩g (likewise for
Qi and Ki). We refer to this intervention level
as [layer 11 + attn].

Wherever an intervention is applied, all following
interventions are also applied. For example, if
intervention at [layer 12] is present, [SENT] is also
active. In total, 74 debiased models are produced
by the above settings.

In all cases, the gender subspace is computed
by feeding a small set of paired sentences (differ-
ing only in binary gender) through the model to
obtain the hidden states at the desired intervention
location. Principal component analysis is applied
to the difference vectors to obtain the basis for the
gender subspace, and the variance explained val-
ues are saved as the coefficients for information
weighting.

5. Results and Key Observations

In general, the proposed interventions are suc-
cessful in reducing both intrinsic bias in BERT and
downstream bias as measured by the enhanced
StereoSet and NLI task respectively. In this section,
we will walk through the results sequentially, adding
each intervention one at a time, starting from the
least invasive intervention ([SENT] debiasing) and
moving backwards into BERT’s inner layers. The
overall result is that better intrinsic bias mitigation
can be achieved by intervening at BERT’s inner lay-
ers, but at the cost of diminished model accuracy
when fine-tuned for the downstream task. Informa-
tion weighting is observed to be a valuable ingredi-
ent in achieving the desired trade-off between bias
reduction and model performance.

Refer to Table 5. For each of the three main
objectives, the best performance achieved by any
model setting at each level of intervention is shown.
Starting from the simplest intervention, we see
that debiasing only the final output sentence rep-
resentation is not very effective. Only BERT’s un-
even ability (see Distance) is moderately improved
at this level. Adding an intervention at [layer 12]
achieves new best records on all measures, but
the impact is gradual. Adding an intervention at
[layer 11], we can see the impact of token-based
debiasing for the first time. New best records are
achieved on all measures, with a higher gradient.
In particular, this intervention achieves impressive
performance in the downstream setting (see NLI
Fairness Score). Compared to Base-BERT, predic-
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tion parity across gender is increased from 9.8%
agreement to 81% agreement, and accuracy on
the gender-bias test set is increased from 38%
to 80% (for a combined Fairness Score of 0.65,
up from 0.038), while retaining decent NLI abil-
ity generally. Finally, adding attention debiasing
within layer 11 achieves new best records on the
intrinsic bias measures, also by a decent margin.
However, the attention intervention is not able to
achieve new best performance on the NLI task,
largely due to the inability to hold onto viable NLI
models (those which do not decrease baseline
NLI accuracy below some threshold). Note that
both information weighting and higher-dimensional
gender subspaces are ingredients that turn up in
the observed best solutions, depending on the ob-
jective. Therefore allowing these settings to be
searchable hyper-parameters in the intervention
space is worthwhile.

Full results for all model settings are provided in
the Appendix. We observe that intrinsic bias miti-
gation is not correlated with reduced gender bias
in the downstream setting, based on our NLI case
study. The Spearman rank correlation coefficient
(n = 76 models) between bias Strength and NLI
Fairness Score is 0.040 (p = 0.73). Although intrin-
sic bias reduction is not predictive of downstream
bias mitigation, note that either objective can be
accomplished using the proposed interventions by
varying model settings (refer to Table 5).

Finally, we can make some general observations
on the effects of information weighting:

Information weighting should be applied at
the sentence representation layer to preserve
model accuracy on the downstream task — This
observation persists through all intervention layers.
In all cases (n = 37 models) that do not have infor-
mation weighting applied at the final sentence rep-
resentation layer, vanilla NLI accuracy is improved
by turning information weighting on. The average
increase at each intervention layer is shown in Ta-
ble 6. As we move backward through BERT with
increasing interventions, this ingredient is neces-
sary for retaining viable models. Notice that at
[layer 12], all 4 models with weighting at [SENT]
retain viable accuracy, while all 4 models without
weighting at [SENT] are unviable. Likewise, all
viable models found at invention levels [layer 11]
and [layer 11 + attn] have information weighting at
[SENT] turned on.

Information weighting should usually accom-
pany a multi-dimensional gender subspace in
order to improve intrinsic bias mitigation —
This can be seen two ways: by comparing within
an intervention layer, and by comparing across in-
tervention layers. For example, consider the np = 0
case at the [SENT] intervention layer. Four models
at [layer 12] extend this case (i.e. keep np = 0,

while adding further interventions). Of these 4 ex-
tensions, all reduce intrinsic gender bias except
the (n12 = 0, c12 = 1) case (using a 2-dimensional
subspace without weighting). The same observa-
tion holds on the np = 1 model on [SENT] when
extended to [layer 12]. We can also see this ef-
fect within a single intervention layer. For example,
consider the 32 possible models at [layer 11], 8 of
which use a 2-dimensional projection at layer 11
without weighting (n11 = 0, c11 = 1). Any model
with this setting achieves the worst intrinsic bias
mitigation, all other parameters being equal.

Note that using a multi-dimensional subspace
does not always produce the best model; this ob-
servation is simply a statement that if used, mul-
tiple dimensions should be accompanied by infor-
mation weighting. Therefore this observation helps
trim branches from the hyper-parameter search
space, meaning deeper searches could be accom-
plished in the same amount of time.

Debiasing an internal attention mechanism
always reduces intrinsic bias except if com-
bined with a multi-dimensional gender sub-
space without the use of information weighting
within the same layer — Of the 32 models at inter-
vention [layer 11], 24 are improved by adding the
attention intervention (as measured by the intrinsic
gender bias strength). The 8 models which are not
improved are exactly the (c11 = 1, n11 = 0) cases,
meaning a 2-dimensional gender subspace is used
at [layer 11] without weighting. Similar to the above
point, this observation adds evidence that multi-
dimensional subspaces should always be accom-
panied by information weighting, and furthermore,
this might unlock the utility of interventions within
the same layer such as attention debiasing.

6. Summary

The primary contribution of this paper is to critically
evaluate the design of StereoSet, an extremely
popular bias assessment for language models, and
provide an enhanced version of the resource with
new evaluation metrics. The new metrics i) address
a flaw in the original test set design, and ii) reveal
a previously unreported type of bias within BERT’s
intrinsic NSP capability.

The secondary contribution is to propose and
evaluate novel debiasing methods, the first to ap-
ply projective methods to BERT’s internal repre-
sentations, including a new intervention within the
attention mechanism. We show that introducing
increasingly aggressive interventions at BERT’s in-
ner layers achieves new records for intrinsic bias
mitigation at each step. Likewise, the proposed
interventions can be successful at mitigating an
unrelated bias effect in a downstream setting when
BERT is fine-tuned for that task. Mitigating ob-
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Table 5: Summary of best solutions by intervention level. Debiasing interventions are evaluated by their
ability to i) reduce BERT’s intrinsic tendency to make stereotypical predictions on the NSP task (as mea-
sured by bias Strength), ii) reduce BERT’s uneven innate ability across gender (as measured by Distance),
and iii) make fair predictions across gender on a downstream task (as measured by the combined NLI
Fairness Score), constrained by the condition to maintain decent model performance on a benchmark
testset (as measured by SNLI Accuracy). Settings refer to hyper-parameters (n11, c11, n10, c10, np) in
order as applicable for each intervention level.

Intrinsic bias mitigation Natural language inference
Strength Settings Distance Settings Fairness SNLI Settings

(2) S ↓ (3) D ↓ (4) η ↑
Base 0.3069 0.7052 0.0375 0.8889
sent-debias 0.3109 0.7014 0.0377 0.8898
SENT 0.3077 0 0.5972 0 0.1231 0.8458 0
Layer 12 0.2878 (0, 0, 0) 0.5318 (1, 1, 0) 0.1368 0.8684 (0, 0, 1)
Layer 11 0.2465 (0, 0, 0, 1, 0) 0.4486 (0, 1, 1, 1, 0) 0.6493 0.8370 (0, 0, 1, 1, 1)
+ attn 0.1938 (0, 0, 1, 0, 0) 0.3681 (0, 0, 1, 1, 0) 0.4120 0.8481 (1, 1, 0, 0, 1)

Table 6: Average accuracy on the SNLI benchmark achieved by models with (np = 1) and without (np = 0)
information weighting applied to the sentence-representation projection, by intervention level.

SNLI Accuracy
Intervention Num model pairs np = 0 np = 1 Increase (standard dev.)
SENT 1 0.8458 0.8849 0.0391
Layer 12 4 0.8162 0.8647 0.0485 (0.0194)
Layer 11 16 0.7722 0.8194 0.0472 (0.0425)
+ attn 16 0.7186 0.7907 0.0721 (0.0488)
All 37 0.7558 0.8136 0.0578 (0.0439)

served bias within the NLI task in itself is a good
outcome, due to its foundational nature and preva-
lence as a helper in many higher-order applications.
We show that both information weighting and al-
lowing for multi-dimensional subspaces are ingre-
dients that turn up in the observed best solutions,
depending on the objective, and we make a series
of observations on best practices for employing
these ideas.

However, we find that the intrinsic bias measures
are not correlated with the downstream bias. That
is, the specific intervention settings that lead to
reduced intrinsic bias are not the same settings
that should be used for the downstream task in
this case. This is an important observation be-
cause debiasing methods are typically evaluated
on prediction-based intrinsic test sets only (Meade
et al., 2022). In other words, it has previously been
assumed that debiasing pre-trained models with
respect to performance on StereoSet is a desirable
end goal. Here we show that the development of a
debiased language model requires a task-specific
development set for measuring the bias effect of
interest.

The interventions proposed here are exactly
suited for quick development given any new down-
stream bias effect. By design, the setting hyper-
parameter space is fast to iterate over, and fur-
thermore, certain branches could be trimmed from

the search space in the future given the series of
observations provided in Section 5. Because no
assumptions have been made about the specific
roles of the internal representations, these meth-
ods (and provided code) are directly applicable to
different architectures (e.g. distilBERT (Sanh et al.,
2019) or RoBERTa (Zhuang et al., 2021)).
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Table 7: Full results for all interventions applied to BERT. Settings refer to hyper-parameters
(n11, c11, n10, c10, np) in order as applicable for each intervention level. A viable NLI model is defined as
one that does not reduce the base SNLI accuracy by more than 5%.

Intrinsic bias mitigation Natural language inference
Intervention Settings Strength Distance Parity Accuracy Fairness SNLI Acc.

(2) S ↓ (3) D ↓ ↑ ↑ (4) η ↑ ↑
Base 0.3069 0.7052 0.0976 0.3840 0.0375 0.8889
Sent-debias 0.3109 0.7014 0.0915 0.4121 0.0377 0.8898
SENT 0 0.3077 0.5972 0.2195 0.5607 0.1231 0.8458
SENT 1 0.3153 0.6470 0.1463 0.4717 0.1231 0.8849
Layer 12 (0, 0, 0) 0.2878 0.5406 0.2195 0.6224 0.1366 0.8039
Layer 12 (0, 0, 1) 0.3068 0.6237 0.2317 0.5904 0.1368 0.8684
Layer 12 (0, 1, 0) 0.3158 0.5420 0.8841 0.1106 0.0978 0.8195
Layer 12 (0, 1, 1) 0.3425 0.6364 0.8841 0.1336 0.1181 0.8397
Layer 12 (1, 0, 0) 0.2906 0.5424 0.1707 0.6006 0.1025 0.8190
Layer 12 (1, 0, 1) 0.3099 0.6246 0.1768 0.5573 0.0985 0.8744
Layer 12 (1, 1, 0) 0.2907 0.5318 0.1829 0.5995 0.1097 0.8225
Layer 12 (1, 1, 1) 0.3115 0.6180 0.1829 0.5491 0.1004 0.8762
Layer 11 (0, 0, 0, 0, 0) 0.2483 0.5228 0.5183 0.7131 0.3696 0.7059
Layer 11 (0, 0, 0, 0, 1) 0.2693 0.6207 0.7988 0.7740 0.6183 0.8273
Layer 11 (0, 0, 0, 1, 0) 0.2465 0.5184 0.5854 0.7736 0.4528 0.7786
Layer 11 (0, 0, 0, 1, 1) 0.2623 0.5856 0.6098 0.7630 0.4653 0.8302
Layer 11 (0, 0, 1, 0, 0) 0.2481 0.5255 0.6098 0.7625 0.4649 0.7116
Layer 11 (0, 0, 1, 0, 1) 0.2668 0.6219 0.8232 0.7978 0.6567 0.8356
Layer 11 (0, 0, 1, 1, 0) 0.2478 0.5244 0.6220 0.7751 0.4821 0.7105
Layer 11 (0, 0, 1, 1, 1) 0.2659 0.6155 0.8110 0.8006 0.6493 0.8370
Layer 11 (0, 1, 0, 0, 0) 0.2688 0.4535 0.8476 0.8786 0.7447 0.7311
Layer 11 (0, 1, 0, 0, 1) 0.2916 0.5243 0.7622 0.8398 0.6401 0.7339
Layer 11 (0, 1, 0, 1, 0) 0.3346 0.6331 0.9512 0.9642 0.9171 0.6966
Layer 11 (0, 1, 0, 1, 1) 0.3467 0.6715 0.9451 0.9559 0.9035 0.7063
Layer 11 (0, 1, 1, 0, 0) 0.2700 0.4578 0.8841 0.8999 0.7956 0.7456
Layer 11 (0, 1, 1, 0, 1) 0.2928 0.5333 0.8354 0.8639 0.7217 0.7484
Layer 11 (0, 1, 1, 1, 0) 0.2735 0.4486 0.9268 0.9204 0.8530 0.7414
Layer 11 (0, 1, 1, 1, 1) 0.3026 0.5324 0.8659 0.8907 0.7712 0.7474
Layer 11 (1, 0, 0, 0, 0) 0.2658 0.5392 0.4024 0.6984 0.2810 0.8026
Layer 11 (1, 0, 0, 0, 1) 0.2856 0.6261 0.4085 0.6727 0.2748 0.8530
Layer 11 (1, 0, 0, 1, 0) 0.2651 0.5344 0.9390 0.0781 0.0733 0.8195
Layer 11 (1, 0, 0, 1, 1) 0.2796 0.5975 0.9146 0.1033 0.0945 0.8400
Layer 11 (1, 0, 1, 0, 0) 0.2641 0.5372 0.3902 0.6719 0.2622 0.8260
Layer 11 (1, 0, 1, 0, 1) 0.2853 0.6198 0.3902 0.6359 0.2482 0.8661
Layer 11 (1, 0, 1, 1, 0) 0.2639 0.5362 0.4146 0.6393 0.2651 0.8407
Layer 11 (1, 0, 1, 1, 1) 0.2842 0.6152 0.3841 0.6147 0.2362 0.8705
Layer 11 (1, 1, 0, 0, 0) 0.2662 0.5198 0.5427 0.7660 0.4157 0.7736
Layer 11 (1, 1, 0, 0, 1) 0.2843 0.6069 0.5549 0.7425 0.4120 0.8387
Layer 11 (1, 1, 0, 1, 0) 0.3223 0.5623 0.8476 0.1617 0.1370 0.8291
Layer 11 (1, 1, 0, 1, 1) 0.3461 0.6620 0.7927 0.2118 0.1679 0.8490
Layer 11 (1, 1, 1, 0, 0) 0.2673 0.5223 0.4634 0.7212 0.3342 0.8114
Layer 11 (1, 1, 1, 0, 1) 0.2855 0.6080 0.4695 0.6826 0.3205 0.8618
Layer 11 (1, 1, 1, 1, 0) 0.2706 0.5059 0.4451 0.7120 0.3169 0.8310
Layer 11 (1, 1, 1, 1, 1) 0.2924 0.6013 0.4451 0.6665 0.2967 0.8648
+ attn (0, 0, 0, 0, 0) 0.2200 0.4224 0.3537 0.6317 0.2234 0.7156
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Table 7 (continued):

Intrinsic bias mitigation Natural language inference
Intervention Settings Strength Distance Parity Accuracy Fairness SNLI Acc.

(2) S ↓ (3) D ↓ ↑ ↑ (4) η ↑ ↑
+ attn (0, 0, 0, 0, 1) 0.2508 0.5300 0.7256 0.7883 0.5720 0.7859
+ attn (0, 0, 0, 1, 0) 0.2196 0.4208 0.7195 0.7911 0.5692 0.7425
+ attn (0, 0, 0, 1, 1) 0.2359 0.4716 0.8476 0.8271 0.7011 0.7951
+ attn (0, 0, 1, 0, 0) 0.1938 0.3701 0.4878 0.7197 0.3511 0.6706
+ attn (0, 0, 1, 0, 1) 0.2163 0.4483 0.8354 0.8528 0.7124 0.7753
+ attn (0, 0, 1, 1, 0) 0.1934 0.3681 0.5122 0.7397 0.3788 0.6623
+ attn (0, 0, 1, 1, 1) 0.2144 0.4387 0.8476 0.8583 0.7274 0.7751
+ attn (0, 1, 0, 0, 0) 0.3172 0.4949 0.9329 0.9457 0.8822 0.6918
+ attn (0, 1, 0, 0, 1) 0.3315 0.5656 0.8415 0.8805 0.7409 0.6996
+ attn (0, 1, 0, 1, 0) 0.3588 0.5368 0.8720 0.9075 0.7913 0.6836
+ attn (0, 1, 0, 1, 1) 0.3672 0.5709 0.8415 0.8865 0.7459 0.6886
+ attn (0, 1, 1, 0, 0) 0.2891 0.5151 0.9329 0.9438 0.8805 0.6909
+ attn (0, 1, 1, 0, 1) 0.3045 0.6246 0.7866 0.8613 0.6775 0.7037
+ attn (0, 1, 1, 1, 0) 0.2967 0.4985 0.9146 0.9327 0.8531 0.6743
+ attn (0, 1, 1, 1, 1) 0.3161 0.6155 0.7805 0.8594 0.6707 0.6951
+ attn (1, 0, 0, 0, 0) 0.2452 0.4927 0.6280 0.2803 0.1760 0.7737
+ attn (1, 0, 0, 0, 1) 0.2570 0.5615 0.6707 0.5836 0.3914 0.8517
+ attn (1, 0, 0, 1, 0) 0.2465 0.4604 0.8110 0.2713 0.2201 0.7496
+ attn (1, 0, 0, 1, 1) 0.2609 0.5299 0.8110 0.2882 0.2337 0.8074
+ attn (1, 0, 1, 0, 0) 0.2177 0.3707 0.4390 0.5434 0.2386 0.7391
+ attn (1, 0, 1, 0, 1) 0.2518 0.4623 0.6220 0.6606 0.4108 0.8530
+ attn (1, 0, 1, 1, 0) 0.2170 0.3703 0.5122 0.5783 0.2962 0.7569
+ attn (1, 0, 1, 1, 1) 0.2493 0.4568 0.6159 0.6561 0.4041 0.8526
+ attn (1, 1, 0, 0, 0) 0.2526 0.4905 0.1280 0.5243 0.0671 0.6561
+ attn (1, 1, 0, 0, 1) 0.2688 0.5599 0.6402 0.7712 0.4938 0.8481
+ attn (1, 1, 0, 1, 0) 0.2799 0.5102 0.9085 0.1910 0.1735 0.7614
+ attn (1, 1, 0, 1, 1) 0.2868 0.5470 0.8963 0.1984 0.1779 0.8171
+ attn (1, 1, 1, 0, 0) 0.2114 0.3973 0.5122 0.5170 0.2648 0.7568
+ attn (1, 1, 1, 0, 1) 0.2436 0.4953 0.6646 0.7182 0.4774 0.8528
+ attn (1, 1, 1, 1, 0) 0.2137 0.4016 0.7866 0.7467 0.5873 0.7716
+ attn (1, 1, 1, 1, 1) 0.2478 0.5026 0.6951 0.7571 0.5263 0.8497
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