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Abstract
Emotional support conversation (ESC) task aims to relieve the emotional distress of users who have high-intensity
of negative emotions. However, due to the ignorance of emotion intensity modelling which is essential for ESC,
previous methods fail to capture the transition of emotion intensity effectively. To this end, we propose a Multi-stream
information Fusion Framework (MFF-ESC) to thoroughly fuse three streams (text semantics stream, emotion intensity
stream, and feedback stream) for the modelling of emotion intensity, based on a designed multi-stream fusion
unit. As the difficulty of modelling subtle transitions of emotion intensity and the strong emotion intensity-feedback
correlations, we use the Kullback–Leibler divergence between feedback distribution and emotion intensity distribution
to further guide the learning of emotion intensities. Experimental results on automatic and human evaluations
indicate the effectiveness of our method.
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1. Introduction

Emotional support conversation (ESC) aims to pro-
vide effective support for users who have high-
intensity of negative emotions (Burleson et al.,
2006; Heaney and Israel, 2008; Slovák et al., 2015)
and reduce their emotional distress as the dialogue
goes (Liu et al., 2021a). Due to its potential appli-
cations to provide users with in-time emotional sup-
port in social interactions, mental health support,
and so on (Liu et al., 2021a; Peng et al., 2022),
researchers have shown increasing attention to
ESC.

Unlike traditional emotional tasks, ESC system
should perceive the transition of user’s emotion
intensity and generate supportive responses ac-
cordingly to decrease the intensity. However, ex-
isting methods (Liu et al., 2021a; Tu et al., 2022;
Peng et al., 2022; Zhao et al., 2023b) overlook the
modelling of emotion intensity due to the difficulty
to model its dynamic transition.

To this end, we propose to fuse three kinds of
streams for the effective modelling of the dynamic
transition of emotion intensity. As shown in Fig-
ure 1, there are three main streams throughout the
conversation, including the text semantics stream,
feedback stream, and emotion intensity stream.
Any two of the three kinds of streams have cor-
relations. First, the semantics conveyed by the
text content reflects user’s emotion intensity and
implies user’s feedback about the system. Second,
the feedback scores affects users’ following seman-
tic expression and indirectly reflects the subtle fluc-
tuation of emotion intensity. Third, the transition

∗Corresponding author.

Figure 1: An example of an emotional support
conversation between user and the system.

of emotion intensity can be mapped to the change
of feedback score and influence users’ expression
as well. To fuse the three streams sufficiently, we
subtly design a multi-stream fusion unit to model
the interactions among the three streams.

However, it is an intractable challenge for mod-
elling the transition of emotion intensity effectively
as the subtle change of emotion intensity is difficult
to capture. Apparently, feedback score indicates
how much user’s emotional distress is relieved and
user’s emotion intensity should decrease with the
increase of feedback score. To alleviate this prob-
lem, we fully utilize the strong correlation between
feedback and emotion intensity. Specifically, we
use a transformation to project the negative corre-
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lation to a positive correlation. Then, we pull in the
feedback distribution and emotion intensity distribu-
tion under the supervision of Kullback–Leibler (KL)
divergence, guiding the representation learning of
emotion intensities in the latent space. In addi-
tion, we utilize the true labels of feedback score
and emotion intensity to supervise the represen-
tations generated by the proposed multi-stream
fusion unit.

Apart from perceiving the transition of emotion
intensity, it’s important as well to distil crucial cause
cues about emotional distress from the noisy con-
versation history. The prior knowledge about prob-
lem type of users in the whole corpus has potential
to comprehend users’ explicit problems and further
capture implicit cause cues related to the specific
problem type from the dialogue history.

In this paper, we propose Multi-stream Informa-
tion Fusion Framework for ESC (MFF-ESC), fusing
three sequential streams thoroughly based on a
novel Multi-stream Fusion Unit (MFU) for better
perception of the fluctuation of emotion intensity
and realizing problem type semantics’ potential to
explore crucial cause cues from noisy context. For
the subtly designed MFU, we modify the one hid-
den state of LSTM (Hochreiter and Schmidhuber,
1997) unit to two, representing the state of feed-
back stream and emotion intensity stream respec-
tively. For the injection of problem type information,
we implement cross-attention to model problem
type-situation and problem type-context interaction,
obtaining cause-related semantics. Experimental
results indicate that MFF-ESC improves the ac-
curacy and diversity of generated responses and
outperforms state-of-the-art methods. Our contri-
butions are as follows:
• We make the first attempt to model the transi-

tion of emotion intensity for ESC, based on a
novel designed multi-stream fusion unit for the
thorough fusion of three streams (text seman-
tics stream, feedback stream, emotion intensity
stream).

• Due to the difficulty of emotion intensity mod-
elling and the strong emotion intensity-feedback
correlations, we adopt KL divergence to minimize
the distance between feedback distribution and
emotion intensity distribution, further guiding the
learning of emotion intensities.

• Experiments on the benchmark dataset demon-
strate the superiority of MFF-ESC, compared
with state-of-the-art methods.

2. Related Work

2.1. Empathetic Conversation System

Emotional conversation systems have attracted
increasing interest in recent years. Empathetic re-

sponse generation (Zheng et al., 2021; Majumder
et al., 2020a; Zhong et al., 2020; Chen et al., 2022)
is a typical task that aims to understand users’
feelings and then reply accordingly in an empa-
thetic way. For an empathetic dialogue, users may
have positive emotions like happiness or negative
emotions like sadness and the system needs to
recognize the emotion and caters to it. However,
ESC only focuses on users with high-intensity of
negative emotions and needs to understand uses’
problem, perceive the transition of emotion inten-
sity, and generate responses to decrease the in-
tensity.

2.2. Emotional Support Conversation
System

ESC is a newly proposed text generation task that
aims to reduce users’ emotional distress by pro-
viding supportive responses (Liu et al., 2021a). Tu
et al. (2022) utilized commonsense knowledge to
enhance the interaction modelling between user’s
situation and dialogue history. Peng et al. (2022)
used the commonsense knowledge to obtain the
psychological intent of users and utilized problem
type to supervise the representation learning of
situation. Cheng et al. (2022) proposed a look-
ahead strategy planning with foresight of the user
feedback to select strategies that are beneficial
from a long-term perspective. Cheng et al. (2023)
introduced users’ persona information into ESC,
providing personalized emotional support. Zhou
et al. (2023) used COMET (Bosselut et al., 2019)
and VAD (Mohammad, 2018) to track the transi-
tion of users’ emotional states. Zhao et al. (2023b)
modelled turn-level emotion transition on the basis
of a pre-trained model for emotion prediction. How-
ever, the external emotional information introduced
by Zhou et al. (2023) and Zhao et al. (2023b)
contains emotions with different polarities, which
is different from the negative emotion intensity fo-
cused by ESC.

Existing methods ignore the modelling of emo-
tion intensity which is essential for ESC. In this
paper, we aim to fully utilize emotional information
within the dataset and model the transition of emo-
tion intensity with the assistance of text semantics
stream and feedback stream.

3. Preliminaries

3.1. ESConv Dataset

Given a conversation between a user and the sys-
tem and user’s side information (emotion intensity,
feedback, situation, problem type), ESC aims to
generate a response for the reduction of user’s
negative emotion intensity. We use the benchmark
dataset ESConv (Liu et al., 2021a) for experiments.
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Figure 2: An overview of MFF-ESC. Dialogue History means the context before the current step.
Situation means the brief description of user’s situation before the dialogue. C means the embedding
of user’s problem type. Ein and Efi means user’s emotion intensity at the beginning and end of the
dialogue. K means the sequence of user’s feedback scores for the dialogue history. z presents ze during
the training process and zf during the testing process, because user’s true emotion intensity at the end
of a conversation is unknown during the testing process.

Apart from the text content, each conversation
contains user’s emotion intensity at the beginning
and end of the conversation and user’s feedback
score after every two utterances he/she received
from the system1. Before a conversation, some
prior information related to user’s emotional dis-
tress is provided, making the system aware of the
difficulty that user faces. The prior information
includes the problem type of user’s emotional dis-
tress and a brief introduction of user’s situation.

3.2. Problem Formulation

Given a dialogue history D = (u1, u2, ..., uN ) that
consists of N utterances, the user’s emotion inten-
sity ein and efi at the beginning and end of the con-
versation respectively, the user’s feedback score
K = (k1, k2, ..., km)2, the corresponding problem
type C, and the global situation s = (s1, s2, ..., s|S|)
with |S| words, the target of ESC is to gener-
ate a supportive response r to decrease user’s
negative emotion intensity. In conclusion, the
target is to estimate the probability distribution
p(r|D, ein, efi,K,C, s).

1The scores of feedback and emotion intensity are
integers ranging from 1 to 5.

2m = Ns/2 refers to the number of feedback scores
in a conversation, where Ns means the number of sys-
tem’s utterances in a conversation.

4. Methodology

4.1. Context Encoder

Following existing methods (Liu et al., 2021a; Tu
et al., 2022; Peng et al., 2022), we encode the
conversation history and situation of user based
on the encoder of Blenderbot (Roller et al., 2021).

H = Enc([CLS], u1, [SEP ], ..., uN , [SEP ]) ,

Hl = max-pooling(H) ,
(1)

where H ∈ RTl×d presents the representation
of the input sequence with Tl tokens, Hl =
(H1, ...,HN ), and Hi ∈ Rd is the representation
of utterance ui.

For user’s situation, the token-level vector S ∈
RTg×d and sentence-level vector Hg ∈ Rd are ob-
tained in a similar way, where Tg means the num-
ber of tokens of situation.

4.2. Multi-stream Fusion Unit

To model the transition of emotion intensity, we
subtly design a Multi-stream Fusion Unit (MFU)
based on LSTM (Hochreiter and Schmidhuber,
1997) to fuse three streams thoroughly, including
text semantics stream, emotion intensity stream,
and feedback stream. The excellent abilities of
long-term and short-term memory of LSTM moti-
vate us to choose it as the basis of MFU.

As shown in Figure 3, MFU contains forget gate
(ft), input gate (it), and two output gates (oe

t ,o
f
t ).

The difference between MFU and LSTM is MFU
has two output gates for calculating the hidden



11984

Figure 3: The structure of Multi-stream Fusion Unit.
Red cross points means the vectors are not con-
catenated.

states of emotion intensity and feedback respec-
tively. The calculation of gates in MFU is as follows:

ft = σ(Wf [h
e
t−1;h

f
t−1;Ht] + bf ) ,

it = σ(Wi[h
e
t−1;h

f
t−1;Ht] + bi) ,

c̃t = tanh(Wc[h
e
t−1;h

f
t−1;Ht] + bc) ,

oe
t = σ(We

o[h
e
t−1; ein; efi;Ht] + be

o) ,

of
t = σ(Wf

o [h
f
t−1;kt;Ht] + bf

o ) ,

(2)

where the forget gate ft and input gate it are
computed based on the input of text semantics
stream Ht and the hidden states of emotion in-
tensity stream and feedback stream. ein and efi
mean user’s emotion intensity at the beginning and
end of the conversation, respectively. kt means
the feedback score at the step t. c̃t is the up-
dated cell state. oe

t and of
t mean the output gate

of emotion intensity stream and feedback stream,
respectively 3.

The calculations of cell state and hidden states
in MFU are as follows:

ct = ft ∗ ct−1 + it ∗ c̃t ,
he
t = oe

t ∗ tanh(ct) ,

hf
t = of

t ∗ tanh(ct) .
(3)

Given a conversation with semantic stream
Hl = (H1, ...,HN ), emotion intensity stream E =
(ein, efi), and feedback stream K = (k1, ...,km),
we obtain two hidden state sequences: He =
(he

1, ...,h
e
N ) and Hf = (hf

1 , ...,h
f
N ) by using the

MFU recurrently.
As shown in Equation (2), we only incorporate

emotion intensity stream and feedback stream in
the output gate rather than all the gates. The
reason is that emotion intensity and feedback are
discrete scores with limited semantics compared

3In the testing process, we replace efi with the
learned embedding of the lowest emotion intensity to
calculate oe

t .

with text content with rich semantics, the seman-
tic spaces of these two streams and Hl are much
more different. To trade off the dialogue history
comprehension and the injection of emotion inten-
sity and feedback, we only use these two streams
to directly influence the calculation of output gates
which will reflect on he

t and hf
t with short-term

memory. The cell state ct with long-term memory
won’t be directly influenced but contains certain
information about emotion intensity and feedback
streams as well 4.

4.3. Response Generator

In the response generator, we inject emotion inten-
sity, user’s situation information, and problem type
of user to facilitate the response generation based
on the decoder of Blenderbot (Roller et al., 2021).
Injection of Emotion Intensity. As the annota-
tion only contains user’s emotion intensity at the
beginning and end of the conversation, to further
supervise the learning of emotion intensity, we use
KL divergence to minimize the distance between
the distributions of emotion intensity and feedback.
Then, we sample a latent variable z from one of the
two distributions for response generation. Detailed
operations are as follow.

We assume z follows isotropic Gaussian distri-
bution. Taking the vector He

N of the last utterance
as input, for the approximate posterior distribu-
tion qθ(z|D, ein, efi,K) ∼ N (µe, σ

2
eI), we obtain

µe and logσ2
e as follows:

µe, logσ2
e = FNNe(He

N ) , (4)

where FNNe means a three-layer feed-forward
neural network. We use the reparameterization
trick (Kingma and Welling, 2014) to sample a latent
variable ze ∈ Rdl from qθ(z|D, ein, efi,K).

Similarly, we take the vector Hf
N of the last ut-

terance as input, using a FNN to get µf and
logσ2

f of the approximate posterior distribution
pϕ(z|D, ein,K) ∼ N (µf , σ

2
fI) and sample a latent

variable zf ∈ Rdl .
Injection of Situation. To integrate user’s situ-
ation with informative cause cues of distress and
highlight the semantics implied in the last utterance
He

N , we use cross attention mechanism to model
the interaction between Hg and He as follows:

Ĥg
e = cross-att(Hg,He) ,

Ĥe
N = cross-att(He

N ,He) .
(5)

In the same way, Ĥg
f and Ĥf

N are obtained by the
interaction modelling between Hg and Hf . Then,

4We have compared variants of MFU in the experi-
ments.
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we obtain the vector Ĥ integrated with situation
information as follows:

Ĥg = FNN([Ĥg
e ; Ĥ

g
f ]) ,

ĤN = FNN([Ĥe
N ; Ĥf

N ]) ,

Ĥ = tanh(Ĥg + ĤN ) ,

(6)

where FNN means a two-layer feed-forward neu-
ral network with ReLU as the activation function.
Injection of Problem Type. To incorporate prob-
lem type information with high-level causal se-
mantics, we explore the explicit and implicit cues
implied in situation and dialogue history respec-
tively to update the representation of problem type.
We adopt the following methods to obtain explicit
semantic-enhanced cause embedding Cex:

αex = W2[C ; (SW1 + b1)]
⊤ + b2 ,

αex = softmax(αex) ,

Cex = FNN([αexS ; C]) ,

(7)

where C is the embedding of problem type; W1 ∈
Rd×d,W2 ∈ Rd+dc are model parameters; αex ∈
RTg measures the importance of each token in the
situation, with the guidance of problem type.

To grasp the implicit cues from the noisy dialogue
history, we extract keywords from the context by
TextRank algorithm (Mihalcea and Tarau, 2004).
Then, we use the keyword vectors to generate the
implicit semantic-enhanced vector of problem type:

αim = W4[C ; (HW3 + b3)]
⊤ + b4 ,

αim = softmax(M⊙ αim) ,

Cim = FNN([αimH ; C]) ,

(8)

where ⊙ is the element-wise product operation;
W3 ∈ Rd×d,W4 ∈ Rd+dc are model parameters;
M ∈ RTl masks the tokens that aren’t keywords in
the dialogue history.

Then, we fuse Cex and Cim to obtain the final
problem type embedding:

Ĉ = tanh(Cex +Cim) . (9)

Finally, we generate the response based on the
decoder of BlenderBot, following existing meth-
ods (Liu et al., 2021a; Tu et al., 2022; Peng et al.,
2022). Detailed operations are as follows:

O = FNN([Ĥ ; z ; Ĉ]) ,

α = softmax(W5[O⊙H]⊤ + b5) ,

p(r|D, ein, efi,K,C, s) = Dec(αO+H) ,

(10)

where z presents ze during training process and
zf during testing process; O ∈ Rd is the repre-
sentation after feature transformation; W5 ∈ Rd is
model parameter; α ∈ RTl is the attention score to
aggregate O; Dec is the decoder of BlenderBot.

4.4. Loss Function

The reconstruction loss of a response with Nr to-
kens is:

Lr = −
Nr∑
t=1

logp(rt|rj<t, D, ein, efi,K,C, s) .

(11)

We use the true label of initial emotion intensity,
final emotion intensity, and feedback to supervise
the learning of He

1, He
N , and Hf in MFF-ESC, ob-

taining Lin,Lfi, and Lf .

LMFF = Lin + Lfi + Lf . (12)

Besides, the emotion intensity vector is further
supervised by feedback vector with KL divergence.
Notably, the original emotion intensity-feedback
correlation is negative, as the emotion intensity
should decline with the increase of feedback score.
We argue that the FNNe in Equation (4) will project
the negative correlation to a positive correlation
and adopt KL divergence to minimize the distance
between the two distributions:

LKL = KL(qθ(z|D, ein, efi,K) || pϕ(z|D, ein,K)) .
(13)

Following existing methods (Tu et al., 2022; Peng
et al., 2022), we use the true label of problem type
and strategy to supervise Ĉ and Ĥ, obtaining Lc

and Lst.

Lother = Lc + Lst . (14)

The final loss function L is:

L =λ1Lr + λ2LMFF + λ3LKL + λ4Lother . (15)

where λ1, λ2, λ3, λ4 are hyper-parameters.

5. Experimental Settings

5.1. Dataset

Following previous methods (Liu et al., 2021a; Tu
et al., 2022; Peng et al., 2022; Zhao et al., 2023b),
we conduct experiments on the ESConv dataset
collected by Liu et al. (2021a), which is based on
English and contains 1,300 dialogues and 38,365
utterances. Each dialogue has 29.8 utterances on
average. Following the original division, we split
the dataset into the train, validation, and test sets
with a ratio of 8:1:1.

6. Implementation Details

Following existing works (Liu et al., 2021a; Tu et al.,
2022; Peng et al., 2022), we implement our method
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Method PPL↓ B-1↑ B-2↑ B-3↑ B-4↑ D-1↑ D-2↑ R-L↑
Transformer (Vaswani et al., 2017) 81.55 17.25 5.66 2.32 1.31 1.25 7.29 14.68
MoEL (Lin et al., 2019) 62.93 16.02 5.02 1.90 1.14 2.71 14.92 14.21
MIME (Majumder et al., 2020b) 43.27 16.15 4.82 1.79 1.03 2.56 12.33 14.83

DialoGPT-Joint (Liu et al., 2021a) 19.41 17.06 6.22 2.87 1.57 2.82 17.30 15.03
BlenderBot-Joint (Liu et al., 2021a) 16.11 17.27 6.33 3.17 1.81 3.60 21.88 15.20
MISC (Tu et al., 2022) 16.32 17.73 6.75 3.23 1.83 4.19 17.76 15.43
GLHG† (Peng et al., 2022) 15.67 19.66 7.57 3.74 2.13 3.50 21.61 16.37
MultiESC‡ (Cheng et al., 2022) - 19.02 8.37 4.50 2.69 - - 17.04
SUPPORTER (Zhou et al., 2023) 15.39 18.05 6.80 3.20 1.71 4.94 27.81 16.85
PAL (Cheng et al., 2023) 16.78 18.77 6.91 3.03 1.51 4.10 22.73 15.29
TransESC (Zhao et al., 2023b) 15.85 17.08 7.18 3.78 2.28 4.67 20.91 17.30
LLaMA-7B (0 shot) - 4.79 2.00 0.99 0.52 2.82 17.21 8.51
ChatGPT (1 shot)§ - 13.91 4.53 1.96 1.02 5.92 31.38 13.19
ChatGLM-6B w/ P-Tuning - 17.75 7.22 3.78 2.12 7.46 35.00 16.15
MFF-ESC (ours) 16.43 20.64 8.87 4.81 2.98 5.34 22.18 18.83

Table 1: Results of automatic metrics. † means the results are cited from the corresponding paper. ‡
means that we replace the backbone of MultiESC with Blenderbot-small for a fair comparison. § means
the results are cited from Zhao et al. (2023a). Other baselines’ results are reproduced based on the
open-source codes. The results of baselines and our method are all based on the average score of 3
random runs. The bold results are the best and the underlined results are the second-best.

based on the small version of BlenderBot (Roller
et al., 2021). We train MFF-ESC on a Tesla-V100
GPU with an initial learning rate of 2e-5 and a linear
warmup of 100 steps. The batch size of training
is 20. λ1, λ3 are 1 and λ2, λ4 are 0.5. dc , dl, and
d are 50, 100, 512. The size of hidden states in
MFU is 200. We train MFF-ESC for 5 epochs and
obtain the decoded responses by Top-p and Top-k
sampling with p = 0.6, k =30, temperature = 0.7,
and repetition penalty = 1.03.

6.1. Baselines

We divide the competitive baselines into two cat-
egories, including baselines for empathetic re-
sponding and baselines for ESC. 1) Empathetic re-
sponding baselines: Transformer (Vaswani et al.,
2017), MoEL (Lin et al., 2019), MIME (Majumder
et al., 2020b). 2) ESC baselines: DialoGPT-
Joint (Liu et al., 2021a), BlenderBot-Joint (Liu
et al., 2021a), MISC (Tu et al., 2022), GLHG (Peng
et al., 2022), MultiESC (Cheng et al., 2022), SUP-
PORTER (Zhou et al., 2023), PAL (Cheng et al.,
2023), TransESC (Zhao et al., 2023b), LLaMA-
7B (0 shot) (Touvron et al., 2023), ChatGPT (1
shot) (Zhao et al., 2023a), ChatGLM-6B (Du et al.,
2022) with P-Tuning (Liu et al., 2021b).

6.2. Evaluation Metrics

Automatic Evaluation. Following existing meth-
ods (Peng et al., 2022; Zhao et al., 2023b), we
use PPL (perplexity) to evaluate the general qual-
ity of the model. B-1 (BLEU-1), B-2 (BLEU-2), B-3
(BLEU-3), B-4 (BLEU-4) (Papineni et al., 2002),

Comparisons Aspects Win Lose Tie

MFF-ESC
vs.

BlenderBot-Joint

Flu. 45.6 3.1 51.3
Ide. 57.5 10.4 32.1

Com. 58.1 11.5 30.4
Sug. 41.7 8.3 50.0
Ove. 55.4 12.5 32.1

MFF-ESC
vs.

TransESC

Flu. 47.6 13.8 38.6
Ide. 60.1 11.7 28.2

Com. 52.3 9.8 37.9
Sug. 45.8 12.1 42.1
Ove. 62.9 15.6 21.5

Table 2: Human evaluation results (%), which have
significant improvement with p-value < 0.05.

and R-L (ROUGE-L) (Lin, 2004) are adopted to
measure the lexical and semantic aspects of the
responses. D-1 (Distinct-1) and D-2 (Distinct-2) (Li
et al., 2016) are utilized to evaluate the diversity of
responses.
Human Evaluation. We sample 100 instances for
human evaluation. Given the generated responses
of our method and a compared baseline model,
we recruit three graduate students with linguistic
or psychological background to select the better
one. Following Liu et al. (2021a), we ask the anno-
tators to choose the better model from five aspects:
1) Fluency (Flu.): which model generates more
fluent responses? 2) Identification (Ide.): which
model identify your problems better? 3) Comfort-
ing (Com.): which model is more skillful in comfort-
ing you? 4) Suggestion (Sug.): which model pro-
vides more helpful suggestions for you? 5) Overall
(Ove.): which model’s emotional support do you
prefer overall?
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Method B-1↑ B-2↑ B-4↑ R-L↑

MFF-ESC 20.64 8.87 2.98 18.83
- w/o Initial Emotion 19.03 7.65 2.39 17.89
- w/o Final Emotion 19.05 7.75 2.24 17.69
- w/o Feedback 19.04 7.78 2.28 17.60
- w/o Problem Type 19.61 7.99 2.50 18.09
- w/o Lin 19.52 8.13 2.73 17.85
- w/o Lfi 19.32 7.98 2.75 18.34
- w/o Lf 18.75 7.84 2.59 17.75
- w/o LKL 18.43 7.18 2.15 17.90
- w/o Lc 19.51 7.86 2.48 18.34
- w/o Lst 19.85 8.16 2.43 17.31

Table 3: Evaluation results of ablation study.

7. Results and Analysis

7.1. Overall Results

Automatic Evaluation. As shown in Table 1,
MFF-ESC outperforms the other baselines with
the same backbone on most of the metrics. The
promotions of B-n, D-n, and R-L show the effec-
tiveness of our method.

Moreover, MFF-ESC which hasn’t used any ex-
ternal knowledge even surpasses the state-of-
the-art methods (GLHG, MultiESC, SUPPORTER,
TransESC) which have utilized external knowledge
to enhance context comprehension, proving its su-
periority. The results indicate that with the thorough
fusion of text semantics stream, feedback stream,
and emotion intensity stream based on MFU, MFF-
ESC can perceive the transition of user’s emotion
intensity exquisitely and further contribute to the
response generation.
Human Evaluation. As shown in Table 2, the
results are consistent with those of automatic met-
rics. Compared with BlenderBot-Joint, MFF-ESC
outperforms the most on Ide., Com., and Ove.,
indicating that our method can understand user’s
problem better with the perception of emotion inten-
sity, and finally leading to the generated responses
with better empathy. For TransESC with external
knowledge, MFF-ESC still gains more preferences
on all of the five aspects. It proves that modeling
emotion intensity is conducive to the generation of
supportive responses.

7.2. Ablation Study

To verify the effects of different modules in our
method, we conduct a series of ablation studies.
The ablation study is divided into two parts. As
shown in Table 3, the upper part means eliminating
the corresponding information completely in the
modelling process. The lower part means only
removing the relative loss of the corresponding
information.

Method B-1↑ B-2↑ B-3↑ B-4↑ R-L↑

MFF-ESC 20.64 8.87 4.81 2.98 18.83
- w/ MFU v0 19.88 8.04 4.07 2.40 17.95
- w/ MFU v1 20.10 8.04 4.21 2.50 17.66
- w/ MFU v2 20.23 7.96 4.09 2.47 17.98
- w/ MFU v3 20.14 8.35 4.45 2.69 18.29

Table 4: Comparisons with variants of MFU.

As shown in Table 3, MFF-ESC without emotion
intensity or feedback information results in the de-
cline of B-n and R-L, indicating the effectiveness
of multi-stream fusion. The significant decrease
resulted by KL loss elimination verifies the effec-
tiveness of using feedback to guide the learning of
emotion intensity in latent space. Moreover, com-
pared with merely removing a certain loss, most
of the results drop more significantly when elim-
inating the corresponding information entirely. It
further proves the modelling processes of emotion
intensity, feedback, and problem type are effective
and contribute to supportive response generation.

7.3. Comparison with Variants of MFU

As shown in Table 4, to evaluate the effect of the
proposed MFU, we compare it with some variants
of MFU. All the variants have utilized the three
streams (text semantics stream, emotion intensity
stream, and feedback stream) as input. MFU v0
means using two LSTM units to incorporate emo-
tion intensity stream and feedback stream, respec-
tively. Besides, the architecture of LSTM hasn’t
been changed. Semantics-emotion intensity fusion
and semantics-feedback fusion are implemented
at the input stage of LSTM unit. MFU v1 means
using one LSTM unit and fusing the three streams
at the input stage, without revision of LSTM unit.
MFU v2 means using one LSTM unit and revising
the output gate, concatenating emotion intensity
and feedback embeddings at the output gate stage.
MFU v3 is similar to MFU that has two output gates
as shown in Figure 3, the difference is MFU v3 con-
ducts multi-stream fusion at the input stage rather
than injecting emotion intensity or feedback directly
for the calculation of output gates.

Results reported in Table 4 indicate the superior-
ity of our proposed MFU that uses feedback stream
and emotion intensity stream to directly influence
the calculation of output gate instead of affecting
all the gates. In this way, the long-term memory of
dialogue history and short-term memory of current
feedback and emotion intensity can both be well
maintained.
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Situation My mom does not understand me. I will say something and she thinks I am saying something else.

User I am a little angry. My mother and I had another blow-up. (predicted emotion intensity: 4)
TransESC I am sorry to hear that. What’s the problem?
MFF-ESC Oh no! I am so sorry to hear that. What happened? (Stronger Empathy)
Ground-truth Is your bit of anger sparked from the interaction with your mother?

...
User I try to tell her it isn’t what I mean. It’s like she doesn’t understand. (predicted emotion intensity: 4)
TransESC I can understand why you would feel that way. I would be too.

MFF-ESC I can understand how frustrating that would be. I’ve had to do the same thing with my mother. I
would suggest you to have a conversation with her. (Self-disclosure & Providing Suggestions)

Ground-truth It is hard to feel misunderstood. Do you have some examples?
...

User Maybe I could just take deep breath and kind of step back a minute before I respond.
(predicted emotion intensity: 3)

TransESC Do you think that would help?
MFF-ESC That sounds like a great idea! I think that would be a great start. (Affirmation and Reassurance)

Ground-truth It would be good to do that. Maybe try to have a conversation and tell her you support her no
matter what she’s going through.
...

User I’ll try to say things that don’t sound confrontational from now on. (predicted emotion intensity: 2)
TransESC I think that would be a great idea.
MFF-ESC I’m glad that I could help and always being here to support you. (Providing Support)
Ground-truth I believe in you.

Table 5: A case study of the transition of predicted emotion intensity.

Feedback Init. Emo. Fin. Emo.

Accuracy (%) 83.76 93.75 26.34

Declined Maintained Increased

p1 vs. pinit 100.00% 0 0
p2 vs. p1 50.00% 10.82% 39.18%
pfin vs. p2 17.37% 62.55% 20.08%

pfin vs. einit 72.96% 26.32% 0.72%

Table 6: Transition of the predicted emotion in-
tensity in MFF-ESC. Init. and Fin. are short for
initial and final. pinit and pfin mean the predicted
emotion intensity at the beginning and end of the
conversation, respectively. p1 and p2 mean the pre-
dicted emotion intensity at the one-third position
and two-thirds position of the dialogue, respectively.
einit means the true initial emotion intensity.

7.4. Transition of the Predicted Emotion
Intensity

To evaluate the transition of the predicted emotion
intensity, we calculate the accuracy of feedback
score prediction and emotion intensity prediction
during the testing process.

As shown in the upper part of Table 6, the ac-
curacy of feedback prediction and initial emotion
intensity prediction is much higher than that of final
emotion intensity. To investigate the reason for it,
we analyse the prediction of emotion intensity at
the beginning (pinit), the one-third position (p1),
the two-thirds position (p2), and the end of (pfin)

the conversation, evaluating whether the emotion
intensity representations have learned the dynamic
transition of user’s emotion intensity.

As shown in the lower part of Table 6, 100% of
p1 are lower than pinit. 50% of p2 are lower than
p1 while 39.18% of p2 are higher than p1. 17.37%
of pfin are lower than p2 while 20.08% of pfin are
higher than p2. It indicates that the emotion inten-
sity vectors in MFF-ESC have learned the transition
of emotion intensity indeed but it’s still difficult to
make the predicted emotion intensities keep falling
along with the dialogue.

However, when we only compare the true ini-
tial emotion intensity einit with the predicted final
emotion intensity pfin, 72.96% of pfin achieve a
decline. The results indicate that although the ac-
curacy of final emotion intensity prediction isn’t
desirable, most of the predicted final emotion in-
tensities are still lower than the initial intensities,
proving the effectiveness of emotion intensity learn-
ing in MFF-ESC.

7.5. Case Study

We report a case in Table 5 to show how the mod-
eling of emotion intensity affects the generated
responses. At the beginning of the conversation,
with the awareness of the high predicted emotion
intensity, MFF-ESC generates a response with
stronger empathy compared with TransESC. If the
predicted emotion intensity is still high, MFF-ESC
tries to conduct self-disclosure or provide sug-
gestions to relieve the user’s emotional distress.
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(a) B-1 scores of our method and baselines under
different problem types.

(b) Distribution of problem type on the test set.

Figure 4: Experiments of different problem type.
From left to right of the abscissa in (a), the ab-
breviations represent Ongoing Depression (Ong.),
Job Crisis (Job.), Breakup with Partner (Bre.),
Problems with Friends (Prob.), Academic Pres-
sure (Aca.), Sleep Problems (Sle.), Alcohol Abuse
(Alc.), Issues with Children (Iss.), Procrastination
(Proc.), and Apperance Anxiety (App.), respec-
tively.

As the conversation goes, when the user finds out
a suitable solution and the predicted emotion in-
tensity declines, MFF-ESC gives affirmation and
reassurance or provides support.

As shown in Table 5, the awareness of user’s
predicted emotion intensity during the conversa-
tion helps the model generate effective responses,
leading to the relief of user’s emotional distress.

7.6. Experiments about Problem Type

As shown in Figure 4(a), we compare our method
with BlenderBot-Joint and MISC and report the
results intuitively. From left to right of the abscissa,
the proportion of problem type decreases. MFF-
ESC performs worse than other methods on three
problem types (Sle., Proc., and App.). However,
utterances with these three problem types only
account for 6.1% on the test set. It is observed that
MFF-ESC outperforms other baselines on most of
the problem types which accounts for 93.9% on the

test set, proving the effectiveness of our method.

8. Conclusion

In this paper, we propose MFF-ESC which fuses
three streams (text semantics stream, feedback
stream, emotion intensity stream) thoroughly
based on a subtly designed Multi-stream Fusion
Unit, aiming to model the transition of emotion in-
tensity. To further guide the learning of emotion
intensity, we use KL divergence to minimize the dis-
tance between feedback distribution and emotion
intensity distribution. Experimental results indicate
the effectiveness of our method.

9. Limitations

The ESConv dataset contains long conversations
with 29.8 utterances per dialogue on average. As a
result, how to model the subtle transition of emotion
intensity as the conversation goes is an intractable
challenge. In this paper, we fully use the emotion
intensity-related knowledge within the dataset and
propose a Multi-stream Fusion Unit (MFU) to incor-
porate the three relative streams (text semantics
stream, emotion intensity stream, and feedback
stream). Moreover, to further guide the represen-
tation learning of emotion intensity, we utilize KL
divergence to minimize the distance between feed-
back distribution and emotion intensity distribution.
Although most of the predicted final emotion in-
tensities are lower than the initial intensities, the
accuracy of final emotion intensity prediction still
leaves a lot of room for improvement. We would
like this paper to arouse researchers’ interest in
the study of negative emotion intensity modelling
for ESC. In the future, we will further explore the
emotion intensity modelling for ESC and extend
MFU to other tasks.

10. Ethics Statement

The ESConv dataset (Liu et al., 2021a) used in
this paper is publicly available. In the process of
dataset collection, the information about individ-
ual privacy has been eliminated. For the human
evaluation process in this paper, the participants
are aware that the usage of annotation is only for
research and monetary rewards are provided.

Furthermore, ESC aims to provide support
through social interactions, such as the support
from peers, friends, or families, rather than profes-
sional counseling (Liu et al., 2021a). In this paper,
we don’t claim to construct a chatbot for profes-
sional counseling which needs further efforts to
guarantee the safety of generated responses, es-
pecially for serving users who tend to self-harm or
suicide.
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