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Abstract

Ambiguity is an inherent feature of language,
whose management is crucial for effective com-
munication and collaboration. This is partic-
ularly true for Chinese, a language with ex-
tensive lexical-morphemic ambiguity. Despite
the wide use of large language models (LLMs)
in numerous domains and their growing pro-
ficiency in Chinese, there is a notable lack of
datasets to thoroughly evaluate LLMs’ ability
to handle ambiguity in Chinese. To bridge this
gap, we introduce the CHAmbi dataset, a spe-
cialized Chinese multi-label disambiguation
dataset formatted in Natural Language Infer-
ence. It comprises 4,991 pairs of premises and
hypotheses, including 824 examples featuring
a wide range of ambiguities. In addition to
the dataset, we develop a series of tests and
conduct an extensive evaluation of pre-trained
LLMs’ proficiency in identifying and resolv-
ing ambiguity in the Chinese language. Our
findings reveal that GPT-4 consistently deliv-
ers commendable performance across various
evaluative measures, albeit with limitations in
robustness. The performances of other LLMs,
however, demonstrate variability in handling
ambiguity-related tasks, underscoring the com-
plexity of such tasks in the context of Chinese.
The overall results highlight the challenge of
ambiguity handling for current LLMs and un-
derscore the imperative need for further en-
hancement in LLM capabilities for effective
ambiguity resolution in the Chinese language.

1 Introduction

Ambiguity is a prevalent and noteworthy linguistic
phenomenon (Piantadosi et al., 2012). Differences
in context or individual interpretations will lead to
different understandings of ambiguous sentences,
complicating the comprehension and communica-
tion of information (Piantadosi et al., 2012; Chao
and Zipf, 1950). Large language models (LLMs)
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have made remarkable achievements in natural lan-
guage processing (NLP) (Brown et al., 2020a; Bang
et al., 2023; Brown et al., 2020b), making them
essential tools in daily life. Consequently, it is cru-
cial to scrutinize and evaluate the performance of
LLMs in handling ambiguity. This will enhance the
reliability and effectiveness of LLMs in intricate
contexts and promote the development of natural
language understanding and generation.

There are a few works pay attention to am-
biguity problem (Min et al., 2020; Pavlick and
Kwiatkowski, 2019; Jiang and Marneffe, 2022; Liu
et al., 2023; Nie et al., 2020). Min et al. construct
AmbigNQ, offering multiple potential answers for
ambiguous open-domain questions and supplying
disambiguation questions corresponding to each
answer. They also built a baseline model for gener-
ating multiple answers to open-domain questions
(Min et al., 2020). Pavlick and Kwiatkowski con-
duct a thorough examination of disagreement in hu-
man judgments on the Natural Language Inference
(NLI) task. Their findings reveal that numerous dis-
agreements remain after augmenting the number of
annotators and the contextual information provided
(Pavlick and Kwiatkowski, 2019). All these efforts
contribute to a deeper understanding and resolution
of language ambiguity. However, they mainly fo-
cus on the ambiguity problem in English. Chinese,
as a language significantly distinct from English
(Ling and Mahadi, 2016), presents greater intricacy
at the lexical and morphemic levels, involving a
wider range of ambiguity types. For example, if
A, B and AB are all possible words, then AB ex-
hibits combinatorial ambiguity, such as “才”(just),
“能”(be able to) and “才能”(talent).

In the Chinese context, there is a lack of an-
notated datasets to comprehensively evaluate the
ability of LLMs to identify and resolve ambiguity.
To address this gap, we introduce CHAmbi1, a Chi-

1Dataset available at: github.com/aialt/CHAmbi.
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nese multi-label disambiguation dataset for Natural
Language Inference. The dataset contains 4,991 ex-
amples, including 824 ambiguous instances, each
annotated with two or more disambiguation labels,
representing different interpretations for resolving
the ambiguity. Enumerating all possible interpre-
tations of a ambiguous sentence is challenging.
Therefore, we define ambiguity using the format
of premise-hypothesis pairs in NLI dataset inspired
by AmbigQA (Min et al., 2020). Natural language
inference is a task to identify whether a hypothesis
is true, false, or uncertain given a premise (Hu et al.,
2020). Ambiguity in premise and (or) hypothesis
may affect the determination of labels, leading to
multi-label example. We only need to fully ana-
lyze the potential multiple relationships between
the premise and the hypothesis, and list a different
interpretation for each relationship.

To standardize ambiguity identification, we de-
fine seven categories of ambiguity, including spo-
ken ambiguity (accent ambiguity, pause ambigu-
ity), written ambiguity (vocabulary, grammar, se-
mantics, reference ambiguity) and incomplete am-
biguity. Through the CHAmbi dataset, we de-
sign various tests to evaluate the ambiguity iden-
tification and disambiguation abilities of popular
Chinese-supporting generative models, including
the GPT series model, Baidu large model ERNIE-
Bot, the Chinese large model Atom2, and the
Chinese-English bilingual large model ChatGLM2
(Du et al., 2022). Our main contributions are:

• To our knowledge, we present the first pub-
licly available Chinese disambiguation lan-
guage dataset: CHAmbi. It contains 4991
examples, covering ambiguities such as vo-
cabulary, grammar, semantics, etc.

• We extensively evaluate the ambiguity
handling capabilities of popular Chinese-
supporting generative models. The results in-
dicate that handling ambiguity is a challenge
for existing large language models.

• Leveraging the CHAmbi dataset, we fine-tune
the open-source large model ChatGLM2. Ex-
perimental results demonstrate an improve-
ment in identifying ambiguity.

2 Related Work

Ambiguity and disambiguity. The ambiguity
of language is a longstanding challenge in NLP

2https://github.com/FlagAlpha/Llama2-Chinese

tasks. Some research emphasizes the presence of
ambiguity in various tasks, such as question an-
swering (Shafahi et al., 2019), frame disambigua-
tion (Gangemi et al., 2016), coreference resolution
(Poesio and Artstein, 2005).

As the NLP progresses toward higher-level un-
derstanding and reasoning, AMBIGQA introduces
a new task, which involves providing multiple pos-
sible answers to an open domain question that may
be ambiguous, and providing a disambiguated ques-
tion for each answer, and proposes a dataset AM-
BIGNQ about this task (Min et al., 2020). Xu et
al. transform the CPH disambiguation task into
a challenging Natural Language Inference (NLI)
task, introducing the first Chinese Adversarial NLI
Challenge Set (CANLI). The study emphasizes the
challenges in CPH because causative and passive
forms cannot be distinctly identified through sen-
tence syntactic structures. The poor fine-tuning
performance of pre-trained transformer models like
RoBERTa on large-scale Chinese NLI benchmark
datasets further emphasizes the difficulty in han-
dling such ambiguity problems (Xu and Markert,
2022). By developing a classification of divergent
sources with 10 categories, Jiang and de Marn-
effe find that the inconsistency may come from
the uncertainty of sentence meaning, the bias of
annotators and task artifacts. In order to detect
potentially inconsistent items, researchers explore
two modeling methods, including a four-way classi-
fication and a multi-label classification. It is found
that multi-label classification can better trace back
the possible explanations in the data (Jiang and
Marneffe, 2022).

Label variation on NLI. NLI is the task of de-
termining the logical relationship between a given
premise and a hypothesis, which can be divided
into three types: entailment, contradiction and neu-
tral. Entailment means that the premise can imply
the truth of the hypothesis. Contradiction means
the direct conflict between premise and hypothesis,
including opposition and mutual exclusion. Neutral
means that there is no clear entailment or contra-
diction between premise and hypothesis, and they
can exist independently (Storks et al., 2020).

The research on label variation in NLI has seen
notable contributions. Pavlick and Kwiatkowski
(Pavlick and Kwiatkowski, 2019) initiate ground-
breaking work in this domain, subsequently, Nie
et al. (Nie et al., 2020) expand this by collecting
more annotations. Additionally, efforts are made
to model label variation (Zhou et al., 2021; Zhang
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Example Rewrites I Rewrites II Category

P:他们正在看电影。 P:他们正在电影院里看电影。 P:他们正在家里看电影。

incomplete
(They are watching a film.) (They are watching a film in

the cinema.)
(They are watching a film at

home.)
H:他们正在电影院里。 H:他们正在电影院里。 H:他们正在电影院里。

(They are in the cinema.) (They are in the cinema.) (They are in the cinema.)
L: entailment,contradiction L: entailment L: contradiction

P:小明邀请了她，小暗也邀请了
她，她犹豫了一下，然后接受了
他的邀请。

P:小明邀请了她，小暗也邀请
了她，她犹豫了一下，然后接
受了小明的邀请。

P:小明邀请了她，小暗也邀请
了她，她犹豫了一下，然后接
受了小暗的邀请。

reference(XiaoMing invited her, and Xi-
aoAn also invited her. She hesitated,
and then accepted his invitation.)

(Xiao Ming invited her, and
Xiao An also invited her. She hes-
itated, and then accepted XiaoM-
ing’s invitation.)

(Xiao Ming invited her, and
Xiao An also invited her. She
hesitated, and then accepted Xi-
aoAn’s invitation.)

H:她接受了小明的邀请。 H:她接受了小明的邀请。 H:她接受了小明的邀请。
(She accepted XiaoMing’s invita-

tion.)
(She accepted XiaoMing’s in-

vitation.)
(She accepted XiaoMing’s in-

vitation.)
L: entailment,contradiction L: entailment L: contradiction

P:她慢慢地放下了手中的书，转
身面对我。

P:她慢慢地放下了手中的书，
同时转身面对我。

P: 她先慢慢地放下了手中的
书，然后转身面对我。

incomplete(She slowly put down the book in
her hand and turned to face me.)

(She slowly put down the book
in her hand and turned to face me
at the same time.)

(She slowly put down the book
in her hand and then turned to
face me.)

H: 她转过身来，慢慢地放下了
手中的书。

H: 她转过身来，同时慢慢地
放下了手中的书。

H: 她先转过身来，然后慢慢
地放下了手中的书。

(She turned around and slowly
put down the book in her hand.)

(She turned around and slowly
put down the book in her hand at
the same time.)

(She turned around and then
slowly put down the book in her
hand.)

L: entailment,contradiction L: entailment L: contradiction

Table 1: Some ambiguous examples in CHAmbi dataset, where “P, H, L” means “Premise, Hypothesis, Label”. We
underline the ambiguous premise and (or) hypothesis that lead to multi-label for the example. “Rewrites I/II” is the
disambiguation rewrite of the ambiguous premise and (or) hypothesis for each label.

et al., 2021). Some focus on predicting the proba-
bility of entailment (Zhang et al., 2016; Chen et al.,
2020). Another intriguing approach introduces a
fourth "inconsistent" label (Zhang and de Marneffe,
2021). We introduce a novel research approach to
NLI. In this method, the task for NLI models is
not predicting a single label but forecasting a set of
labels. It enhances task complexity and provides
a different perspective on understanding relation-
ships between premises and hypotheses. Jiang and
de Marneffe (Jiang and Marneffe, 2022) conduct an
in-depth analysis of the Multi-NLI (MNLI) dataset,
categorizing sources of divergence, with a specific
mention of lexical and semantic ambiguity. Our
research incorporates a broader range of ambigu-
ity types, contributing to a more comprehensive
understanding of the sources of divergence.

3 Dataset Construction

Here, data collection, annotation, and validation
process are described. The final dataset contains
4991 NLI examples, of which 824 are ambiguous.

Each example has a premise sentence and a hypoth-
esis sentence. Each ambiguous example is anno-
tated with a set of labels, reflecting the ambiguity
in the premise and (or) hypothesis. Additionally, it
includes ambiguity category and the disambigua-
tion rewrites of the premise and (or) hypothesis for
each label, as shown in Table 1.

We employ two methods to collect ambiguous
NLI examples: automatic generation and keyword
crawling. Automatic generation (Section 3.1) takes
advantage of text generation and pattern replica-
tion capabilities of LLMs to obtain potentially am-
biguous examples. Crawling and manual curation
(Section 3.2) involves acquiring ambiguous sen-
tences from various sources as premises, followed
by manual formulation of hypotheses. Then we
manually annotate and validate collected examples,
and obtain high-quality examples and disambigua-
tion rewrites of ambiguous examples.

3.1 Automatic Generation
Inspired by WANLI (Liu et al., 2022), we leverage
the generative ability of LLMs to create examples.
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The method requires a Chinese NLI dataset as the
initial dataset D . We use the CMNLI dataset3.
This method also requires a strong language model
trained on D as a classifier. We use the fine-tuned
Roberta-large-Chinese model (Cui et al., 2020,
2019) M on CMNLI as the classifier.

We initially employ data map (Swayamdipta
et al., 2020) to automatically identify ambiguous
examples in D . Following this, we leverage the
pattern replication capability of ChatGPT to over-
generate similar new examples. The generated ex-
amples may be low quality or lack ambiguity, we
apply simple rules to filter out the failed generated
examples and further employ model M to filter the
more ambiguous examples.

Data Map. A tool based on training dynam-
ics aims to characterize and diagnose the quality
of large datasets in NLP research. It leverages
the model’s behavior on individual examples dur-
ing training to generate two measures: the confi-
dence in the true class and the variability of this
confidence throughout the training process. Using
these two measures, we build a data map that di-
vides examples in D into three different regions:
easy-to-learn (high confidence, low variability),
difficult-to-learn (low confidence, low variability),
and ambiguous (high variability) (Swayamdipta
et al., 2020). We focus on the ambiguous region
and select 26,359 examples with variability >= 0.3
as Dambi .

Over generation. For each example xi in
Dambi , we can find 2 nearest neighbors in Dambi

according to the last layer representation of the
model M . We consider that these three examples
share similar reasoning patterns. Combining these
three examples with an instruction "Write a pair of
sentences that have the same connection to each
other. For example:", we construct a prompt for
ChatGPT, as shown in Table 2. In the prompt, we
place xi as a seed example at the end to enhance
the similarity between newly generated examples
and seed example. We generate three new exam-
ples parsed into premises and hypotheses for each
prompt, resulting in Dgen . To control costs, Dgen

is ultimately comprised of only 36,431 examples.
Automatic filtering. We discard the following

examples in Dgen : 1) the premise and hypothesis
are the same, 2) the generated example is a copy of
the example in prompt, 3) the premise or hypothe-
sis is a question (unlike assertions, questions have

3https://github.com/CLUEbenchmark/CLUE

写一对彼此之间有和所给例子相同联系的句子对。例
子如下:
(Provide a pair of sentences that share similar connections
as the given example. Examples:)
1. Sentence 1: 他们说他们在这个地方找到了一个很好
的工作。

(They said they found a good job at this place.)
Sentence 2: 我在这个地方找到了一个很好的工作。
(I found a good job at this place.)

2. Sentence 1: 他在研究一种新的治疗方法，这种方法
可以帮助病人康复。

(He is researching a new treatment that can aid patients
in recovery.)

Sentence 2: 我听说医生正在研究一种新的治疗方
法，这种方法可以帮助病人康复。

(I heard that the doctor is researching a new treatment
that can aid patients in recovery.)
3. Sentence 1: 我昨天晚上梦到了一个很奇怪的场景，
我在一个陌生的城市里迷路了。

(Last night, I dreamt of a strange scene where I got lost
in an unfamiliar city.)

Sentence 2: 我从来没有在梦里迷路过。
(I have never gotten lost in a dream before.)

4. Sentence 1:

Table 2: Input prompt template for over generate exam-
ples.

no truth value (Groenendijk and Stokhof, 1984).
Therefore, it is theoretically unclear to annotate
whether a question is ambiguous.), 4) the premise
or hypothesis is shorter than 5 characters. Then we
obtain Dfilex . The number of Dfilex is large and the
cost of manual annotation is high, so we employ
model M to predict Dfilex and further filter more
ambiguous examples. If the model predicts two or
more labels with a probability > 0.05 for a given
example, we consider it as an example of a greater
likelihood of ambiguity. In this step, we obtain
Dfilambi , which contains 4632 unlabeled premise-
hypothesis pairs.

3.2 Crawling and Manual Curation
Through the keywords “以下”(following), “歧
义”(ambiguity), and “句子”(sentence), we gather
a variety of Questions and Answers related to am-
biguous sentences from 12tiku.com4. We also col-
lect many ambiguous sentences from a paper pub-
lished in the Journal of Language Research (Huang,
1985). After manual curation, we end up with 388
ambiguous sentences as the premises of the exam-
ples. Then we compile hypotheses using simple
strategies: 1) a certain interpretation of the premise,
2) a fact inferred from a certain interpretation of
the premise, 3) the negation of a fact inferred from
a certain interpretation of the premise, and 4) a
supplementary interpretation of the premise. For

4https://www.12tiku.com/
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example, if the premise is "I go to the classroom.",
the hypothesis compiled is "I go to the classroom
to teach."

3.3 Human Annotation and Validation

During the annotation process, annotators receive
detailed guidelines and examples for reference, and
we constantly refine and clarify our annotation
rules to improve the quality of annotations.

Annotation. Annotators annotate and disam-
biguate the premise-hypothesis pairs obtained in
sections 3.1 and 3.2, with each example annotated
by two annotators. Annotators are instructed to
analyze whether the premise and (or) hypothesis
are ambiguous, analyze relationship between the
premise and hypothesis (entailment, contradiction,
and neutral), and assign a set of labels or a label to
the example. For the examples obtained in Section
3.2, only the premises are ambiguous by default.

To enable annotators to have a deeper under-
standing of ambiguity and make higher quality
annotations, we further categorize ambiguity and
require annotators to annotate the ambiguity cate-
gory. Additionally, annotators have the flexibility
to modify the premises and (or) hypotheses accord-
ing to their understanding, transforming them into
ambiguous or higher quality examples. When anno-
tators identify an example as ambiguous and assign
a set of labels, they are required to provide the sen-
tence disambiguation rewrite for each label. During
the disambiguation rewrites, annotators are asked
to eliminate ambiguity with minimal modifications.
If an example is of low quality or offensive, anno-
tators can discard it. See Appendix A for details.

Validation. We acknowledge that different peo-
ple may have different interpretations of the same
sentence, leading to a low probability of agreement
on the ambiguity of a given example. Therefore,
for a batch of example annotated by every two an-
notators, the two annotators and the third validator
validate the annotations together. If an example is
judged as ambiguous by only one annotator, but
is confirmed as ambiguous after three validators’
analysis and discussion, it is retained. During this
phase, all validators are required to: 1) Analyze
whether the examples labeled as ambiguous are re-
ally so, 2) Ensure the completeness of the label set,
3) Assess whether disambiguation rewrites main-
tain ambiguous, 4) Verify the accuracy of the as-
signed ambiguity category. These steps contribute
to the high quality of the validation process.

3.4 Dataset Analysis

After collection, annotation, and validation, we
finally construct CHAmbi dataset. Table 3 pro-
vides the statistics of labels in the dataset. The
dataset consists of a total of 4,991 NLI examples,
among which 824 are ambiguous and have two or
more labels. In addition, it contains 792 ambiguous
premises and 93 ambiguous hypotheses.

Dataset E N C E,N E,C N,C E,N,C

CHAmbi 1389 2552 226 474 277 59 14

Table 3: The label distribution of the CHAmbi dataset,
where “E, N, C” denotes that the label of example is
“entailment, neutral, contradiction”.

4 Evaluation of LLMs

With the proposed dataset CHAmbi, we evalu-
ate the capabilities of existing popular language
models in two aspects: ambiguity identification
and ambiguity resolution. Two tests evaluate am-
biguity identification capabilities, including eval-
uating whether LLMs can recognize ambigui-
ties in premises or hypotheses (Section 4.1), and
whether they can recognize ambiguity and per-
form correct multi-label classification for exam-
ples (Section 4.2). Additionally, two tests evalu-
ate disambiguation capabilities, including evalu-
ating whether LLMs can directly generate disam-
biguation rewrites (Section 4.3), and whether they
can recognize the effectiveness of disambiguation
rewrites (Section 4.4). For these tests, we only
focus on two-label and three-label examples from
CHAmbi.

The LLMs we select for evaluation are GPT-
3 (davinci), InstructGPT (text-davinci-003), Chat-
GPT (gpt-3.5-turbo), GPT-4, Baidu large model
ERNIE-Bot (ERNIE-Bot-turbo-0704), the open-
source large pre-trained model Atom-7b based on
Llama2 for Chinese, and the bilingual open-source
conversational model ChatGLM2-6b. To better
evaluate models’ capabilities, we also compare hu-
man performance as a baseline. Due to the high
time and labor costs, for each test, we randomly se-
lect 50 examples and ensure that three participants
participated.

4.1 Recognizing Ambiguity

Initially, we consider the ability of LLMs to directly
recognize ambiguities in premises or hypotheses.
We construct a simple prompt with the format of
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Model Recognizing Ambiguity Multi-label Classification
average
accuracy macro_F1 macro_p macro_r micro_F1 micro_p micro_r 2 labels

accuracy
3 labels
accuracy

davinci 35.32 26.10 19.84 38.14 67.25 67.91 66.61 33.21 0.00
text-davinci-003 45.93 44.98 45.06 45.21 66.99 73.41 61.61 23.95 0.00

gpt-3.5-turbo 53.34 35.14 39.27 49.69 57.00 68.64 48.74 1.73 7.14
gpt-4 49.27 47.67 51.02 50.84 73.37 71.35 75.51 23.09 35.71

ERNIE-Bot-turbo 54.07 36.60 59.47 50.46 35.43 63.65 24.55 1.11 7.14
atom-7b 53.70 34.94 26.85 50.00 42.50 59.98 32.91 4.44 0.00

chatglm2-6b 49.09 36.45 38.10 46.04 66.62 71.16 62.64 26.42 0.00

humans 63.00 62.58 66.76 64.66 62.04 76.70 52.15 18.37 -

Table 4: Performance of LLMs identifying ambiguity on CHAmbi dataset. For the evaluation metrics in the
multi-label classification task, micro_F1, micro_p, and micro_r consider partially correct results, while 2 and 3
labels accuracy account for completely correct results.

以下例子中，上下文可能存在歧义，主张可能存在歧义，这导致上下文和主张之间至多有三种关系:根据上下文
得到主张正确，根据上下文得到主张错误，根据上下文无法确定主张正确性。回答上下文和主张之间的几种关
系。
(In the following example, the context may be ambiguous and the claim may be ambiguous, which results in at most three
relationships between the context and the claim: the claim is correct based on the context, the claim is wrong based on the
context, and the claim is uncertain based on the context. Answer several relationships between context and claim.)

1.问题：上下文：她从冰箱里拿出一瓶水，打开盖子。主张：她从冰箱里拿出一瓶饮料，打开瓶盖。上下文和主
张之间有几种关系？

(Question: Context: She takes a bottle of water from the refrigerator and opens the lid. Claim: She takes out a beverage
from the refrigerator and opens the lid. How many relationships exist between the context and the claim?)
回答：2种，即根据上下文得到主张正确、根据上下文得到主张错误。
(Response: Two types, namely, the claim is correct based on the context, and the claim is wrong based on the context.)

2.问题：上下文：他哥又有了一个孩子。主张：他哥至少有一个孩子。上下文和主张之间有几种关系？
(Question: Context: His brother has another child. Claim: His brother has at least one child. How many relationships exist

between context and claim?)
回答：(Response: )

Table 5: Input prompt template for evaluating whether LLMs can assign correct multi-labels for examples.

“‘[premise/hypothesis]’ , is there any ambiguity in
the sentence? Just answer ‘yes’ or ‘no’”. Signif-
icantly, if the LLM’s output resembles “Due to
the incomplete context, it is impossible to judge
whether it is present or not. Both explanations are
possible.”, we consider the example as ambiguous.
This situation corresponds to the “incomplete” cat-
egory defined during dataset construction. We use
accuracy, macro F1, macro precision, and macro
recall as the evaluation metrics.

Table 4 presents the comparison of the ambigu-
ity recognition capabilities among LLMs, ERNIE-
Bot-turbo achieves the highest average accuracy
of 54.07%. In order to ensure the consistent con-
tribution of ambiguity and non-ambiguity to the
evaluation result, we employ macro F1, macro pre-
cision, and macro recall as evaluation metrics. GPT-
4 achieves the highest macro F1 value of 47.67%,
followed by InstructGPT and ERINE-Bot-turbo.
All LLMs perform below human capabilities, in-
dicating that LLMs have significant room for im-

provement in recognizing ambiguity without ex-
plicit prompts.

4.2 Multi-label Classification

In this evaluation, we further consider whether
LLMs can recognize ambiguous examples and clas-
sify them correctly. This evaluation is equivalent
to using LLMs to perform multi-label classifica-
tion on data samples. We construct an instruction
that emphasizes the existence of ambiguity in the
premise or hypothesis, potentially leading to multi-
ple relationships between “context” (premise) and
“claim” (hypothesis), and provide two demonstra-
tion examples. The detailed prompt is presented in
Table 5. All input prompts are based on the same
two demonstration examples that are not included
in the dataset. Regarding the evaluation metrics,
micro F1, micro precision, and micro recall are
considered partially correct results, while 2-label
accuracy and 3-label accuracy reflect completely
correct results.
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Model Generating Rewrites Recognizing Rewrites

edit_F1 manual
correctness

average
accuracy macro_F1 macro_p macro_r

davinci 17.59 0.39 31.87 31.45 31.41 31.87
text-davinci-003 24.15 49.41 51.17 42.29 53.04 51.17

gpt-3.5-turbo 21.31 36.83 63.26 62.59 64.31 63.27
gpt-4 20.60 73.00 63.86 62.96 65.35 63.86

ERNIE-Bot-turbo 16.09 12.71 53.69 47.23 57.23 53.69
atom-7b 13.16 3.01 41.79 41.09 41.38 41.79

chatglm2-6b 10.88 17.30 50.54 49.31 50.59 50.54

humans 36.84 68.00 82.67 82.32 84.45 82.67

Table 6: Performance of LLMs resolving ambiguity on CHAmbi dataset.

以下每个例子中，都给了你一句上下文和一句主张，由于上下文里存在歧义，主张的正确性受到影响。列举出对
上下文的两种或三种解读，这些解读会导致该主张正确、错误或不确定。
(In the following example, you are given a context and a claim, the correctness of the claim is affected by the ambiguity in
the context. List two or three interpretations of the context that would make the claim true, false, or uncertain.)

上下文:饭吃完了。(Context: Meal is over.)
主张: 饭没了。 仅仅考虑上下文，分析主张是正确、错误还是不确定？(Claim: No more food. Consider only the
context, analyze whether the claim is correct, incorrect, or uncertain.)
我不知道，因为对上下文可以有几种不同的解读：(I don’t know because there can be several different interpretations
for the context:)
1. 吃完饭了。则主张是不确定的。(The meal is finished, and the claim is uncertain.)
2. 饭吃光了。则主张是正确的。(The meal was eaten up, and the claim is correct.)

上下文:这里有的是化妆用品。(Context: Cosmetic products are available here.)
主张: 这里只有化妆用品。仅仅考虑上下文，分析主张是正确、错误还是不确定？(Claim: This place only stocks
cosmetic products. Consider only the context, analyze whether the claim is correct, incorrect, or uncertain.)
我不知道，因为对上下文可以有几种不同的解读：(I don’t know because there can be several different interpretations
for the context:)

Table 7: Input prompt template for evaluating whether LLMs can directly generate disambiguation rewrites.

As shown in Table 4, GPT-4 achieves the highest
micro F1, reaching 73.37%, but its complete classi-
fication accuracy is not satisfactory. For 2 label ex-
amples, the highest accuracy for completely correct
classification is only 33.21% (achieved by GPT-3).
Although GPT-3 performs poorly on other tests, it
achieves the best performance here. This demon-
strates that LLMs face many difficulties and chal-
lenges when dealing with complex and multi-level
language understanding and reasoning tasks, result-
ing in complex and inconsistent capabilities. For 3
label examples, the highest accuracy for completely
correct classification is only 35.71% (achieved by
GPT-4). Overall, Most models struggle to correctly
identify and classify examples with two or three
labels.

For this evaluation task, both GPT-4 and GPT-3
outperform humans. They are not as good as hu-
mans at recognizing ambiguity (in Section 4.1), but
they perform well on the task of “recognizing am-
biguity and correctly classifying multiple labels”.
We believe this may be affected by the task prompt.
Another possible reason is that LLMs may be more

accurate than humans in discerning the relationship
between context and claim.

4.3 Generating Disambiguation Rewrites

This evaluation assesses the ability of LLMs to di-
rectly generate disambiguation rewrites. The previ-
ous evaluations have revealed LLMs’ limited ambi-
guity identification ability. Therefore, we simplify
the evaluation and construct an input prompt tem-
plate as shown in Table 7. Additionally, to make the
task simple, we do not consider examples where
both context and claim are ambiguous. We not
only use edit F1 (Min et al., 2020) as the evaluation
index but also manually evaluate the reasonabil-
ity of the disambiguation interpretations generated
by LLMs. See appendix B for details of manual
evaluation.

Table 6 shows the results of each model on two
metrics. Notably, the InstructGPT model achieves
the highest edit F1 score. The edit F1 metric
evaluates the quality of generated disambiguation
rewrites. Specifically, it calculates the F1 score be-
tween added and deleted words in the gold disam-
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问题：{a}可能意味着{d}？只回答对或不对。
(Question: Could ‘a’ possibly mean ‘d’? Just answer yes
or no.)
回答：对 (Response: Yes.)

问题：{a}不一定意味着{d}？只回答对或不对。
(Question: Doesn’t ‘a’ necessarily mean ‘d’? Just answer
yes or no.)
回答：对 (Response: Yes.)

问题：{a}不意味着{d}？只回答对或不对。
(Question: Doesn’t ‘a’ mean ‘d’? Just answer yes or no.)
回答：不对 (Response: No.)

问题：{a}仅仅意味着{d}？只回答对或不对。
(Question: Does ‘a’ just mean ‘d’? Just answer yes or no.)
回答：不对 (Response: No.)

Table 8: 4 types of templates for evaluating LLMs
whether can recognize the effectiveness of disambigua-
tion rewrites, where {a} denotes the ambiguous sentence
and {d} denotes a reasonable disambiguation rewrite.

biguation rewrite and the predicted disambiguation
rewrite. We also perform manual evaluation, con-
sidering that there can be multiple interpretations
of an ambiguous sentence. The ambiguity points
identified by annotators may differ from those per-
ceived by LLMs, but both are reasonable. The
results indicate that the GPT-4 achieves the high-
est accuracy of 73%, exceeding the human bench-
mark of 68%, demonstrating its superior natural
language understanding and text generation capa-
bilities. It is noteworthy that most LLMs have
manual correctness below 20%, with some as low
as 0.39%. This shows that generating reasonable
disambiguation rewrites is a significant challenge
for most large models.

4.4 Recognizing Disambiguation Rewrites

In this section, we assess whether LLMs can rec-
ognize reasonable disambiguation rewrites. The
evaluation only focuses on the ambiguous premises
or hypotheses in examples. We use four different
evaluation templates to evaluate LLMs, as shown
in Table 8. An ambiguous sentence may mean
some reasonable disambiguation rewrites, which
is inevitable, but it does not necessarily mean it,
because it is an ambiguous sentence and can be in-
terpreted in different meanings. An ambiguous sen-
tence does not mean some reasonable disambigua-
tion rewrite, which is definitely wrong, but only
means some reasonable disambiguation rewrite,
which is naturally wrong. To ensure equal con-
tribution of the four templates to evaluation results,
we use accuracy, macro F1, macro precision and
macro recall as evaluation metrics.

Model 1 2 3 4 all_avg avg

davinci 26.59 21.35 32.79 46.76 0.73 31.87
text-

davinci-
003

23.72 0.17 100.00 80.79 0.00 51.17

gpt-3.5-
turbo 62.99 90.42 39.55 60.06 0.97 63.26

gpt-4 63.61 95.32 23.44 73.07 1.82 63.86
ERNIE-

Bot-turbo 89.41 87.94 13.75 23.66 0.12 53.69

atom-7b 51.74 53.49 38.25 23.69 0.00 41.79
chatglm2-

6b 74.48 57.69 31.44 38.54 0.36 50.54

humans 93.33 86.00 65.33 86.00 49.33 82.67

Table 9: Accuracy of LLMs on the four templates of
recognizing disambiguation rewrites.

As shown in Table 6, regarding all the ques-
tions formed by the four templates for all am-
biguous premises or hypotheses, GPT-4 achieves
the highest average accuracy (63.86%), macro F1
(62.96%), macro precision (65.35%), and macro re-
call (63.86%). However, all LLMs perform worse
than humans. If LLMs can answer four templates
correctly for a ambiguous premise or hypothesis,
it signifies that LLMs have a thorough understand-
ing of the ambiguous sentence and the annotated
reasonable interpretations. Therefore, we further
calculate the accuracy of models in answering all
four templates correctly. As shown in Table 9, hu-
mans correctly answer all four templates with an
average accuracy of 49.33%, whereas LLMs, per-
form below 2%. This supports the idea that LLMs
can analyze ambiguity more deeply when faced
with more detailed task prompt. In the absence of
cues from complex tasks, LLMs may fail to ade-
quately understand ambiguity.

We also examine the accuracy of models for each
template, but the results do not reflect a consistent
trend among the models. Additionally, we find
inconsistency in model responses. For example,
for two disambiguation rewrites “d1” and “d2” of
a ambiguous premise “a”, the model think that
“a” just mean “d1”, and also think that “a” just
mean “d2”. The above results indicate that it is a
great challenge for LLMs to accurately recognize
reasonable disambiguation interpretations.

4.5 Evaluation of Fine-tuned LLM
We perform specific fine-tuning on ChatGLM2
using the CHAmbi. Table 10 demonstrates that
the fine-tuned ChatGLM2 achieves noticeable im-
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Model Recognizing Ambiguity Multi-label Classification
average
accuracy macro_F1 macro_p macro_r micro_F1 micro_p micro_r 1 labels

accuracy
2 labels
accuracy

3 labels
accuracy

chatglm2-6b 49.09 36.45 38.10 46.04 57.88 53.23 63.41 2.42 34.41 0.00
fine-tuned

chatglm2-6b 54.43 37.75 61.45 50.88 67.24 66.33 68.17 34.55 45.79 0.00

Table 10: Performance of fine-tuned LLM on identifying ambiguity.

provements in identifying ambiguity across the two
evaluations, highlighting the effectiveness of the
fine-tuning process. Due to the imbalanced distri-
bution of ambiguous and non-ambiguous examples
in the CHAmbi dataset, we employ oversampling.
The specific method is to divide 1648 randomly
selected non-ambiguous examples and 824 ambigu-
ous examples into train set, val set and test set at a
ratio of 7:2:1 during fine-tuning, and then copy the
ambiguous examples in each set.

5 Conclusion

We present CHAmbi dataset, the first Chinese
multi-label disambiguation dataset, serving as a
benchmark for evaluating ambiguity identification
and disambiguation capabilities of LLMs. Leverag-
ing this dataset, we conduct detailed evaluations of
several state-of-the-art LLMs that support Chinese,
revealing the challenges they face in effectively
handling ambiguity. Additionally, CHAmbi can
serve as a resource for fine-tuning LLM to create
an ambiguity detector. In our experiment, the fine-
tuned ChatGLM2, with its improved ambiguity
identification capabilities, demostrates its potential
for handling ambiguous language in real world ap-
plications. We hope this new benchmark will serve
as a foundation for research in ambiguity identifi-
cation and disambiguation in Chinese, and foster
the development of large language models in this
area.

6 Limitations

In our work, we propose the first Chinese disam-
biguation dataset based on NLI format, and use this
dataset to conduct comprehensive evaluation of the
ambiguity handling capability of popular LLMs.
However, our dataset and evaluation methods have
the following shortcomings:

• The dataset contains a limited number of am-
biguous examples. We use some methods to
over generate a large number of potentially
ambiguous examples, but few examples were

determined to be truly ambiguous after anno-
tation and validation. This limitation hinders
the effective fine-tuning of LLMs to serve as
reliable ambiguity detectors.

• We acknowledge that the dataset annotations
may be subjective, potentially introducing er-
rors. This aspect requires further exploration
in future investigations.

• We have not extensively explore prompt for
downstream evaluation tasks. We believe that
constructing a better prompt could better ex-
ploit and evaluate the genuine capabilities of
LLMs in ambiguity handling.

7 Ethics Statement

For CHAmbi, some examples are from public web-
sites, while others are generated by LLMs based
on publicly available datasets. Each example in the
dataset has been carefully manually annotated and
validated, with offensive content systematically re-
moved. Annotation and validation are conducted
by postgraduates, who have a good understanding
of ambiguity in natural language, ensuring the high
quality and ethical standards of the dataset.
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A Details of dataset construction

A.1 Dataset format

Why we use NLI format? We aim to create a Chi-
nese disambiguation dataset. Enumerating all pos-
sible interpretations of a ambiguous sentence is
challenging. Therefore, we define ambiguity us-
ing the format of premise-hypothesis pairs in NLI
datasets. If there are multiple relationships between
a premise and a hypothesis (indicating ambiguity),
we provide one interpretation for each relationship.

This approach eliminates the need to list all possi-
ble interpretations of a ambiguous sentence. We
only need to fully analyze the potential multiple
relationships between the premise and the hypothe-
sis, and list a different interpretation of ambiguous
premise or hypothesis for each relationship.

A.2 Annotation details

Guidelines and examples. We provide annotation
guidelines and annotation examples for annotators,
as shown in Figure 1. We ask annotators to analyze
whether premise and (or) hypothesis are ambiguous
and assign labels. Then, annotators need to provide
disambiguation rewrites for examples judged to be
ambiguous, and try to ensure the lowest degree of
rewrites. To standardize ambiguity judgment and
enhance annotation quality, annotators also need to
provide ambiguity category.

Category Description

Vocabulary A word has multiple meanings, has multiple
sounds, or has multiple parts of speech.

Reference
The object represented by the pronoun or
noun in a sentence is ambiguous; The per-
son performing the action is ambiguous.

Grammar
The organizational ordering of sentence
components leads to ambiguity, such as sub-
ject, predicate, object.

Semantics Ambiguous connections in meaning be-
tween words, phrases or sentences.

Accent Stress on different words can lead to ambi-
guity.

Pause Pauses after different words create ambigu-
ity.

Incomplete

Incomplete sentences make it challenging
to precisely understand meanings. For ex-
ample, humans often make common-sense
and situational assumptions from a subjec-
tive perspective, leading to incomplete sen-
tences being interpreted in different ways.

Table 11: Ambiguity categories.
Ambiguity categories. In modern Chinese,

ambiguity is linguistically categorized into spoken
and written forms, with the latter further divided
into compositional and lexical ambiguities (Shi,
1988). Compositional ambiguity includes gram-
matical and semantic combination. Following this
classification and other approaches, we ultimately
identify seven types of ambiguity: spoken ambigui-
ties include accent ambiguity and pause ambiguity;
written ambiguities include vocabulary, grammar,
semantics, reference ambiguity; and incomplete
ambiguity. See Table 11 for details. The ambi-
guity in a sentence could be attributed to several
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different categories, and we randomly select one
for annotation.

Revised Examples. To enhance the quality
of the dataset and increase the number of ambigu-
ous examples, annotators are permitted to modify
premises and (or) hypotheses during the annotation
process based on their understanding, making them
ambiguous sentences or higher quality examples.
Table 12 illustrates several revised examples.

Before
P:这个问题没有答案。

(This problem has no answer.)
H:这个难题没有解决办法。

(This difficult problem has no solution.)
After
P:这个题目没有答案。

(This question has no answer.)
H:这个题目没有解决办法。

(This question has no solution.)

Before
P:他们俩都是爱玩游戏的人。

(Both of them love games.)
H:我想他们俩都是喜欢玩游戏的人。

(I think both of them love games.)
After
P:他们俩都是爱玩游戏的人。

(Both of them love games.)
H:他们俩都是爱玩电子游戏的人。

(Both of them love computer games.)

Table 12: Some revised examples when annotating.
Disambiguation Methods. When judging ex-

ample as ambiguous and assigning a set of labels,
we need to provide disambiguation rewrites of am-
biguous premise and (or) hypothesis for each la-
bel. We summarize five methods for disambiguat-
ing sentences, as shown in Table 13. Annotators
can choose an appropriate disambiguation method
based on their understanding of ambiguous sen-
tence.

B Details of evaluation

B.1 Generating Disambiguation Rewrites

This evaluation assesses the LLMs’ capability to di-
rectly generate reasonable disambiguation rewrites.
In the experiment, we use not only edit F1 as the
evaluation metric but also manually evaluated the
rationality of the disambiguation interpretations.
To ensure quality, each example is assigned to the
three annotators, the label with the most votes be-
comes the final label (Is disambiguation interpre-
tations reasonable, True or False?). We consider it
false if LLMs fail to recognize multiple relation-
ships. If LLMs recognizes multiple relationships,

we analyze whether the corresponding disambigua-

Method Example

add word

Before:
我说服妈妈和你一起去。
(I convinced mom, and go with
you.)
After:
我说服妈妈，要妈妈和你一起
去。
(I convinced mom, and ask her to
go with you.)

adjust
word order

Before:
这是一位知识渊博的王老师的
学生。
(This is a very knowledgeable Mr.
Wang’s student.)
After:
这是知识渊博的王老师的一位
学生。
(This is a student of Mr. Wang who
is very knowledgeable.)

set contextual
background

Before:
王师傅也太黑了。
(Master Wang is too dark.)
After:
王师傅也太黑了，刘师傅只
卖5元一斤。
(Master Wang is too dark, master
Liu sells only 5 yuan for a catty.)

change sentence
structure

Examples are omitted here because
the corresponding English cannot
convey ambiguity.

change word
Examples are omitted here because
the corresponding English cannot
convey ambiguity.

Table 13: Disambiguation methods.

tion rewrites are different and reasonable. Differ-
ent interpretations mean that they convey different
meanings. Reasonable interpretations means that
the unambiguous disambiguation interpretation is
indeed a possible interpretation of the ambiguous
premise or hypothesis.

B.2 Evaluation of Fine-tuned LLM
We perform specific fine-tuning on ChatGLM2 us-
ing the proposed CHAmbi dataset. We use LoRA
(Hu et al., 2021) to fine-tune and transform the
dataset into Input-Output format, where input and
output are similar to the prompt in Section 4.2, ex-
cept that the demonstration examples is deleted.
We use the learning rate of 5e-4, set the batch size
to 4 for training and 1 for validation, and train three
epochs. We set the maximum sequence length to
700, the dimension of the LoRA low-rank matrix
to 16, and the scaling factor of the LoRA low-rank
matrix to 32.
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Annotation guidelines

Background:
For a natural language inference dataset, the data samples consist of pairs of premises and
hypotheses, along with labels indicating the relationships between the premises and
hypotheses. Label is a single label and multiple categories. The relationship between the
given premise and hypothesis is typically categorized into the following three classes:
 Contradiction: Indicates a direct contradictory relationship between the premise and the

hypothesis, implying opposition, refutation, mutual exclusion, or mutual negation.
 Entailment: Indicates that the premise imply the truth of the hypothesis.
 Neutral: Indicates that there is no obvious entailment or contradiction between the

premise and the hypothesis, and they can exist independently.

Your task:
Due to the ambiguity in language, it is sometimes impossible to exactly give a single label for
the premise-hypothesis pair. Now, we aim to construct a Chinese multi-label disambiguation
natural language inference dataset. For each example:
1. Analyze whether there is ambiguity between the premise and hypothesis, and assign

label. If there is ambiguity, there will be multi-relationship between the premise and
hypothesis.

2. For the example judged to be ambiguous, perform disambiguation rewriting. When
rewriting, please ensure the lowest degree of rewriting.

3. Give the ambiguity category.

Analysis steps:
First of all, analyze whether the premise is ambiguous, analyze whether the hypothesis is
ambiguous. If you think there is no ambiguity, further combine the premise and hypothesis
and analyze whether the premise implies the hypothesis, this implication is uncertain. Or
whether the premise implies a negation of the hypothesis, but this negation is also uncertain.
This likely indicates ambiguity in the expression of the premise and/or hypothesis, making it
challenging to accurately comprehend their meanings. If the premise does not imply a
hypothesis, and deny the hypothesis, then there is only a neutral relationship.

Ambiguity categories:
See Table 3.

Please analyze the examples in this document before your annotation.
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Examples

P: 运动员的目标是获得金牌。

(An athlete's goal is to win gold medals.)
H: 运动员的目标是打败个人最好成绩。

(An athlete's goal is to beat a personal best.)
Analysis:

First, analyze the premise and hypothesis independently, we can not see ambiguity. Then
analyze the relationship between the premise and hypothesis, it seems that they are opposite
or neutral. Is an athlete's goal mentioned in the premise and hypothesis the only goal or a
goal? Therefore, it is judged that the premise and hypothesis are incomplete, leading to
ambiguity.
Labels: neutral, contradiction
Disambiguation1:

P: 运动员的主要目标是获得金牌。

(An athlete's main goal is to win gold medals.)
H: 运动员的主要目标是打败个人最好成绩。

(An athlete's main goal is to beat a personal best.)
Label: contradiction

Disambiguation2:
P: 运动员的一个目标是获得金牌。

(One of the goals of an athlete is to win gold medals.)
H: 运动员的一个目标是打败个人最好成绩。

(One of the goals of an athlete is to beat a personal best.)
Label: neutral

Category: incomplete

P: 准时赴约非常重要。

(It is very important to arrive on time for your appointments.)
H: 准时参加面试非常重要。

(It is very important to arrive on time for your interviews.)
Analysis:

First, analyze the premise and hypothesis independently, we can not see ambiguity. Then
analyze the relationship between the premise and hypothesis, it can be determined to be
neutral, because these are two objective and independent truths.
Labels: neutral

P: 我的妻子不会和我的女儿一起来参加活动。

(My wife won't come to the event with my daughter.)
H: 我的妻子不会来。

(My wife won't come.)
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Examples

Analysis:
First, analyze the premise and hypothesis independently, we can find the premise is

ambiguous. If we can not find it, further analyze the relationship between the premise and
hypothesis. We can not be sure whether the relationship is entailment or contradiction. Does
the wife not come with the daughter? Will the wife come or not? Will the daughter come or
not? The premise is ambiguous at the grammatical level.
Labels: neutral, entailment, contradiction
Disambiguation1:

P: 我妻子和女儿不会都来。

(My wife and daughter won't both come.)
H: 我的妻子不会来。

(My wife won't come.)
Label: neutral

Disambiguation2:
P: 我女儿要来，我妻子不会来。

(My daughter will come and wife won't come.)
H: 我的妻子不会来。

(My wife won't come.)
Label: entailment

Disambiguation3:
P: 我的妻子和女儿都来参加活动，但他们不会一起来。

(My wife and daughter will both come, but they won't come together.)
H: 我的妻子不会来。

(My wife won't come.)
Label: contradiction

Category: gramma

P: 新医院靠近州际公路，患者前往那里很方便。

(The new hospital is close to an state highway, making it easy for patients to get there.)
H: 去新医院很方便。

(It is very convenient to go to the new hospital.)
Analysis:
First, analyze the premise and hypothesis independently, we can find the premise is
ambiguous. Is 'there' referring to the 'new hospital' or the 'state highway'? Therefore, it is
judged that the unclear reference of the premise leads to ambiguity.
Labels: neutral, entailment
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Examples

Disambiguation1:
P: 新医院靠近州际公路，方便患者前往医院。

(The new hospital is located near an state highway, making it easy for patients to get
the new hospital.)

H: 去新医院很方便。

(It is very convenient to go to the new hospital.)
Label: entailment

Disambiguation2:
P: 新医院靠近州际公路，方便患者前往州际公路。

(The new hospital is located near an state highway, making it easy for patients to get
the state highway.)

H: 去新医院很方便。

(It is very convenient to go to the new hospital.)
Label: neutral

Category: reference

P: 这家餐厅是这个城市中最好的。

(This restaurant is the best in the city.)
H: 其他餐厅没有这家餐厅好。

(Other restaurants are not as good as this one.)
Analysis:
First, analyze the premise and hypothesis independently, we can not see ambiguity. Then
analyze the relationship between the premise and hypothesis. The hypothesis is not complete,
leading to multiple relationships.
Labels: neutral, entailment
Disambiguation1:

P: 这家餐厅是这个城市中最好的。

(This restaurant is the best in the city.)
H: 这个城市的其他餐厅没有这家餐厅好。

(Other restaurants in the city are not as good as this one.)
Label: entailment

Disambiguation2:
P: 这家餐厅是这个城市中最好的。

(This restaurant is the best in the city.)
H: 世界上其他餐厅没有这家餐厅好。

(No other restaurant in the world is as good as this one.)
Label: neutral

Category: incomplete

Figure 1: Guidelines and examples for annotation.
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