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Abstract

Existing script event prediction task forcasts
the subsequent event based on an event script
chain. However, the evolution of historical
events are more complicated in real world sce-
narios and the limited information provided
by the event script chain also make it diffi-
cult to accurately predict subsequent events.
This paper introduces a Causality Graph Event
Prediction(CGEP) task that forecasting con-
sequential event based on an Event Causal-
ity Graph (ECG). We propose a Semantic
Enhanced Distance-sensitive Graph Prompt
Learning (SeDGPL) Model for the CGEP
task. In SeDGPL, (1) we design a Distance-
sensitive Graph Linearization (DsGL) module
to reformulate the ECG into a graph prompt
template as the input of a PLM; (2) propose an
Event-Enriched Causality Encoding (EeCE)
module to integrate both event contextual se-
mantic and graph schema information; (3) pro-
pose a Semantic Contrast Event Prediction
(ScEP) module to enhance the event represen-
tation among numerous candidate events and
predict consequential event following prompt
learning paradigm. Experiment results val-
idate our argument our proposed SeDGPL
model outperforms the advanced competitors
for the CGEP task.1

1 Introduction

Event prediction aims to forecast the consequential
event that are most likely to happen next, based
on historical events and their relationships. It has
significant applications in many scenarios and in-
dustries, such as dialogue systems (Chen et al.,
2017), discourse understanding (Lee and Gold-
wasser, 2019), and story generation (Chaturvedi
et al., 2017). Existing script event prediction

†. These authors contributed equally to this work.
*. Corresponding author: Bang Wang
1. We released the code at: https://github.com/
zhanchuanhong/SeDGPL.

Figure 1: Illustration of the Causality Graph Event Pre-
diction task, forecasting consequential event based on
an Event Causality Graph.

task (Wang et al., 2023) predicts the subsequent
event given a sequence of events, named event
script chain. However, we argue that the evolu-
tion of historical events are more complicated than
a script event chain in real world scenarios. Be-
sides, the limited information provided by event
chains also make it difficult to accurately predict
subsequent events.

Motivated from such considerations, this pa-
per introduces a Causality Graph Event Predic-
tion(CGEP) task that forecasting consequential
event based on an Event Causality Graph (ECG).
As illustrated in Fig. 1, the CGEP task is to select
the most likely consequential event from candidate
set based on an input ECG and an selected anchor
event. Instead of using event script chain for sub-
sequent event prediction, we model the connection
between events by an ECG, which can better reveal
the evolution of historical events. Besides, an ECG
may have more than one consequential event that
are likely to happen next. As such, we predict a
consequential event for each tail node event (i.e.
the anchor event) in an ECG, to achieve a more
comprehensive understanding of events’ evolution.
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Traditional event prediction methods either en-
code the contextual semantic of events (Du et al.,
2022a) or model the information of graph struc-
ture (Shirai et al., 2023) for event forcasting. The
recently emerged prompt learning paradigm, based
on pre-trained language model (PLM), exhibits
outstanding ability in logical reasoning and has
been applied in many natural language processing
tasks (Xiang et al., 2022). However, most PLMs
take text sequences as input and struggle to pro-
cess graph-structured inputs. In this paper, we use
graph prompt learning paradigm to linearize the
input ECG, so as to utilize the encyclopedia-like
knowledge embedded in a PLM for prediction.

Besides, some studies obtain common sense
knowledge from external knowledge bases to aug-
ment event prediction (Li et al., 2018). This again
validates our argument that the event chain in-
put contains insufficiency information of histori-
cal event. By contrast our ECG input itself has
included abundant historical events and causalities
information. To this end, we enrich the event rep-
resentation by integrating event contextual seman-
tic and graph schema information from the input
ECGs. Furthermore, we select the consequential
event from a significantly larger candidate set than
that of event script prediction task. And a semantic
contrastive learning is used to enhance the event
representation among numerous candidate events.

In this paper, we introduce a CGEP task to fore-
cast consequential event based on an ECG, and
propose a Semantic Enhanced Distance-sensitive
Graph Prompt Learning (SeDGPL) Model for the
CGEP task. The SeDGPL model contains three
modules: (1) The Distance-sensitive Graph Lin-
earization (DsGL) module reformualtes the ECG
into a graph prompt template as the input of a
PLM; (2) The Event-Enriched Causality Encoding
(EeCE) module enriches the event representation
by integrating both event contextual semantic and
graph schema information; (3) The Semantic Con-
trast Event Prediction (ScEP) module enhances the
event representation among numerous candidate
events and predicts consequential event following
prompt learning paradigm.

We construct two CGEP datasets based on exist-
ing event causality corpus MAVEN-ERE and Event
StoryLine Corpus (ESC). Experiment results vali-
date our argument that predicting events based on
ECG is more reasonable than that based on event
script chain, and our proposed SeDGPL model
outperforms the advanced competitors for the task.

2 Related Work

2.1 Script Event Prediction

Script Event Prediction focuses on predicting fu-
ture events based on a narrative event chain with
shared entities. Previous studies (Zhou et al., 2022;
Wang et al., 2021; Huang et al., 2021) employ
word2vec to encode the events, and predict sub-
sequent events based on the similarity between can-
didate events and script events. With respect to
temporal ordering, Pichotta and Mooney (2016);
Wang et al. (2017) employ Long Short-Term Mem-
ory (LSTM) to model the temporal dependencies
between events. Contemporary event modeling
methods utilize the Pre-trained Language Models,
e.g. BERT (Devlin et al., 2018) and RoBERTa (Liu
et al., 2019). However, these models lack discourse-
awareness as they are trained using Masked Lan-
guage Modeling, which does not effectively capture
the causal and temporal relations between multi-
hop events. To address this problem, some re-
search (Li et al., 2018; Zheng et al., 2020) also
explore specific event graphs as external knowledge
base to assist event prediction. For example, Wang
et al. (2022b) proposes a novel Retrieval-Enhanced
Temporal Event forecasting framework, which dy-
namically retrieves high-quality sub-graphs based
on the corresponding entities.

2.2 Event Graph Reasoning

Event Graph Reasoning aims to leverage the struc-
ture and connections within the graph to identify
new patterns (Roy et al., 2024) that do not explic-
itly exist in the event graph. Depending on the
goal of reasoning, the task can be further catego-
rized into relational reasoning (Huang et al., 2024)
and event prediction (Li et al., 2021). For rela-
tion reasoning, Tang et al. (2023) adopts different
event attributes to learn the semantic representa-
tions of events, and reasons event relation based
on their similarities. Tang et al. (2021) combines
LSTM and attention mechanisms to dynamically
generate event sequence representations, thereby
predicting event relationships. For event predic-
tion, prior studies (Du et al., 2021, 2022b) perform
subgraph matching between instance graph and
schema graph to identify subsequent events. How-
ever, such methods predict event types rather than
the events themselves. Moreover, Li et al. (2023b);
Islam et al. (2024) predict potential events for the
next timestamp by dividing the event graph into a
series of subgraphs based on event timestamps.
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Figure 2: Data Processing Flowchart: The data processing involves transforming an original ECG into multiple
data instances, with each instance specifically predicting a single consequential event.

3 Causality Graph Event Prediction

3.1 Task Definition

We define the Causality Graph Event Prediction
(CGEP) task as predicting the most likely conse-
quential events that will occur next in an event
causality graph (ECG). As illustrated in Figure 1,
the ECG is a directed graph consisting of some
past events as nodes and the causal relations be-
tween them as directed edges, denoted by G(E ,R).
Where an event node ei ∈ E contains the event
mention word(s) Emi and the raw sentence Si it
belongs to; A causality edge rij ∈ R is a directed
causal relation from the event node ei to the event
node ej , indicating that ei causes ej (i.e. ei → ej).
Each tail node in an ECG, which has no edge start-
ing from to any other event node, is used as the
anchor event et ∈ E for next event prediction. The
objective of CGEP task is to select the most likely
consequential events ec from the candidate event
set Ec for an anchor event node et in an ECG.

3.2 Datasets Construction

We construct two CGEP datasets based on
the public event causality dataset MAVEN-
ERE (Wang et al., 2022c) and EventStoryLine Cor-
pus (ESC) (Caselli and Vossen, 2017), annotating
event mentions and directed causal relations be-
tween events within documents. Figure 2 illustrates
the process of CGEP dataset construction.

We first construct ECGs based on the annota-
tions in each document from ESC and MAVEN-
ERE datasets, using the annotated events as nodes
and the annotated directed causal relation between
events as edges. Note that multiple disconnected
ECGs may be constructed from a single document,

and only weakly connected graphs2 with more than
4 event nodes are retained to ensure a complete
event causality graph structure for event prediction.
We then mask one of the tail event node in an ECG
as a CGEP instance, where the masked event is
the consequential event ec to be predicted and its
cause event is the anchor event et. In case that
the masked event is caused by multiple events or
an anchor event causes multiple effect events, it is
further divided into multiple CGEP instances to en-
sure that each instance has an unique anchor event
and ground truth consequential event.

For each CGEP instance, we randomly select
a large number of tail node events from all other
ECGs in the dataset as negative samples to con-
struct a candidate set of consequential events Ec.
The ground truth event ec is the one that has
been masked aforementioned. Considering that the
ground truth event mention may also appears in the
sentence of other event nodes, that is the sentence
it belongs to contains multiple event mentions, we
replace them by a PLM-specific token [PAD] to
prevent answer leakage. Finally, we construct two
CGEP dataset CGEP-MAVEN and CGEP-ESC3

for the CGEP task, in which each instance contains
an event causality graph G(E ,R), an anchor event
et, a candidate event set Ec, and a ground truth
consequential event ec.

Considering the varying instance sizes of the
CGEP-MAVEN and CGEP-ESC datasets, the num-
ber of candidate sets for consequential events is
randomly selected to be 512 and 256 , respectively.
Table 1 summarizes the statistics of our constructed

2. A graph is considered weakly connected if every pair of
vertices in the graph is connected by a path, regardless of
the direction of the edges.

3. Datasets will be released publicly after the anonymous
review.
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Datasets Docs ECGs Avg.Nodes Avg.Edges Instances CandiSet

CGEP-MAVEN 3,015 5,308 8.4 12.9 12,200 512
CGEP-ESC 243 363 11 24.9 1,191 256

Table 1: Statistics of our CGEP-MAVEN and CGEP-ESC datasets.

CGEP-MAVEN and CGEP-ESC datasets.

4 Methodology

We propose a Semantic Enhanced Distance-
sensitive Graph Prompt Learning Model
(SeDGPL) for causality graph event prediction.
As illustrated in Figure 3, the SeDGPL contains
three modules: (1) Distance-sensitive Graph Lin-
earization (DsGL); (2) Event-Enriched Causality
Encoding (EeCE); (3) Semantic Contrast Event
Prediction (ScEP).

4.1 Distance-sensitive Graph Linearization
The DsGL module is to reformulate the Event
Causality Graph (ECG) of an input CGEP instance
into a graph prompt template T (G), as the input
of a Pre-trained Language Model (PLM). As illus-
trated in Figure 3 (a), the graph prompt template
T (G) is a concatenation of some event causality
triple templates Tn and a simple prompt template
Tm, represented as follows:

T (G) = [C], T1, [S], ... Tn, [S], Tm, [S], (1)

where [C] and [S] are the PLM-specific tokens
[CLS] and [SEP], respectively, indicating the be-
ginning and ending of an input sequence. Addition-
ally, [S] is also used to mark the boundary between
each triple templates and the prompt template.

Given an ECG G with n directed causality edges,
we can first obtain n event causality triples T (n)

r =
(ei, rij , ej), each containing a cause event ei, an
effect event ej and a directed causal relation rij
from ei to ej . The template Tn for each event
causality triple is formulated by concatenating of
both the cause and the effect event mentions with
an inserted conjunction word causes:

Tn = Emi causes Emj , (2)

where Emi and Emj are the event mentions of
cause event ei and effect event ej , respectively.

We argue that the closer an event causality triple
T
(n)
r is to the anchor event et, the stronger its con-

nection to the anchor event, and it can provide

more critical information for consequential event
prediction. To this end, we order the event causal-
ity triples based on their distance to the anchor
event. The distance of an event causality triple
T
(n)
r = (ei, rij , ej) to the anchor event et is com-

puted by the number of edges on the shortest undi-
rected path from its cause event ei to the anchor
event et, as follows:

dn(ei, et) = min p∈P (ei,et) |p|, (3)

where P (ei, et) is the set of all undirected paths
from the cause event ei to the anchor event et, and
|p| is the number of edges on the path p.

We arrange the event causality triple templates
Tn in decreasing order of their distance to the an-
chor event et. As in Equation 1, the distances are
ordered such that d1 ≥ d2 ≥ ... ≥ dn, indicating
that Tn is closest to the anchor event and T1 is the
farthest one. At the end of graph prompt template
T (G), we design and concatenate a simple prompt
template Tm for event prediction:

Tm = Emt causes [MASK], (4)

where Emt is the event mention of anchor event
et and the PLM-specific token [MASK] is used to
predict consequential event.

4.2 Event-Enriched Causality Encoding
To enrich the event representation for causality en-
coding, we propose an EeCE module that integrates
both event contextual semantic and graph schema
information into the ECG representation. After
graph linearization, we input each graph prompt
template T (G) into a Pre-trained Language Model
(PLM) for ECG encoding, denoted as PECG. As
illustrated in Figure 3 (b), the input representation
of PLM is constructed by summing the correspond-
ing token embedding h

(g)
t , the segment embedding

h
(g)
s , and the position embedding h

(g)
p :

h(g) = h
(g)
t + h(g)

s + h(g)
p . (5)

For contextual semantic encoding, we input the
raw sentence Si of each event into another PLM Pc
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Figure 3: The SeDGPL model consists of three modules: (1) Distance-sensitive Graph Linearization (DsGL); (2)
Event-Enriched Causality Encoding (EeCE); (3) Semantic Contrast Event Prediction (ScEP).

to obtain its contextual representation h(c), as illus-
trated in Figure 3 (b.1). For schema information
encoding, we first construct an event schema graph
by replacing each event node in an ECG with its
corresponding annotated event type, like (Zhuang
et al., 2023; Groz et al., 2021), and etc. After the
same graph linearization operation, we input each
schema graph template into another PLM Ps to ob-
tain the event’s schema representation h(s), as illus-
trated in Figure 3 (b.3). We note that only the token
embeddings of event’s contextual representation
h
(c)
t and schema representation h

(s)
t are used for

next enrichment fusion. The segment embedding
h
(g)
s and position embedding h

(g)
p of ECG encod-

ing, which contain graph structure information, are
directly used without fusion.

To fuse the features of event’s contextual se-
mantic and schema information into the ECG rep-
resentation, we use the fusion gate to integrate
their event’s representations h(c)

t and h
(s)
t into the

event’s representation of ECG h
(g)
t . Specifically,

we first use a fusion gate to integrate the contextual
representation h

(c)
t schema representation h

(s)
t , and

output h(r)
t ∈ Rdh as the event enrichment vector.

The transition functions are:

gr = sigmoid(Wrh
(c)
t +Urh

(s)
t ), (6)

h
(r)
t = gr � h

(c)
t + (1− gr)� h

(s)
t , (7)

where Wr ∈ Rdh×dh , Ur ∈ Rdh×dh are learn-
able parameters and � donates the element-wise

product of vectors.
We next use another fusion gate to integrate the

event enrichment vector h(r)
t ∈ Rdh into the token

embeddings of event’s representation in ECG h
(g)
t .

The transition functions are:

ge = sigmoid(Weh
(g)
t +Ueh

(r)
t ), (8)

h̃
(g)
t = ge � h

(g)
t + (1− ge)� h

(r)
t , (9)

where We ∈ Rdh×dh , Ue ∈ Rdh×dh are learnable
parameters. With the fusion gate, we enrich the
event’s representation in ECGs by integrating both
event’s contextual semantic and schema informa-
tion features. Note that only the representations of
event mention in ECGs are fused, the other tokens
in graph prompt template T (G), such as causes,
[CLS], [SEP], [MASK], and etc., are originally
encoded by the ECG encoding PLM PECG.

Finally, the PLM PECG outputs a hidden state
vector z for each input token in the graph prompt
template T (G), using the fused event’s token em-
beddings as input representations.

4.3 Semantic Contrast Event Prediction
Following the prompt learning paradigm (Xiang
et al., 2023; Li et al., 2023a), we use the hidden
state vector of [MASK] token zm for consequen-
tial event prediction. To enhance the PLM’s ability
of understanding event semantic among numerous
candidate events, we apply a kind of semantic con-
trastive learning to improve the [MASK] token pre-
sentation zm.
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CGEP-MAVEN CGEP-ESC
Model

MRR Hit@1 Hit@3 Hit@10 Hit@20 Hit@50 MRR Hit@1 Hit@3 Hit@10 Hit@20 Hit@50

CSProm-KG 22.3 18.1 23.2 31.0 38.4 50.7 14.2 11.9 11.3 21.0 25.6 34.6

SimKG 9.3 4.5 9.2 18.0 25.3 35.0 14.9 10.3 13.5 18.4 22.3 34.0

BARTbase 24.7 19.5 24.5 34.8 42.6 53.6 16.0 12.5 16.8 21.1 28.6 38.9

MCPredictor 18.1 13.0 18.4 27.3 32.0 43.2 9.7 8.4 10.9 17.4 22.2 37.5

Llama3-7B 9.6 5.0 11.1 20.2 24.5 26.6 6.7 1.1 8.9 20.2 26.3 29.2

GPT-3.5-turbo 14.6 8.1 17.1 28.1 33.3 39.5 10.1 4.9 11.4 20.5 25.2 31.5

SeDGPL 27.9 21.9 28.9 40.8 48.1 57.9 19.6 15.2 18.1 22.3 29.9 41.9

Table 2: Overall results of Causality Graph Event Prediction on the CGEP-MAVEN and CGEP-ESC datasets.

CGEP-MAVEN
Model

MRR Hit@1 Hit@3 Hit@10 Hit@50
CSProm-KG 7.1 (↓15.2) 4.8 (↓13.3) 6.4(↓16.8) 10.6(↓20.4) 22.4(↓28.3)

SimKG 5.0(↓4.3) 2.2(↓2.3) 4.3(↓4.9) 8.5(↓9.5) 25.7(↓9.3)
BARTbase 11.8(↓12.9) 8.2(↓11.3) 11.2(↓13.3) 16.6(↓18.2) 34.2(↓19.4)

MCPredictor 7.3(↓10.8) 3.6(↓9.4) 7.3(↓14.5) 14.8(↓19.7) 29.4(↓13.8)

SeDGPL 16.0(↓11.9) 12.4(↓9.5) 15.4(↓13.5) 23.0(↓17.8) 39.4(↓18.5)

Table 3: Overall results of Script Event Prediction on
CGEP-MAVEN dataset.

Semantic Contrastive Learning: As illus-
trated in Figure 3 (c.1), we first obtain a represen-
tation vector zc for each candidate event ec using
the fine-tuned PLM PECG. Then, the hidden state
of [MASK] token zm is used as the anchor sam-
ple, and the candidate event representations zc are
used as contrastive samples, where the ground truth
event is the positive sample z+c and the other can-
didate events are negative samples z−c . We employ
the Supervised contrastive loss (Khosla et al., 2020)
to compute the semantic contrast loss, as follows:

Lc = − log
exp(zm · z+c /τ)∑

c∈C
exp(zm · zc/τ)

, (10)

where τ is a scalar temperature parameter and C
is the candidate set containing the positive sample
and negative samples.

Consequential Event Prediction: As illus-
trated in Figure 3 (c.2), the PLM PECG estimates
the probability of each word within its vocabulary
V for the hidden state of [MASK] token zm. We
use the predicted probability of the event mention
word ec in the event candidate set Ec as the ranking
score, to form an event prediction list:

P([MASK] = ec ∈ Ec | T (G)). (11)

We employ the cross entropy loss to compute the

event prediction loss, as follows:

Lp = −
1

K

K∑

k=1

y(k) log(ŷ(k)) + λ‖θ‖2, (12)

where y(k) and ŷ(k) are the gold label and predicted
label of the k-th training instance respectively. λ
and θ are the regularization hyper-parameters. We
use the AdamW optimizer (Loshchilov and Hutter,
2017) with L2 regularization for model training.

Training Strategy: The cost function of our
SeDGPL is optimized as follows:

L = Lp + β ∗ Lc, (13)

where β is a weight coefficient to balance the im-
portance of the event prediction loss and semantic
contrast loss.

5 Experiment

5.1 Experiment Settings
Our experiments are conducted using the con-
structed CGEP-MAVEN and CGEP-ESC datasets.
Following the standard data splitting of the underly-
ing ESC (Caselli and Vossen, 2017) corpus, we use
the last two topics as development set and conduct
5-fold cross-validation on the remaining 20 topics.
The average results of each fold are adopted as per-
formance metrics. Since the underlying MAVEN-
ERE corpus did not release the test set, following
(Tao et al., 2023), we use the original development
set as our test set and sample 20% of the data from
the original training set to form the development
set.

We adopt the MRR (Mean Reciprocal Rank) and
Hit@n (Hit Rate at n) as the evaluation metrics.
Details about experimental settings and evaluation
metrics can be found in Appendix B.
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5.2 Competitors

We replicate some advanced event prediction mod-
els to conduct causality graph event prediction
as benchmarks, including methods in knowledge
graph completion tasks (CSProm-KG (Chen et al.,
2023), SimKG (Wang et al., 2022a)) and script
event prediction (BARTbase (Zhu et al., 2023),
MCPredictor (Bai et al., 2021)). Furthermore, we
validate the effectiveness of large language models
on the CGEP task, including Llama3-7B (Touvron
et al., 2023) and GPT-3.5-turbo (Gao et al., 2023).
For more details about its specific implementation,
please refer to the Appendix A and Appendix C.

5.3 Overall Results

Table 2 compares the overall performance between
our SeDGPL and the competitors on both CGEP-
MAVEN and CGEP-ESC datasets.

We can observe that our SeDGPL has achieved
significant performance improvements overall com-
petitors in terms of much higher MRR and Hit@n.
We attribute its outstanding performance to two
main factors: 1) The transformation of the event
causality graph into an ordered triple sequence
for graph prompt learning, which enables our
SeDGPL to effectively leverage both the struc-
ture information of event causality graph and the
encyclopedic knowledge in a PLM for event pre-
diction; 2) The enrichment of event representation
through contextual semantic and schema informa-
tion fusion encoding. Besides, We can also observe
that the BARTbase outperforms the other com-
petitors in Table 2. This might be attributed to
the fine-tuning of a pre-trained language model
in advance using an event-centric pre-training ob-
jective, which injects event-level knowledge into
the PLM before making predictions. 3) The per-
formance of the Llama3-7B and GPT-3.5-turbo
surpasses some models trained on the entire dataset,
e.g. the SimKG model , indicating that large lan-
guage models have great potential in understanding
event relationships and reasoning event patterns.

To validate our argument that predicting conse-
quential events based on event causality graph is
more effective than predicting based on the event
script chain, we also employ our SeDGPL and
the competitors to conduct script event prediction
for comparison, using the longest event chain in
each event causality graph from CGEP-MAVEN
dataset.4 Table 3 presents the performance of script

4. Considering the instance number of event chains in CGEP-

Figure 4: Results on CGEP-MAVEN with different
loss ratio β.

event prediction between our SeDGPL and the
competitors, as well as the performance variation
compared with causality graph event prediction.
We can observe that the performance of event pre-
diction suffers significantly due to the transforma-
tion of the causality graph input into the even chain
input. This is not unexpected. The event causality
graph has a more complex structure than the script
event chain, as it includes additional event nodes
and causal connections, that can provide compre-
hensive prior knowledge for event prediction. Be-
sides, it can be observed that our SeDGPL also
outperforms all competitors in script event predic-
tion, again approving our design object.

5.4 Ablation Study

Module Ablation To examine the effectiveness
of different modules, we design the following ab-
lation study: (1) SeDGPL w/o Dist. randomly
orders the event causality triples without consid-
ering distance sensitivity; (2) SeDGPL w/o Ctxt.
enriches event representation with only schema in-
formation, but without its contextual semantic; (3)
SeDGPL w/o Schm. enriches event representa-
tion with only contextual semantic, but without
its schema information; (4) SeDGPL w/o Ctrst.
predicts consequential events without semantic con-
trastive learning. Table 4 presents the results of our
module ablation study.

The first observation is that neither the SeDGPL
w/o Ctxt. and the SeDGPL w/o Schm. can out-
perform the Full SeDGPL model. This indicates
that our fusion of both event contextual semantic
and graph schema information is an effective ap-

ESC dataset, we only conduct script event prediction based
on the CGEP-MAVEN dataset.
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CGEP-MAVEN CGEP-ESC
Model

MRR Hit@1 Hit@3 Hit@10 Hit@20 Hit@50 MRR Hit@1 Hit@3 Hit@10 Hit@20 Hit@50

SeDGPL w/o Dist. 26.4 20.4 26.2 39.2 47.0 57.2 13.9 7.8 15.6 18.8 23.9 37.8

SeDGPL w/o Ctxt. 5.3 4.0 4.2 9.6 13.9 23.6 12.2 8.8 11.0 17.9 21.7 33.8

SeDGPL w/o Schm. 22.0 17.0 21.9 31.5 40.9 54.3 15.6 11.5 12.4 20.4 24.3 37.4

SeDGPL w/o Ctrst. 21.2 15.8 21.0 32.0 41.4 53.8 13.2 8.5 14.5 20.0 25.2 38.0

Full SeDGPL 27.9 21.9 28.9 40.8 48.1 57.9 19.6 15.2 18.1 22.3 29.9 41.9

Table 4: Experiment results of ablation study on both CGEP-MAVEN corpus and CGEP-ESC corpus.

Figure 5: A case of SeDGPL on causality graph event prediction and causality script event prediction tasks.

proach to enrich event’s representation learning for
consequential event prediction. On the other hand,
the SeDGPL w/o Ctxt. performs the worst among
all ablation models. As it merely uses event men-
tion words for representation learning, ignoring the
event contextual semantic and existing linguistic
ambiguities. The second observation is that the
SeDGPL w/o Dist. cannot outperform the Full
SeDGPL model, even the performance gap is not
obvious. This suggests that it is essential to order
event causality triples based on distance sensitiv-
ity, as different triples in an event causality graph
may have different importance for prediction con-
sequential events. We can also observe that the
SeDGPL w/o Ctrst. cannot outperform the Full
SeDGPL model, validating the effectiveness of
contrastively learning the [MASK] token presenta-
tion zm among numerous candidate events.

Hyper-parameter Ablation To further examine
the impact of semantic contrastive learning mod-
ule, we compare the performance of our SeDGPL
against using different contrastive loss weight coef-
ficient β on the CGEP-MAVEN dataset, as plotted
in Figure 4. It can be observe that our SeDGPL
achieves the best overall performance when the con-
trastive loss weight coefficient is set to 0.5. Yet it
suffers from either a large or small value of the loss

weight coefficient. Indeed, a small weight coeffi-
cient weakens the impact of semantic contrastive
learning; By contrast, a large weight coefficient ig-
nores the event prediction loss in back-propagation.

6 Case study

Figure 5 illustrates an example of SeDGPL applied
to the causality graph event prediction (CGEP) task
and the causality script event prediction (CSEP)
task. For the CGEP task, SeDGPL linearizes the
entire event graph into an event chain, compre-
hensively considering all the causality triples in
the event graph. In contrast, for the CSEP task,
SeDGPL extracts only a subset of the causality
triples from the event graph to form the main event
chain, disregarding the other nodes in the event
graph, which undermines the structural information
of the event graph. From Figure 5, we observe that
incorporating information beyond the main event
chain can effectively aid the model in predicting
subsequent events more accurately. For instance, in
the CGEP task, given the causality triples (Drove,
causes, Heist) and (Heist, causes, Escaping) as
prior knowledge, our model can readily infer that
the subsequent event following "Escaping" is "ar-
rest". In contrast, for the CSEP task, the model
only relies on the main event chain to judge the
relationship between events. Therefore, the model
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can not effectively capture the causal relationships
between events at different levels and the complex
structure information in the event causality graph,
leading to a decline in performance.

7 Concluding Remarks

In this paper, we argue that predicting consequen-
tial events based on the event causality graph is
more effective than predicting based on the event
script chain. To validate our argument, we propose
the SeDGPL Model, a distance-sensitive graph
prompt model that integrate both event contextual
semantic and graph schema information, and con-
duct abundant experiments on both CGEP and SEP
task. Experiment results validate our argument,
and our proposed SeDGPL model outperforms the
advanced competitors for the CGEP task.

In our future work, we shall attempt to integrate
other types of event relationships, e.g. temporal
relations, to assist in event prediction.

8 Limitation

Due to the input length limitations of PLMs, we
may have to discard some triplets during the lin-
earization process, which could result in the loss of
information beneficial for prediction.
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A Competitors

CSProm-KG We first linearize instance graphs
and input them into the PLM, rather than modeling
based on triplets as in the original model. And then
we generate the conditional soft prompts based on
the node embedding Eh and relation embedding
Er, obtained by the embedding layer of RoBERTa.
Then the conditional soft prompts will be concate-
nated with the text embedding and input into the
PLM. Notice due to the specificity of the task, we
cannot employ the KGC model ConvE for predic-
tion. Consequently, we input the anchor node em-
bedding into an MLP classification layer to obtain
the final prediction.

SimKG Similar to our proposed model, we ini-
tially transform the event instance graph to a lin-
earized input sequence. To fully consider the im-
pact of the candidate event set on the model, we
also incorporate the candidate event set into con-
trastive learning, referring to them as candidate
event negatives. Since the consequence node to be
predicted must be the 1-hop neighbors of the an-
chor node, we set the Re-Ranking factors α to 0. Fi-
nally, we combine four types of contrastive losses,
referred to as Candi-event Negatives, In-batch Neg-
atives, Pre-batch Negatives, and Self-Negativest,
and utilize back-propagation to update the model
parameters.

BARTbase We first populate the event instance
graph according to the template described in the ar-
ticle, and then randomly mask out some events for
Event-Centric Pretraining. Notice only the training
set is used for Pretraining. In the Task-Specific
Contrastive Fine-tuning phase, we first replace all
events with virtual tokens, whose initial represen-
tation is obtained by averaging the embedding of
all tokens of the event. Finally, we input the mask
embedding into an MLP classification layer to ob-
tain the prediction probabilities for each candidate
event.

MCPredictor We first encode the event men-
tions and event texts, using the [CLS] vector as
the text representation. Then, we concatenate the
two embeddings to obtain the initial representation
ei of the event. Node that since the large number
of candidate events, the computational complexity
significantly increases when concatenating candi-
date events to the template to obtain event scores.
So instead of employing Event-Level Scoring and
Script-Level Scoring, We employ an MLP classifier

on the template embeddings to obtain scores for
each candidate event.

All baseline experiments are conducted on Py-
Torch framework with CUDA on NVIDIA GTX
3090 Ti GPUs. We employ the RoBERTa-base(Liu
et al., 2019) for the base model, and set the length
of sequence to 200, the mini-batch to 1, the training
epoch to 15 on CGEP-ESC, while CGEP-MAVEN
is 10.

B Details about Experimental Settings

Our method is implemented based on the pre-
trained RoBERTa-base model (Liu et al., 2019)
with 768-dimension provided by HuggingFace
transformers 5, and run PyTorch framework with
CUDA on NVIDIA GTX 3090 GPU. We set the
learning rate ltr for the PLM to 5e− 6, the weight
coefficient β to 0.5, and the temperature τ to 1.

We use the average MRR (Mean Reciprocal
Rank) and Hit@n (Hit Rate at n) overall impres-
sions as the evaluation metrics, which are widely
used in prediction and retrieval tasks (Chepurova
et al., 2023). For the HIT@n metric, given an input
sample (G,nc), if the model’s top n predictions
include nc, then the model’s prediction is deemed
correct. Then the HIT@n calculation formula is as
follows:

HIT@n =
1

N

N∑

i=0

I(Ranki ≤ n)

where N means the total number of the data. For
the MRR metric, denote the predicted ranking of nc
of the i-th sample among the candidate events as
Ranki, then the calculation formula for the metric
is as follows:

MRR =
1

N

N∑

i=0

1

Ranki

In this task, we employ MRR, HIT@1, HIT@3,
HIT@10, and HIT@50 to measure the excellence
of a model.

C GPT-3.5-Turbo Prompt Detail

We evaluate GPT-3.5-turbo performance on the
CGEP task under zero-shot settings. Figure 6 illus-
trate a demonstration of GPT-3.5-turbo reasoning
process. We first provide a formal definition of the
causal event graph, then sequentially concatenate

5. https://github.com/huggingface/transformers
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The Length of Event Chain
MAVEN-ERE Docs

3 4 5 6 7 8 9 10 11 12 13
Sum

Train 1552 2660 739 233 91 41 16 8 5 2 1 1 3797
Valid 258 454 119 43 19 7 2 2 1 1 1 2 651
Test 258 454 140 50 20 5 1 0 0 0 0 0 670

Sum 2068 3568 998 326 130 53 19 10 6 3 2 3 5118

Table 5: Specific statistics of different division sets of the CGEP-MAVEN dataset for the script event prediction.

Figure 6: A demonstration of GPT-3.5-turbo reasoning
CGEP task.

the text of each event in the event graph according
to their indices to obtain the textual input. Simulta-
neously, we include the candidate events as input
and linearize the event graph based on the weights
of triplet. Finally, the model is queried with: "What
are the subsequent events of Anchor Event?" and
then asked to select the top 50 most likely events
from the candidate set.

Note that when calculating the metrics, we re-
move events from the generated list that are not
in the candidate set before computing the Hit@n
metric. Additionally, when calculating MRR, if
the golden event is not in the generated list, we
uniformly assign it a rank of 256/512. Therefore,

when generating the list, we typically allow it to
generate more than 50 events, e.g. 60.

D The Datasets Process of SEP task

In this section, we will provide a detailed descrip-
tion of the data preprocessing for the script event
prediction task. For each CGEP-MAVEN instance,
which contains an event causality graph, an an-
chor event, a candidate event set, and aground truth
consequential event, we extract the longest event
causality chains from the graph that terminate at
the respective consequential nodes, and the other
property, such as the candidate event set, the anchor
event, will be maintained from the instance.

Note that for each data instance, the maximum
number of event chains extracted is limited to 1.
Additionally, we remove any event chains contain-
ing fewer than 2 nodes. Ultimately, we divide the
documents into training, validation, and test sets,
with a split ratio of 75%, 12.5%, and 12.5%, re-
spectively. Table 5 summarizes the statics of final
processed dataset for the task.
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