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Abstract

Automating data generation with Large Lan-
guage Models (LLMs) has become increas-
ingly popular. In this work, we investi-
gate the feasibility and effectiveness of LLM-
based data generation in the challenging set-
ting of source-grounded information-seeking
dialogs, with response attribution, over long
documents. Our source texts consist of long
and noisy meeting transcripts, adding to the
task complexity. Since automating attribu-
tion remains difficult, we propose a semi-
automatic approach: dialog queries and re-
sponses are generated with LLMs, followed
by human verification and identification of at-
tribution spans. Using this approach, we cre-
ated MISeD – Meeting Information Seeking
Dialogs dataset – a dataset of information-
seeking dialogs focused on meeting transcripts.
Models finetuned with MISeD demonstrate su-
perior performance compared to off-the-shelf
models, even those of larger size. Finetuning
on MISeD gives comparable response genera-
tion quality to finetuning on fully manual data,
while improving attribution quality and reduc-
ing time and effort.

1 Introduction

Source-grounded information-seeking dialogs al-
low users to efficiently navigate within a given
knowledge source and extract information of in-
terest. In this conversational setting, a user inter-
acts with an agent over multiple rounds of queries
and responses regarding the source text (Reddy
et al., 2019, Gopalakrishnan et al., 2019, Feng et al.,
2020). To train effective agent models, quality dia-
log datasets are essential.

The prominent (manual) technique for creating
dialog datasets is the Wizard-of-Oz (WOZ) method
(Kelley, 1984, Budzianowski et al., 2018), in which

*These authors contributed equally.

Figure 1: Iterative dialog generation flow. In each
turn, a query prompt guides the LLM to generate a
user query given the transcript, the accumulated dia-
log history, and a query template. Then, a response
prompt, accompanied by the full context so far, gener-
ates the agent response. Iterating this automatic process
yields a full dialog, which is then validated by annota-
tors, who further augment it with response attributions.

two human annotators collaboratively produce di-
alogs: one annotator acts as the user, asking ques-
tions about a hidden text, while the other annotator
acts as the agent, using the source text to provide
answers. The fully manual WOZ methodology is
often time-consuming and can result in answers
that vary in quality across annotators.

Previous work has explored the application of
LLM-based dialog generation in domains like ev-
eryday conversations (Chen et al., 2023) or task-
oriented dialogs (Sun et al., 2021; Mehri et al.,
2022). In this work, we investigate potential au-
tomation of the WOZ process to create source-
grounded information-seeking dialogs. While
LLMs can generate dialog content, attribution

1908

mailto:mlotem@google.com


generation currently requires human involvement
for reasonable quality. Therefore we propose a
semi-automatic approach: using prompts to guide
LLM generation of queries and responses, followed
by manual attribution and validation of response
correctness (Figure 1). By comparing our semi-
automatic approach to the traditional, fully-manual
WOZ method, we demonstrate that a model trained
on our data achieves comparable response genera-
tion quality while improving attribution and reduc-
ing costs.

We apply our methodology to create MISeD –
the first dataset for information-seeking dialogs
over meeting transcripts, supporting the use-case
of users catching up on meetings they have missed.
Meeting transcripts present additional challenges
as they often contain disfluencies, interruptions,
and off-topic comments—challenges that are also
representative of a broad range of real-world con-
versational settings. Existing datasets in the meet-
ing domain provide summarization and question-
answering data (e.g., Zhong et al. 2021, Prasad et al.
2023), but none supports multi-turn dialogs over
meeting content. The dialog setup introduces addi-
tional complexity, as each query and response must
consider the shared dialog state (e.g., previously
shared information) in addition to the transcript, to
maintain a coherent dialog flow.

We further present an evaluation framework and
few baseline models, whose evaluation demon-
strates the benefit of training with our MISeD data.

In summary, our main contributions are: (1) we
explore the feasibility of using LLMs for data gen-
eration in source-grounded information-seeking di-
alogs, demonstrating improved overall quality and
efficiency compared to a fully manual approach;
(2) we release the MISeD dataset1 – the first di-
alog dataset over meeting transcripts, consisting
of verified source-grounded dialogs with transcript
attribution, as well as a corresponding smaller fully
manual (WOZ) dataset; (3) we introduce baseline
models, an evaluation procedure, and baseline re-
sults for meeting-grounded dialog tasks, through
which we assess our proposed approach and the
MISeD dataset.

2 Related Work

This section provides background on the two re-
search areas which our work bridges: source-

1We make our datasets publicly available at
https://github.com/google-research-datasets/MISeD.

grounded information-seeking dialogs (§2.1) and
summarization and question answering (Q&A)
over meeting transcripts (§2.2).

2.1 Source-grounded Information-seeking
Dialogs

Source-grounded information-seeking dialogs are
multi-turn conversational interactions, where users
seek information from a given source text. For each
user query, the agent model provides a response,
with supporting references (attributions).

Existing datasets for this task address different
types of knowledge sources. Some retrieve answers
from large textual corpora (Dinan et al., 2019, Cam-
pos et al., 2020, Anantha et al., 2021, Adlakha et al.,
2022), others rely on short text passages (Choi
et al., 2018, Saeidi et al., 2018, Reddy et al., 2019,
Nakamura et al., 2022), long informative conversa-
tions (Wu et al., 2022a), or news articles (Li et al.,
2023). Our work creates a dialog dataset over the
source of long meeting transcripts.

The prominent approach to creating information-
seeking dialog datasets is Wizard-of-Oz (WOZ)
(Kelley, 1984). In this setup, two annotators role-
play as a user and an agent: the user annotator asks
questions about the given hidden source, while the
agent annotator, who can access the source, pro-
vides corresponding answers.

Building on recent work to automate dialog data
generation with LLMs (Lin et al., 2022; Wu et al.,
2022b; Bao et al., 2023; Zheng et al., 2022; Sun
et al., 2021; Mehri et al., 2022; Chen et al., 2023;
Li et al., 2022; Chen et al., 2022), we focus on
source-grounded information-seeking dialog cre-
ation through a combination of LLM-based genera-
tion and human verification and attribution.

2.2 Summarization and Q&A over Meeting
Transcripts

Meeting transcripts pose unique challenges due to
their unstructured and lengthy nature, and poten-
tial speech recognition errors. Existing datasets
for inquiring meeting content are limited to single-
turn settings, focusing on summarization and Q&A.
Examples include AMI (Carletta et al., 2005) and
ICSI (Janin et al., 2003) for meeting summariza-
tion, ELITR (Nedoluzhko et al., 2022) and Meet-
ingBank (Hu et al., 2023) for meeting minuting,
MUG (Zhang et al., 2023) with summaries and ad-
ditional annotations, and ExplainMeetSum (Kim
et al., 2023) that also incorporates attributions.
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MeeQA (Apel et al., 2023) and MeetingQA
(Prasad et al., 2023) are additional Q&A datasets
based on questions asked by the participants dur-
ing the meeting itself. Differently from this body
of work, we focus on a free dialog setup, where
queries are not limited, and can build upon each
other (e.g., follow-up questions). To our knowl-
edge, there is no existing dataset for information-
seeking dialogs over meeting transcripts.

Our work leverages QMSum (Zhong et al.,
2021), a widely used dataset for single-turn query-
based summarization over meeting transcripts,
where summaries are also supported by attribution
text spans. QMSum’s creation involved annotators
generating queries based on a predefined schema,
including both general queries addressing the entire
meeting and specific queries targeting identified
topics and participants. In our work, we modify the
QMSum schema to suit LLM prompts (rather than
human annotators) and extend it to generate multi-
turn dialogs rather than standalone question-answer
pairs. After analyzing user data collected in our
system prototype, we incorporated additional query
types that were not covered by QMSum, such as
unanswerable queries, yes/no queries, and follow-
up, context-dependent dialog queries. Section 7.5
compares our dataset with QMSum for model train-
ing, and Table 16 (Appendix) shows examples of
MISeD data compared to QMSum data.

3 Source-grounded Information-seeking
Dialogs: Task Definition

As described above, we focus on generating data to
train agent models for the task of source-grounded
information-seeking dialogs. The agent model task
(demonstrated in Figure 2) is defined as follows: at
each dialog turn the user issues a query about the
source text. The agent model receives the source
text, the preceding dialog history, and the current
query, and is tasked with generating a response
and providing the supporting attributions. Each
attribution is a consecutive span in the source text.

4 Dataset Creation Methodology

This section details our semi-automatic dataset
creation methodology, as applied to meeting tran-
scripts (Figure 1). We first automatically generate
dialogs using a pre-trained LLM (§4.1), simulating
the typical WOZ process. Then we employ human
annotators to generate response attributions, a task
that currently necessitates human expertise. As part

Figure 2: An illustration of the agent model task. The
agent receives the source text, dialog history, and the
current user query. It then generates a corresponding re-
sponse along with supporting attributions in the source
text. Each attribution is a sequence of consecutive tran-
script segments.

of the attribution process, annotators also verify the
accuracy and validity of the generated queries and
responses (§4.2).

4.1 Automatic Dialog Generation

We generate dialog turns iteratively, with each turn
consisting of a user query and an agent response.
These are generated via targeted LLM prompts, de-
signed for queries (§4.1.1) and responses (§4.1.2).

4.1.1 User query prompts
In each turn, a user query is generated by a "query
prompt" (Table 9 in Appendix A). This prompt
incorporates the transcript, the dialog history, and
a templated instruction randomly selected from a
pool of query instructions (Table 10 in Appendix
A), designed to include various query types.

Starting from the QMSum schema (§2.2), we cre-
ate a corresponding set of query templates adapted
for guiding LLMs. We include both General
queries for overall meeting themes, and Specific
queries which focus on particular topics or indi-
viduals. We also expand the schema and include
Yes-no questions, an Unanswerable variant, to gen-
erate queries that cannot be answered from the
transcript, and Context-dependent queries that rely
on the existing dialog for context.

While our set of templates does not cover all
possible query types in the meeting domain, we
suggest that it represents a sufficiently broad range
to yield a useful dataset, as assessed in our ex-
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periments (§7). Further, we propose that crafting
domain-specific query template schemas can be
similarly feasible and effective in other domains.

4.1.2 Agent response prompt
After generating the user query, we provide the
LLM with a prompt that includes the meeting tran-
script, dialog history, the current query, and an
instruction on how to generate the agent response
(Table 11). The instruction guides the LLM to
generate an answer that aligns with certain length
and format guidelines, and that is grounded in the
transcript. It further emphasizes ethical and unbi-
ased communication by instructing the model to
use neutral language and avoid direct quotes.

4.2 Dialog Annotation and Validation

Following automatic dialog generation, trained an-
notators assessed the generated queries and re-
sponses while identifying supporting attribution
spans within the source text. We first employed 3
professional annotators (details in Appendix B) and
conducted a pilot study, measuring Cohen’s Kappa
agreement between each pair of annotators, over
525 dialog turns. Agreement scores are presented
in Table 1.

The high level of agreement observed confirmed
the annotation task’s clarity and criteria consis-
tency, allowing us to proceed with a single annota-
tor annotating each dialog in the main phase.

4.2.1 Query assessment
Annotators verify query validity by answering the
question: "Is the question understandable and
makes sense?". If a query is marked as invalid,
it is removed from the dialog. We also remove all
subsequent dialog turns to avoid cascading errors.
Valid queries are then annotated with metadata, in-
cluding their type (‘general’, ‘specific’, or ‘yes/no’)
and whether they depend on prior turns (‘context-
dependent’ or not). Context-Dependent query tem-
plates specifically target context-dependent queries,
so we expect these turns to be context dependent,
but annotators still check for context-dependency
to confirm that the query does depend on previous
turns.

4.2.2 Response annotation: attribution,
validation, and editing

Due to the current limitations of LLM-based attri-
bution detection (which we also observed in §7.3.2
and is reported in the literature e.g. (Gao et al.,

2023)), we opted for fully manual attribution an-
notation. For each generated response, annota-
tors identify supporting text spans in the transcript
while also verifying that the response is factually
correct and editing the response as necessary to
ensure its accuracy (more details in Appendix B).
If a query cannot be answered from the transcript,
it is marked as ‘unanswerable’ and annotators en-
sure the response accurately conveys the lack of
information.

5 Datasets

This section describes the MISeD dataset (§5.1),
constructed using our semi-authomatic method
(§4). We also present a smaller independent
dataset created using the fully manual Wizard-of-
Oz methodology (§5.2), created to assess whether
MISeD data is comparable to human-generated
data. Finally, we present a manual assessment of
MISeD response quality (§5.3).

5.1 MISeD Dataset

Meeting sources Our data creation method was
applied on transcripts from the QMSum meeting
corpus. We used 225 meetings across three do-
mains: 134 Product Meetings (AMI; Carletta et al.,
2005), 58 Academic Meetings (ICSI; Janin et al.,
2003), and 33 public Parliamentary Committee
Meetings. Figure 3 presents the transcript lengths
of meetings in MISeD.

LLM We used the public Gemini Pro model
(Gemini Team Google, 2023) to automatically gen-
erate dialogs based on the meeting transcripts, as
described in Section 4.1.

5.1.1 Dataset structure
Each dataset instance includes a single dialog about
a specific meeting transcript, containing up to
ten query-response turns with associated metadata
(§4.2.1). When relevant, a response is accompanied
by a set of attributing transcript spans.2 In some
cases, the response inherently lacks attributions,
mostly for ‘unanswerable’ queries.

For training and evaluating an agent model, each
dialog is divided into task instances. Each such
instance represents a single current query, incorpo-
rating its preceding dialog history along with the
corresponding target response and attributions.

2Each span is a sequence of consecutive transcript seg-
ments.
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Assessment Question Pair A Pair B Pair C
“Is the question understandable and makes sense?” 1.0 1.0 1.0
“Does the meeting transcript contain the right answer?” 1.0 0.93 0.93
“Is the provided answer correct based on the meeting transcript?” 0.86 0.90 0.80

Table 1: Cohen’s Kappa agreement between each pair of annotators, for each assessment question. Annotators
were asked to edit the model response, if needed, in case they replied “yes” to the first two questions.

Overall MISeD Statistics
# meetings 225
# dialogs 432
# query-response pairs 4161

query type: general 20.91%
query type: specific 52.37%
query type: yes/no 26.72%

context-dependent 13.17%
unanswerable 30.62%

avg. query-response pairs per dialog 9.63
avg. query length (# words) 15.22
avg. response length (# words) 40.80

Table 2: Overall statistics of the MISeD dataset.
Queries are classified as either ‘general’, ‘specific’,
or ‘yes/no’. Additionally, queries may be tagged as
‘context-dependent’ and ‘unanswerable’. Table 14 pro-
vides statistics by dataset split. Figure 4 shows an addi-
tional breakdown by question words.

5.1.2 Dataset statistics
Statistics of the final MISeD dataset are presented
in Table 2.

Splits We followed the dataset splits from QM-
Sum, with train, validation and test splits in an
approximate ratio of 70:15:15. For each meeting,
we aimed to generate two dialogs, each containing
ten query-response pairs. Some pairs and dialogs
were later filtered during the annotation process.

Context-dependency Through manual analysis
of a sample of 100 queries annotated as ‘context-
dependent’, we observed 3 primary characteris-
tics defining context-dependent queries: (1) De-
tail Seeking: 75 queries sought specific details or
clarification regarding a prior response (e.g., "Be-
sides the ease of use, were there any other advan-
tages mentioned for having an LCD screen?"); (2)
Topic Shifting: 17 queries aimed to change topics
or explore other aspects of the meeting not previ-
ously discussed ("What other topics did the partici-
pants discuss?" – response must consider the dia-
log history to avoid repeating previous topics); (3)
Anaphoric Reference: 13 queries utilized pronouns,
necessitating interpretation through preceding dia-
logue turns ("What were her recommendations to

address this?"); These characteristics can co-occur
within a single query ("What were her other ideas
for the input mechanism for the remote?").

Attribution Nearly all (99%) MISeD responses
for answerable queries are supported by transcript
attribution, with a median of two attributing tran-
script spans per response. Attributing spans are
relatively long and scattered, with a median length
of 96 words, and a median distance of 350 words
between subsequent spans (Figure 3).

Process Following the process in Section 4, we
generated 443 dialogs comprising 4430 query-
response turns. During validation, annotators elim-
inated 6% of the queries, and corrected 11% of the
remaining responses. The average annotation time
was 105 minutes per dialog.

5.2 Wizard-of-Oz Dataset

To test the value of our semi-automatic MISeD data
compared to fully-manual data, we also collected
a smaller set of dialogs using the Wizard-of-Oz
(WOZ) methodology. As typical in similar WOZ
processes (Choi et al., 2018, Adlakha et al., 2022),
the ‘user’ annotator received a short meeting de-
scription, simulating their prior knowledge of the
meeting context. They were then instructed to ask
free questions to understand aspects of choice about
the meeting content. The ‘agent’ annotator received
the full meeting transcript and was tasked with pro-
viding free-form answers to the user queries, with
supporting attributions.

The collected WOZ data comprises 70 dialogs
based on meetings from the test split, with a total of
700 query-response pairs. This data is used in sub-
sequent evaluations (Section 7) for a comparison
of model performance. Table 15 in the Appendix
presents a comparison between the WOZ data and
the MISeD data, with respect to response vocabu-
lary and length.

WOZ dialog annotation took 161 minutes on av-
erage, making it 1.5 times more time-consuming
than MISeD. While in this work we show the feasi-
bility of automating the generation of queries and
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Response evaluation categories Count Sum
MISeD ‘substantially better’ 29 55
MISeD ‘slightly better’ 26

‘equally good’ 2

Human-only ‘slightly better’ 21 43
Human-only ‘substantially better’ 22

Table 3: Results of MISeD answer quality assessment.
Annotators compared 100 pairs of MISeD and fully-
manual responses to the same query, determining the
better response in each pair.

responses, followed by annotator reviewing, we ex-
pect that higher speed-up ratios would be achieved
once attribution automation of a reasonable quality
is obtained in future research.

5.3 MISeD Response Quality Assessment

MISeD dialogs were generated by an LLM and
then validated and corrected by humans (§4). To
assess the quality of the agent responses created
through this semi-automatic process, we aimed
to compare them with responses created fully-
manually. To that end, we collected human re-
sponses to a randomly selected sample of 100
MISeD queries. Annotators were provided with
the meeting transcript and the dialog history up to
the selected query and were tasked with answering
the query.

Next, we provided a new group of annotators
with the manually-generated responses, alongside
the original MISeD response for each query (in
randomized order between the two), and the corre-
sponding query, dialog history, and meeting tran-
script. Annotators assessed which response was
overall superior, considering correctness, ground-
ing, and clarity, using a scale of ‘Equally Good’,
‘Slightly Better’, or ‘Substantially Better’. Table 3
presents the results.

Overall, MISeD responses were ranked as bet-
ter in 55 pairs, compared to 43 pairs for fully-
manual responses. A statistical sign test yields
P (x ≥ 55) = 0.13 (H0 : p = 0.5; n = 98).
These results suggest that the quality of MISeD
responses is at least as good as fully-manual re-
sponses, and possibly somewhat better, though a
larger sample would be needed to establish statisti-
cal significance.

6 Evaluation Methodologies

We evaluate the agent models along two dimen-
sions: the quality of the generated responses (§6.1),

and the accuracy of the provided attributions (§6.2),
through both automatic and human evaluations.

6.1 Response Quality Evaluation

Agent responses are evaluated against the gold re-
sponses in the test dataset. Modern LLMs produce
outputs that very often exhibit high readability and
consistency, therefore we chose to focus our evalu-
ation on the content.

6.1.1 Human evaluation
We conduct human evaluation on a random subset
of 100 queries. The annotator is presented with
the current user query, the gold response and the
model responses, as well as the meeting transcript
and the dialog history. To quantify the content
overlap between the model response and the gold
response, annotators provide scores for recall (how
much of the gold response is covered by the model
response), and precision (how much of the model
response is covered by the gold response). Here
covered refers to content overlap between the gold
and model responses, in a semantic sense. Both
scores are on a Likert scale of 1 to 4, correspond-
ing to ‘Not Covered’, ‘Slightly Covered’, ‘Mostly
Covered’ and ‘Fully Covered’.

6.1.2 Automatic evaluation
To automatically score model responses we use the
standard Rouge-1, Rouge-2 and Rouge-L scores3

(Lin, 2004), for lexical overlap. To capture seman-
tic overlap, we report BLEURT scores4 (Sellam
et al., 2020), a learned evaluation metric based on
BERT (Devlin et al., 2019), trained to model hu-
man judgments for reference-based text generation
evaluation.

6.2 Attribution Quality Evaluation

To evaluate model attribution, we adopt the AIS
protocol (Rashkin et al., 2023) as extended by (Liu
et al., 2023) and (Gao et al., 2023). In this approach,
attribution evaluation is modeled as a Textual En-
tailment (Natural Language Inference) task where
the generated response text should be entailed by
its attributions.

6.2.1 Human evaluation
We sample 100 queries from each test set for human
evaluation, after filtering out responses for which it

3https://github.com/google-research/google-
research/tree/master/rouge

4https://github.com/google-research/bleurt
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was judged (manually) that attribution is not needed
(20% of all responses).

For each model response, annotators assess re-
call and precision of attributions. For recall, we
break the response into sentences asking for each
sentence whether it is fully supported by the set of
attributions (score of 1) or not (score of 0), report-
ing micro-average over all sentences. For precision,
we ask for each attribution span whether it entails
some piece of information in the model response
(“partially supports” the response, score of 1), or
not (score of 0), reporting micro-average over all
attributions.

6.2.2 Automatic evaluation
For automatic attribution evaluation we use the
NLI model TrueTeacher (Gekhman et al., 2023) to
approximate human entailment judgement, auto-
matically computing recall (the proportion of re-
sponse sentences fully entailed by the attributions)
and precision (the proportion of attributions which
contribute to the entailment of the response). Ap-
pendix C details the method implementation and
discusses its limitations.

7 Baseline Models and Results

7.1 Models

As defined in Section 3, our task input contains
the full meeting transcript and the dialog history,
ending with the current user query. The output
is a concatenation of the response and the set of
attributions (indices of supporting segments within
the transcript). In the rare occurrences where the
context exceeds the model input size capacity, the
beginning of the transcript is truncated. Results are
compared for the following three model types.

Finetuned Encoder-Decoder LongT5 (Guo
et al., 2021) is a T5 (Raffel et al., 2020) variant
that uses transient global attention (windowing
token averaging) to handle longer input contexts
efficiently. We finetuned the open-source5 LongT5
XL (3 billion parameters) on the MISeD training
set, using a context length of 16 thousand tokens.

LLMs prompting we use the Gemini Pro model
and the much larger Gemini Ultra model (Gemini
Team Google, 2023),6 without any additional tun-
ing. Our prompt contains the transcript, an instruc-
tion, and the dialog ending with the user query (see

5https://github.com/google-research/longt5
6https://gemini.google.com/app

Table 12 in the Appendix). The models 28 thou-
sand tokens context limit makes it unfeasible to
include few-shots examples (which would require
providing additional transcripts with corresponding
dialogs).

Finetuned LLM we finetune the Gemini Pro
model7 on the MISeD training set, using the same
prompt and context length as for the prompting
approach. The target format is given in Table 13.

7.2 Datasets

To assess the value of our dataset, in Section 7.3
we fintune the agent models on MISeD data, and
test it on both MISeD and Wizard-of-Oz (§5.2)
test sets. In Section 7.4 we compare training our
best model on the semi-automatic MISeD data to
training it on the manually created WOZ data. Sec-
tion 7.5 reports results on the QMSum query-based
summarization test set.

7.3 Results for Dialog Data

7.3.1 Response quality

Table 4 reports response quality results on the
MISeD and WOZ test sets. Automatic evaluation
covered the full test sets (628 MISeD queries, 700
WOZ queries), while manual evaluation was per-
formed on a random subset of 100 queries from
each. Our main takeaways are:

(1) The LongT5 model finetuned on MISeD
performs similarly to much larger models (about
0.3 points difference in the 4-points human score),
highlighting a key advantage of MISeD as it nearly
closes the gap between the smaller 3B-parameter
model and the much larger Gemini models.

(2) Finetuning Gemini Pro on MISeD signifi-
cantly improves its performance, surpassing even
the much larger Gemini Ultra model, demonstrat-
ing MISeD’s effectiveness in boosting performance
even for large models.

(3) The scores on WOZ test set exhibit the same
trends, but are lower for all models. The lower
performance for the non-finetuned models might
suggest that fully-manual WOZ data is more chal-
lenging, being created freely by human annotators,
compared to the templated methodology of MISeD.
As expected, the finetuned models performed better
on the MISeD test set, as it was created by the same
protocol as the training data.

7https://ai.google.dev/docs/model_tuning_guidance
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Response - Human scores Response - Automatic scores
Model recall precision Rouge-1 Rouge-2 Rouge-L BLEURT

MISeD

LongT5 Finetuned 2.38 2.52 44.59 27.30 37.62 0.47
Gemini Pro 2.79 2.71 44.64 27.49 37.35 0.48
Gemini Ultra 2.63 2.87 44.20 26.58 37.39 0.47
Gemini Pro Finetuned 2.96 2.86 51.02 33.38 43.03 0.52

WOZ

LongT5 Finetuned 1.79 1.80 26.84 8.95 21.22 0.37
Gemini Pro 2.10 2.08 27.82 10.08 22.03 0.38
Gemini Ultra 1.98 2.14 28.57 10.99 23.64 0.38
Gemini Pro Finetuned 2.21 2.13 30.31 11.39 24.26 0.40

Table 4: Response evaluation: average scores for the MISeD and WOZ test sets.

Attribution - Human scores Attribution - Automatic scores
Model recall precision F1 recall precision F1

MISeD

Longt5 Finetuned 0.76 0.58 0.66 0.44 0.19 0.27
Gemini Pro 0.20 0.69 0.31 0.26 0.37 0.31
Gemini Ultra 0.19 0.96 0.32 0.12 0.34 0.18
Gemini Pro Finetuned 0.68 0.69 0.68 0.50 0.27 0.35

WOZ

Longt5 Finetuned 0.77 0.54 0.63 0.51 0.17 0.26
Gemini Pro 0.43 0.85 0.57 0.31 0.37 0.34
Gemini Ultra 0.19 0.71 0.30 0.13 0.40 0.20
Gemini Pro Finetuned 0.74 0.67 0.70 0.50 0.25 0.33

Table 5: Attribution evaluation: average scores for the MISeD and WOZ test sets.

Response - Human scores Response - Automatic scores Attribution - Automatic scores
Training Set recall precision Rouge-1 Rouge-2 Rouge-L BLEURT recall precision F1
MISeD (n=2922) 1.91 1.97 29.73 10.90 23.64 0.40 0.28 0.25 0.26
MISeD (n=500) 1.93 1.99 30.52 11.10 24.10 0.40 0.26 0.16 0.20
WOZ (n=500) 1.91 1.94 31.88 12.64 26.17 0.41 0.02 0.36 0.04

Table 6: Evaluation using different training sets: the semi-automatic MISeD data and the WOZ manual data.
Results on 200 WOZ test examples, using Gemini Pro finetuned.

Model Rouge-1 Rouge-2 Rouge-L BLEURT
QMSum paper (using retriever) 32.29 8.67 28.17
Gemini Ultra 31.52 9.89 20.88 0.36
LongT5 Finetuned on QMSum 35.34 12.15 23.87 0.35
LongT5 Finetuned on MISeD 29.64 8.19 20.07 0.34
LongT5 Finetuned on both MISeD and QMSum 35.84 12.73 24.37 0.36
Gemini Pro 29.78 8.91 19.52 0.37
Gemini Pro Finetuned on QMSum 36.88 12.83 24.52 0.37
Gemini Pro Finetuned on MISeD 32.07 9.19 21.14 0.36
Gemini Pro Finetuned on both MISeD and QMSum 36.98 13.62 25.21 0.37

Table 7: Response evaluation for the QMSum test set.

Model Rouge-1 Rouge-2 Rouge-L BLEURT
Gemini Pro 27.82 10.08 22.03 0.38
Gemini Pro Finetuned on MISeD 30.31 11.39 24.26 0.40
Gemini Pro Finetuned on QMSum 27.72 8.89 21.60 0.38

Table 8: Average scores for response evaluation on the WOZ test sets.
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7.3.2 Attribution quality
Attribution evaluation results are presented in Table
5. In line with previous work (Gao et al., 2023), our
results suggest that pre-trained LLMs do not excel
at finding attributions over meeting transcripts.8

Observing the more reliable human scores, we
see that the zero-shot models suffer from low recall,
due to their tendency to provide attribution less
frequently. Finetuning with MISeD data improves
performance, substantially increasing recall with
a small drop in precision, notably increasing F1
scores for both test sets. The automatic scores
show similar though weaker trends, but we regard
them as less reliable (see Appendix C).

7.4 Comparison of Training Sets
In this section we compare the performance of mod-
els trained on our semi-automatic MISeD data to
those trained on the manual WOZ data. We split
our WOZ dataset (700 dialog turns) into training
and test sets (500:200, respectively). We compare
training with (i) 500 WOZ examples (ii) 500 semi-
automatic MISeD examples (iii) the full MISeD
training set (2922 examples). For response gener-
ation, Table 6 suggests that training on 500 semi-
automatic MISeD examples yields comparable re-
sults to training on the same amount of fully manual
examples. For attribution, the model benefits from
a larger number of training examples, suggesting
that 500 examples are insufficient for this subtask.
Notably, the model trained on WOZ only predicted
attributions for 6 out of 200 test examples; thus we
didn’t perform a manual attribution evaluation (as
in Table 5). We also tried adding the WOZ data to
the MiSeD data in finetuning, but, with respect to
automatic evaluation, this did not improve notably
the response quality while attribution quality was
notably deteriorated, hence we did not pursue this
data combination further. To summarize, training
on our semi-automatic MISeD data yields response
generation quality that is on par with training on
the fully manual WOZ data, while also improving
attribution, and saving time and effort.

7.5 Results for the QMSum Data
For comparison with existing results, we report
results on the QMSum single-turn query-based
summarization test set. We compare the model re-
sponse quality when finetuned on (i) MISeD train-

8This is consistent with our findings when developing the
MISeD annotation methodology (§4.2.2), which led us to
leave attribution generation fully manual at this point.

ing data (ii) QMSum training data (iii) both MISeD
and QMSum training data together (attribution eval-
uation is not included in the original work).

Our results (Table 7) indicate that finetuning
with MISeD has additive benefits: when the model
learns on both MISeD and QMSum data, it sur-
passes zero-shot models, as well as models trained
on QMSum alone or MISeD alone. Our best model,
Gemini Pro finetuned on both MISeD and QMSum
data, surpasses the performances reported in the
original QMSum study for Rouge-1 and Rouge-2.
As expected, models trained solely on MISeD do
not outperform QMSum-trained models on their
own test data: MISeD data is out-of-distribution as
it deviates significantly from the QMSum schema,
designed for fully manual annotation.

Additionally, Table 8 shows that training on the
single-turn QMSum data yields a lower response
quality compared to training on MISeD dialog data,
while testing on WOZ dialogs. Furthermore, fine-
tuning with QMSum does not improve at all over
the non-finetuned model. This demonstrates that
non-dialog data composed of standalone question-
answer pairs has a limited value when training mod-
els for dialog tasks.

8 Conclusion

In this paper, we investigate LLM automation to
generate source-grounded information-seeking di-
alog datasets. We introduce a method to partially
automate the WOZ process using targeted user
and agent prompts, followed by human attribu-
tion, verification, and potential editing. We apply
this method to create MISeD, the first dataset for
information-seeking dialogs over meetings.

Baseline models and experiments demonstrate
the value of MISeD: finetuninig with MISeD data
brings the same improvement as a comparable
amount of the more expensive fully-manual WOZ
data. MISeD enables the creation of modestly
sized finetuned encoder-decoder models with per-
formance approaching much larger pre-trained
LLMs, and further improves the performance of
such LLMs through finetuning. We suggest that our
work yields valuable insights about the feasibility
of LLM-based data generation in the important and
challenging case of source-grounded information-
seeking dialogs.
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9 Limitations

Attribution Our work successfully automates
query and response generation, but highlights the
challenge of attribution in both modeling and au-
tomatic evaluation. Future research on improving
attribution generation models could enable fuller
automation of dialogs generation, leading to an
even more efficient process.

Long texts depend on LLM context length
Our method’s reliance on LLM prompting poses
challenges for long meeting transcripts that exceed
the maximal context length of the model. The same
problem occurs in the response generation agent
task. Possible solutions include using LLMs with
larger context lengths (which may be computation-
ally expensive) or integrating a retrieval system
as a first stage in the response generation, to con-
dense the transcript and provide the most relevant
information to the LLM.

Manually crafted prompt templates Our
method currently depends on manually crafted
prompt templates to represent a broad spectrum of
potential queries in the given domain. Research
into more flexible and diverse query generation
strategies could reduce the effort of applying
our method in new domains while increasing the
generality of the obtained data.
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A Prompts additional information

Our prompt structure consists of generic instruc-
tions that provide guidance to the LLM, helping it
formulate user queries based on the provided meet-
ing transcript and the conversational history (Table
9), followed by the user query template to use in
the specific turn (Table 10).

Adapted from QMSum, we include both General
queries for overall meeting themes and key take-
aways, and Specific queries which focus on partic-
ular topics or individuals discussed. We expanded
the QMSum schema based on a preliminary user
study, which allowed volunteers to upload their
meeting recordings and inquire a prototype agent
model about them. Analyzing this interaction data,
we added an Unanswerable and Context-dependent
query templates.

Unlike human annotators who can create tai-
lored queries for a given transcript, our model is
guided to always generate queries from any prompt.
Thus, we adapt the schema towards more generic
prompts to ensure the model always produces rele-
vant queries.

For example, QMSum authors suggest the fol-
lowing query in their schema: "Why did A agree
/ disagree with B when discussing X?". This as-
sumes a disagreement between speaker A and B
around some topic X. This assumption will not nec-
essarily be true for any given meeting. Therefore
we changed the prompt to be: "The question should
be a rephrase of asking if anyone disagreed with
<Speaker> about <Topic>".
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B Annotation details

MISeD was annotated by 3 professional annota-
tors, fluent in English, employed in a commercial
organization which provides data annotation ser-
vices. The training process included detailed in-
structions and a pilot session, over held-out data
which included 525 dialog turns, following which
we clarified misunderstandings raised in the pro-
cess. MISeD instances were divided between the 3
annotators, so that each instance was annotated by
a single annotator.

C Automatic Evaluation of Attribution
Implementation

Automatic evaluation of attribution is a recent re-
search area with no established methods in the lit-
erature. We follow the methodology proposed re-
cently by (Gao et al., 2023) which applies an NLI
model to approximate human entailment judge-
ments, automatically computing recall (the pro-
portion of response sentences fully entailed by the
attributions) and precision (the proportion of attri-
butions which contribute to the entailment of the
response). While they utilized the True NLI model
(Honovich et al., 2022), we use the newer NLI
model TrueTeacher (Gekhman et al., 2023).

We compute precision and recall scores for attri-
bution in the following way.

Recall: recall measures to what extent the gener-
ated text is entailed by the attribution. For each sen-
tence s in the response S, and given an attribution
set A (the concatenation of all transcript spans a
provided by the model as attribution), we compute
NLI(A, s) as the TrueTeacher-computed score of
A entailing s (either 1 or 0). We then average this
score over all sentences (micro-average).

Precision: precision measures whether the at-
tribution only includes citations needed to entail
the response. We compute citation precision for
each citation a of the attribution set A. The preci-
sion of a is either 0 or 1. We first determine if a
is relevant or irrelevant with respect to every sen-
tence s in the response S: the citation a should
be considered irrelevant wrt s if it does not en-
tail s by itself (NLI(a, s) = 0) and the overall
NLI score of A vs s does not change removing
a from A (NLI(A \ {a}, s) = NLI(A, s)). a
has a precision of 1 if a is relevant for at least a
sentence s which has recall=1 (NLI(A, s) = 1).
We then average the precision of all attributions
(micro-average).

As pointed out in (Gao et al., 2023), a limitation
of this citation precision evaluation is that it cannot
detect a citation that partially supports the state-
ment, therefore resulting in lower scores compared
to human evaluation. We see this effect in Table 5
which shows a gap between human-computed and
automatically-computed attribution precision.

As also noted in (Gao et al., 2023), not all model
responses require attributions. While in their set-
tings responses not requiring attribution were rare
and ignored, in the meeting domain we find this
case to be more prevalent, particularly when the
response indicates that no answer can be found in
the transcript (see Section 4), an example being
"The meeting participants did not discuss specific
ideas for the remote control’s shape and size .".

In the human evaluation we filter out, for each
model, from attribution evaluation those responses
for which it was judged (manually) that attribution
is not needed (20% of all responses). Unlike the
manual evaluation process, there is no available
automatic method to filter out responses that do
not need attribution, which remains a challenge
for future research. Because the automatic method
includes also responses which do not require attri-
bution, we can see a gap between the automatic
and manual scores.

Finally we note that while the attribution for-
mat is consistent for fine-tuned models, zero-shot
models present some inconsistency in how they
list attribution and thus they require more complex
parsing logic.
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User query full prompt
<Meeting transcript>

Instruction: Generate a multi turn dialog between a user and a chatbot about the provided meeting. Every turn the user
asks a question about the meeting and the chatbot respond with an answer based on the meeting

<Dialog history>

<Query template>

Table 9: Our query prompt includes generic instructions that guide the LLM in formulating user queries, given
the meeting transcript and dialog history. This is followed by a randomly chosen query template, from a pool of
templates that are based on the QMSum schema and our edits and additions.

Figure 3: Transcript and attribution statistic. (a) Distribution of transcript length across the meetings used for
MISeD. (b) Number of attribution spans in MISeD responses (among responses with attribution). (c) Distribution
of attribution span length. (d) Distances between subsequent response attribution spans.
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General query templates
1. The question should be a rephrase of asking for a summary of the meeting.

2. The question should be a rephrase of asking for a summary of the things <Speaker> said in the meeting.

3. The question should be a rephrase of asking what was the conclusion of the meeting.

4. The question should be a rephrase of asking what was the purpose of the meeting.

5. The question should be a rephrase of asking what were the action items of the meeting.

6. The question should be a rephrase of asking to identify questions raised during the meeting that were left unresolved.

Specific query templates
1. The question should be a rephrase of asking for a summary of <Topic>. <Topic> should be a topic that was discussed
within the meeting.

2. The question should be a rephrase of asking why <Decision> was made.

3. The question should be a rephrase of asking what did <Speaker> say regarding <Topic> in the meeting.

4. The question should be a rephrase of asking what was the advantage of <Solution>.

5. The question should be a rephrase of asking why <Speaker> held an <Opinion>.

6. The question should be a rephrase of asking what was decided regarding <Topic>.

7. The question should should be a rephrase of asking if anyone disagreed with <Speaker> about <Topic>.

8. The question should be a rephrase of asking what did <Speaker> recommend to do when discussing <Topic>.

9. The question should be a Yes/No question where the answer is "Yes" based on the meeting.

10. The question should be a Yes/No question where the answer is "No" based on the meeting.

11. The question should be a Yes/No question where the answer can not be found within the meeting.

Unanswerable query templates
1. The question should be a rephrase of asking for a summary of <Topic>. <Topic> should be a topic that was never
discussed within the meeting.

2. The question should be a rephrase of asking what <Speaker> said regarding to <Topic> in the meeting. <Topic> should
be a topic that was never discussed by <Speaker> within the meeting.

3. The question should be a rephrase of asking what <Speaker> said regarding <Topic> in the meeting. <Speaker> should
be a name of a person that did not participate in the meeting.

4. The question should be a rephrase of asking what was the advantage of <Solution>. <Solution> should be something
that was never discussed within the meeting.

5. The question should be a rephrase of asking what was decided regarding <Topic>. <Topic> should be a topic that was
never discussed within the meeting.

6. The question should be a rephrase of asking what was decided regarding <Topic>. <Topic> should be a topic that was
discussed within the meeting but never got to any conclusion.

Context-dependent query templates
1. The question should be an implicit follow-up question regarding the previous message in the dialog using demonstrative
pronouns such as "It", "He", "She", "They", "That". Example: "What did he say about it?", "What was their conclusion?"

2. The question should include a word with the same meaning as "else"/"other"/"besides".

Table 10: All query templates. The bracketed placeholders (e.g., <Topic>) signal where relevant meeting-specific
topics should be inserted. Empirical evidence indicates that the LLM demonstrates a capacity to interpret these
bracketed instructions, successfully generating contextually appropriate queries.
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Agent response full prompt
<Meeting transcript>
<Dialog history>
<User query>
Instructions: The response should answer the user’s question based on the meeting.
The response should follow the rules:

• The response should be always directly derived from the meeting. It should not include any
opinion or fact that was not presented within the meeting.

• The response should take one of two forms:

1. Up to 3 sentences of free text.
2. Up to 2 intro sentence and between 3 and 5 bullet points. Mark each bullet point with a

single asterisk (’*’). for example:
"Here are the topics discussed in the meeting:
* <Topic1>
* <Topic2>
* <Topic3>",
"The participants raised few concerns regarding the timeline:
* <Concern1>
* <Concern2>
* <Concern3>"
Choose the form that best suit the answer.

• When referencing the participants of the meeting as a group, the response should refer to them
as "The participants".

• When referencing to a single person, use gender neutral pronouns such as "They" or "Them".

• When referencing to the meeting, refer to it as "the meeting" and NOT "the meeting transcript".

Table 11: Full system’s response prompts

<Meeting transcript> T#0 Grad C said: Nice.
T#1 Grad D said: OK.
T#2 Grad A said: to to handle.
T#3 Grad D said: Is that good?
T#4 Grad C said: Right. Yeah, I’ve have never handled them.
...

<Instructions> <Markers instructions> Generate the next response in the dialog between
user and bot, adding a reference to the indices the answer comes from.

<Dialog history> user: What did the meeting participants decide to do to move the project
forward?
bot: The participants decided to create a middle layer in their belief-net
model...

<User query> user: What did Grad C suggest to do when discussing the middle layer for
the belief net model?
bot:

Table 12: Prompt for LLM agents at training and inference time.
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(T#734,T#759) Grad C suggested that values could be expanded...

Table 13: Example target format for fine-tuning. It includes the attribution spans and the expected response.

Train Validation Test Overall
# meetings 157 34 34 225
# dialogs 303 63 66 432
# query-response pairs 2922 611 628 4161

context-dependent 388 (13.28%) 81 (13.26%) 79 (12.58%) 548 (13.17%)
unanswerable 927 (31.72%) 149 (24.39%) 198 (31.53%) 1274 (30.62%)
query type: general 644 (22.04%) 88 (14.40%) 138 (21.97%) 870 (20.91%)
query type: specific 1515 (51.85%) 358 (58.27%) 308 (49.04%) 2179 (52.37%)
query type: yes/no 763 (26.11%) 167 (27.33%) 182 (28.98%) 1112 (26.72%)

Table 14: Statistics of the MISeD dataset by split.

WOZ MISeD Test Set
# meetings 35 34
# dialogs 70 66
# query-response pairs 700 628
overall vocabulary size 2012 2492
avg. response length 28.52 41.71
avg. response vocabulary size 23.18 30.53
avg. % of response vocabulary overlapping with the transcript 84.86% 78.43%

Table 15: Statistics of the WOZ test set compared to the MISeD test set. MISeD responses tend to be longer, and
to use a broader vocabulary, overlapping less with the transcript vocabulary. Vocabulary size is calculated as the
number of unique lemmas.

Figure 4: Distribution of question words (query prefix) within the dataset.
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MISeD dialog example

query: "Can you give me a summary of the group’s battery life concerns?"
answer: "The participants were concerned about the device’s energy consumption, as it has a number
of features that could quickly drain the battery. They discussed using both batteries and solar cells to
power the device."
relevant text spans: 55, 68, 140-149, 177
metadata: query type: general

query: "And what devices could it support?"
answer: "The device is compatible with batteries and solar cells as a power source. The partici-
pants determined that the device could support an L_C_D_ screen, an infra-red unit, and speech
recognition."
relevant text spans: 68, 140-141, 170-177, 266-270
metadata: query type: specific | context-dependent

query: "What was the advantage of using a push-button design on the remote?"
answer: "The advantage of using a push-button design on the remote was not discussed in the
meeting."
metadata: query type: specific | unanswerable

(... continue of the dialog)

query: "Did the participants agree to use a banana as the base model for the device’s design?"
answer: "Yes, the participants agreed to use a banana as the base model for the deviceś design. They
felt that it would be a good way to incorporate the fruit and vegetable motif that was suggested by
the fashion team."
relevant text spans: 224-226
metadata: query type: yes-no

QMSum query-based summarization examples

General query:
query: "Summarize the whole meeting.",
answer: "The meeting was mainly about the conceptual design of the remote control. Firstly,
marketing introduced market research and fashion trends around the world. While the user interface
emphasized that easy to use was more important. (...) After that, they discussed the shape of the
remote control and decided to make it like a banana. Based on this shape, they talked about the
detailed design of the appearance and user interface."

Specific query:
query: "Summarize the discussion about the result of marketing research and fashion trends."
answer: "From the marketing’s point of view, fancy was the highest priority, followed by techno-
logically innovativeness and ease of use. The marketing expected the feel of the material to be
spongy."
relevant text spans: 17, 57

(... more specific standalone queries)

Table 16: Example of a MISeD dialog vs. QMSum single-turn query-based summarization, over the same tran-
script. MISeD includes queries of additional types and characteristics, such as yes/no, unanswerable, and context-
dependent queries. 1925


