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Abstract

While Language Agents have achieved promis-
ing success by placing Large Language Models
at the core of a more versatile design that dy-
namically interacts with the external world, the
existing approaches neglect the notion of uncer-
tainty during these interactions. We present the
Uncertainty-Aware Language Agent (UALA),
a framework that orchestrates the interaction be-
tween the agent and the external world using un-
certainty quantification. Compared with other
well-known counterparts like ReAct, our exten-
sive experiments across 3 representative tasks
(HotpotQA, StrategyQA, MMLU) and various
LLM sizes demonstrate that UALA brings a
significant improvement of performance, while
having a substantially lower reliance on the ex-
ternal world (i.e., reduced number of tool calls
and tokens). Our analyses provide various in-
sights including the great potential of UALA
compared with agent fine-tuning, and under-
score the unreliability of verbalised confidence
of LLMs as a proxy for uncertainty. 1

1 Introduction

Language Agents (Sumers et al., 2023; Zhou et al.,
2023; Xi et al., 2023) utilise Large Language Mod-
els (OpenAI, 2023; Touvron et al., 2023; Anil
et al., 2023) to interact with the external world
(e.g., through tools) and to process collected obser-
vations towards solving a task. Having achieved
improvements in previously challenging reason-
ing tasks (Yao et al., 2023; Gao et al., 2023; Lin
et al., 2023a), these agents autonomously obtain
new knowledge from the world, and leverage mem-
ory or self-refinement mechanisms to iteratively
improve their reasoning trajectories (Shinn et al.,
2023; Gou et al., 2023; Majumder et al., 2023).

Current language agent designs primarily define
the role of an LLM as the planner, moderator, or ag-
gregator of observations and knowledge collected

1Our code and data are available at https://uala-agent.
github.io.

from the external world (i.e., via tools and APIs),
overlooking the potential of LLMs to tackle nu-
merous tasks without depending on any external
tool and resource (Shinn et al., 2023; Lu et al.,
2023; Yin et al., 2023; Patil et al., 2023). While
exploiting external mechanisms has an advantage
in terms of verifiability of outputs (e.g., output ex-
tracted from a retrieved Wikipedia article provides
a verifiable reference) or improvement on accuracy
(e.g., using a Python program to do mathematical
calculation instead of relying on the LLM), this
design is inherently wasteful in how it utilises the
LLM’s internal implicit knowledge. In fact, the
field of NLP has shown great interest in probing
pretrained language models to highlight various
types of knowledge they embody directly in their
weights (e.g., see Petroni et al. (2019); Collier et al.
(2022); Shu et al. (2023) and references therein).

We postulate that a more effective design for
language agents should have a better interplay be-
tween the implicit knowledge encoded in LLM’s
weight and the explicit knowledge of the external
world. Drawing upon principles from decision the-
ory, an intelligent agent should possess a reliable
mechanism for measuring uncertainty of its own
proposition or the observations from the environ-
ment (Bacchus et al., 1996). We build on this, and
move towards equipping language agents (as a spe-
cial case of intelligent agents) with the means of
measuring uncertainty to efficiently regulate their
use of external help (e.g., tools, knowledge bases).

In NLP, in general, there has been a great amount
of research on uncertainty estimation for genera-
tive tasks such as Machine Translation (Ott et al.,
2018), Summarisation (Zablotskaia et al., 2023; Xu
et al., 2020), and data-to-text generation (Xiao and
Wang, 2021). Recently, a dedicated space emerged
to study the intersection of LLMs and Uncertainty.
This space can be divided into approaches applica-
ble to open-box LLMs which rely on token-level
logits (Malinin and Gales, 2021; Kuhn et al., 2023),
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and those applicable to black-box LLMs leveraging
multiple response generation as a proxy for model’s
confidence (Lin et al., 2023b), or relying on LLM’s
verbal self-awareness of confidence (Tian et al.,
2023). Nonetheless, uncertainty in the context of
language agents is an under-explored space, with
our work being the first in this direction.

We propose an Uncertainty-Aware Language
Agent framework which utilises various existing
uncertainty measurement methods as a dynamic
switch between LLM’s own trajectory or resort-
ing to external resources (i.e., Search Engine,
Wikipedia knowledge base) during the course of
a reasoning task. We study the properties of
this framework on a large space of LLMs (Chat-
GPT; OpenAI (2023), and LLaMA2 70B, 13B,
7B; Touvron et al. (2023)), and Language Agent
frameworks such as ReAct (Yao et al., 2023), and
CRITIC (Gou et al., 2023) on several representative
tasks: HotpotQA (Yang et al., 2018) a free-form
QA task; StrategyQA (Geva et al., 2021) a repre-
sentative binary QA task; and 57 multiple-choice
QA tasks of MMLU (Hendrycks et al., 2021). Our
key findings and contributions are as follows:

We propose the first language agent framework
which integrates uncertainty in the reasoning tra-
jectories. The proposed design allows for a plug-
and-play use of various uncertainty estimation tech-
niques. We highlight across our wide spectrum of
experiments that integrating uncertainty not only
leads to a significant performance improvement, it
also has several practical benefits such as a sub-
stantial reduction in external calls and number of
output tokens (i.e., less API charge). Our anal-
ysis reveals several additional findings: (1) The
gain is significant across different LLM sizes and
tasks. (2) Uncertainties have a degree of calibration
because there exists a divergence of uncertainty
between correct and incorrect answers. (3) The ver-
balised confidence of LLMs is an unreliable proxy
for uncertainty quantification. (4) Given a limited
amount of data, leveraging uncertainty leads to a
much higher performance improvement compared
to fine-tuning language agents.

2 Related Work

2.1 Language Agents

The prominent work of ReAct (Yao et al., 2023)
proposes a general language agent framework to
combine reasoning and acting (i.e., utilising ex-
ternal tools) with LLMs for solving diverse lan-

guage reasoning tasks. Reflexion (Shinn et al.,
2023) proposes to use the history of failed trials
based on ReAct to do self-reflection, inducing bet-
ter decision-making in subsequent trials of the lan-
guage agent. FireAct (Chen et al., 2023) fine-tunes
language agent with diverse ReAct task-solving tra-
jectories from multiple tasks and prompting meth-
ods, and shows having more diverse fine-tuning
data can further improve performance of tool-use.
CRITIC (Gou et al., 2023) allows iterative verifica-
tion and correction of agent’s outputs by interacting
with external tools.

As an earlier work in this direction, Tool-
former (Schick et al., 2023) attempts to use dif-
ferent APIs (e.g., Wikipedia, QA, Calculator) in a
self-supervision manner and autonomously choose
proper APIs to use when solving different tasks.
Qiao et al. (2023) propose a two-stage framework
which allows the model to learn through feedback
derived from tool execution. Gorilla (Patil et al.,
2023) is a retrieval-aware system fine-tuned on
open-source LLMs for enabling LLMs to interact
with tools, which enhances the LLM’s ability to ac-
curately identify the appropriate API for a specific
task. Lumos (Yin et al., 2023) is a language agent
fine-tuned on open-source LLMs which contains
three modules (Planning Module, Grounding Mod-
ule and Execution Module) for solving complex
interactive tasks. Chameleon (Lu et al., 2023) is a
plug-and-play compositional reasoning framework,
which infers the appropriate sequence of tools to
compose and execute in order to solve the problems.
PoT (Chen et al., 2022) and PAL (Gao et al., 2023)
utilise LLMs to generate programs and leverage ex-
ternal program interpreter to execute for arithmetic
and symbolic reasoning tasks.

None of these frameworks consider any role for
uncertainty in the agent’s interactions with the ex-
ternal world. Next, we present a brief overview of
the intersection of uncertainty and LLMs.

2.2 Uncertainty in Generation with LLMs

A common practice in leveraging uncertainty dur-
ing language generation is via sampling or decod-
ing approaches which do not measure the uncer-
tainty directly, and instead rely on the stochasticity
over the prediction space along with a form of ag-
gregation approach such as majority voting. Self-
Consistency (Wang et al., 2023) is a widely known
sampling method, which takes majority voting over
multiple sampling outputs. Since it is based on
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Thought 1: Let's think step by step. Paul Ziert is a coach for the U.S. national gymnastics team. The 
two-time gold medalist in gymnastics is Gabby Douglas. So Paul Ziert recruited Gabby Douglas.  So the 
Answer is Gabby Douglas.
Action 1: MeasureUncertainty [Gabby Douglas].
Observation 1: Answer’s uncertainty is 3.67 which falls outside the acceptable threshold of 1.79.

Thought 2: Based on the uncertainty, I need to use an external tool to solve the question.
Action 2: Activate Tool.
Observation 2: []

Thought 3: I need to search Paul Ziert …
Action 3: Search [Paul Ziert]
Observation 3: … He recruited Bart Conner to the school …

Thought 4: … I need to find who Bart Conner is.
Action 4: Search [Bart Conner]
Observation 4: … Conner won two gold medals.  …

Thought 5: … two time gold medalist in gymnastics that Paul Ziert recruited is Bart Conner.
Action 5: Finish [Bart Conner]
Observation 5: [Episode Finished]

Thought 6: Let me check the uncertainty of the returned answer.
Action 6: MeasureUncertainty [Bart Conner]
Observation 6: Answer’s uncertainty is 1.10 which falls within the acceptable threshold of 1.79.

Thought 7: Based on the uncertainty, answer is kept.
Action 7: Keep Answer.
Observation 7: []

Answer: Bart Conner

Thought 1: Let's think step by step. Hafiz Rashid Khan is a scholar of Islamic studies. 
Islamic studies draws from various schools of thought, including theology, philosophy, 
and jurisprudence. Therefore, the schools of thought … are theology, philosophy, and 
jurisprudence. 
Action 1: MeasureUncertainty [theology, philosophy, jurisprudence].
Observation 1: Answer’s uncertainty is 1.94 which falls outside the acceptable 
uncertainty threshold of 1.79.

Thought 2: Based on the uncertainty, I need to use an external tool to solve the 
question.
Action 2: Activate Tool.
Observation 2: []

Thought 3: I need to search Hafiz Rashid Khan, then find the schools of thought …
Action 3: Search [Hafiz Rashid Khan]
Observation 3: … is a Bangladeshi postcolonialist poet, author, editor, …

Thought 4: … His academic discipline is postcolonialist. … find the schools of thought 
drawn from it. 
Action 4: Search [postcolonialism schools of thought]
Observation 4: … Could not find postcolonialism schools of thought. …

Thought 5: I need to instead search postcolonial theory. 
Action 5: Search [postcolonial theory]
Observation 5: Postcolonialism (also post-colonial theory) is the critical academic … 

Thought 6: The schools of thought drawn from postcolonial theory are critical theory, 
epistemology, ethics, and political science. 
Action 6: Finish [critical theory, epistemology, ethics, political science]
Observation 6: [Episode Finished]

Thought 7: Let me check the uncertainty of the returned answer.
Action 7: MeasureUncertainty [critical theory, epistemology, ethics, political science]
Observation 7: Answer’s uncertainty is 2.40 which falls outside the acceptable 
threshold of 1.79.

Thought 8: Based on the uncertainty, I need to ask a human for help.
Action 8: Ask Human.
Observation 8: postmodern schools of thought

Answer: postmodern schools of thought

Question: What schools of thought are drawn from in the academic 
discipline of Hafiz Rashid Khan? 

Question: Paul Ziert recruited what two time gold medalist in gymnastics? 

Thought 1: Let's think step by step. Danny Green was born in 1987. James Worthy was born in 1961. 
1961 (James Worthy) < 1987 (Danny Green), so James Worthy is older than Danny Green. So the 
Answer is James Worthy.
Action 1: MeasureUncertainty [James Worthy].
Observation 1: Answer’s uncertainty is 1.09 which falls within the acceptable threshold of 1.79.

Thought 2: Based on the uncertainty, answer is kept.
Action 2: Keep Answer.
Observation 2: []

Answer: James Worthy

Question: Who is older Danny Green or James Worthy?

(Example a)

(Example b) (Example c)

Figure 1: Examples of single-inference UALA trajectories: (a) illustrates the trajectory where CoT answer falls
inside the certainty region. (b) is the trajectory where CoT is too uncertain and tool is activated, arriving at a final
response which falls in the acceptable certainty region (denoted by UALA-S). (c) is the trajectory where both CoT
and tool-generated responses are uncertain, and the agent asks for help from human (denoted by UALA-S+Oracle).

exact matching, it is most useful in tasks for mathe-
matical reasoning or fact-based question answering
tasks. Minimum Bayes-Risk Decoding (Kumar
and Byrne, 2004) is also based on multiple candi-
date outputs sampled from a model, and it selects
the candidate with lowest expected risk. Suzgun
et al. (2023) highlight the connection between Self-
Consistency and MBR and showcase the benefit
of MBR using a soft alignment function (i.e., se-
mantic similarity) in tasks involving open-ended,
longer free-form text generation (e.g., summarisa-
tion, translation). For a comprehensive review of
sampling and decoding methods in NLG, we refer
the readers to Wiher et al. (2022).

We focus on leveraging uncertainty estimation
in free-form QA with short answers. Uncertainty
estimation in free-form NLG remains a challenge
for LLMs due to the diversity of the outputs. The
recent research on this area can be classified as:
Logits- or Entropy-based Methods. Malinin and
Gales (2021) calculate the accumulative predictive
entropies over multiple generations to estimates the
uncertainty. But this method ignores the semantic

equivalence phenomenon in generated texts. Kuhn
et al. (2023) propose semantic entropy to solve the
difficulty of semantic equivalence in uncertainty
estimation. FLARE (Jiang et al., 2023) actively
decides when and what to retrieve from external
knowledge resources based on the token proba-
bilities across the generation. Yang et al. (2023)
implement multiple uncertainty calculation meth-
ods based on the token-level logit output. Ren et al.
(2023) utilise uncertainty alignment of LLM-based
planners in solving complex step-by-step planing
problems for robots via conformal prediction.
Prompt-based Methods. Tian et al. (2023); Kada-
vath et al. (2022); Lin et al. (2022) prompt LLMs to
directly express the confidence or uncertainty along
with their generations. Lin et al. (2023b) propose
to estimate the uncertainty based on the similarities
of multiple generations. We refer the readers for
a more comprehensive overview to read Fadeeva
et al. (2023) and references therein.

We compare both types of methods.2

2Since our focus is not on improving the performance of
the uncertainty estimation methods, we didn’t aim for solv-

6664



3 Uncertainty-Aware Language Agent

We present Uncertainty-Aware Language Agent,
UALA, a framework that integrates uncertainty in
language agent’s cycle of Thought, Action, and
Observation. The uncertainty moderates the inter-
action between the LLM and the external world,
facilitating a more effective and efficient dynamic.
Given an input question, the agent’s potentially
goes through 3 modes of attempt, each involving a
thought, an action, and an observation (similar to
ReAct). Figure 1 presents real trajectories for each
mode of attempt. In our approach, as illustrated
in Example (a), we initially generate a response
to a query using standard or Chain-of-Thought
(CoT; Wei et al. (2022)) prompting. This response
is then assessed by an uncertainty estimation mod-
ule, which determines the subsequent action be-
tween two courses: either accepting the response
as-is, or employing external tools for a more certain
solution, as shown in Example (b). This process
is similarly applied when using tool-activated re-
sponses. If the uncertainty remains high post-tool
engagement, the agent seek assistance from an ex-
ternal source such as a human, as depicted in Ex-
ample (c). This protocol ensures a more robust and
reliable response generation by actively addressing
uncertainty at each step. Next, we describe our
uncertainty estimation mechanisms.

3.1 Uncertainty Estimation

Uncertainty estimation methods are broadly cat-
egorised into two types: single-inference based
and multi-inference based. Single-inference uncer-
tainty estimation calculates the uncertainty based
on one output, necessitating access to the token log-
probabilities within that output. Multi-inference
uncertainty estimation computes the uncertainty
based on a set of outputs, eliminating the need for
individual token log-probabilities.

3.1.1 Single-inference Uncertainty Estimation
The methods employed vary based on the answer
being a single-token (e.g., yes or no) or free-form
(multi-token) format.
Free-form Answer. Given an output (i.e., Thought,
Observation) containing an answer, the answer
Y comprising n tokens [y1, y2, . . . , yn] along
with their corresponding token log-probabilities
[p1, p2, . . . , pn] is extracted.Following the previ-

ing the potential issues (i.e., semantic equivalence, inequality
biases) when using logits-based methods.

Method Formula
Minimum u = − log(min(z1, z2, . . . , zn))
Average u = − log(Avg(z1, z2, . . . , zn))
Normalised Product u = − log(z1 × z2 × . . .× zn)

1
n

Log-sum u = −∑n
i=1 log(zi)

Entropy u = −∑n
i=1 zi · log(zi)

Table 1: Five methods of calculating the uncertainty u
of a free form output of length n.

ous work (Yang et al., 2023), we first apply a soft-
max function to the token log-probabilities to ob-
tain [z1, z2, . . . , zn]. Subsequently, we explore five
methods of calculating the uncertainty u based on
the probabilities (see Table 1 for a summary).
Single-token Answer. For single-token answers,
applying a softmax function to their log-probability
is not meaningful due to the presence of only one
token. Instead, the uncertainty is determined di-
rectly by taking the absolute value of the token’s
log-probability. In this scenario, a higher proba-
bility of the token (approaching 1) results in its
log-probability nearing 0, indicating low uncer-
tainty. Conversely, a lower token probability sig-
nifies higher uncertainty. Therefore, for a given
answer token y with log-probability p, the uncer-
tainty is defined as u = |p|.

3.1.2 Multi-inference Uncertainty Estimation
Multi-inference uncertainty estimation calculates
the uncertainty of an answer based on multiple
outputs from an LLM. This process begins with
obtaining a primary answer, a∗, using the LLM’s
greedy decoding method. Subsequently, the LLM
is prompted to sample n = 9 additional answers
with temperature 0.7, forming answers set A =
{a1, a2, . . . , an}. The uncertainty of the primary
answer is then calculated based on how frequently
it appears within set A. Essentially, the less fre-
quently a∗ occurs in A, the higher the uncertainty
attributed to it, and vice versa. Specifically,

u =
1

n

n∑

i=1

δ (ai, a∗) , (1)

where δ (ai, a∗) is an indicator function that
equals to 1 if ai ̸= a∗, and 0 otherwise.

3.1.3 Uncertainty Threshold
The decision to accept an answer or resort to al-
ternative mechanisms hinges on the level of uncer-
tainty associated with that answer. To this end, we
propose different ways of setting the uncertainty
threshold for single-inference and multi-inference
uncertainty estimation.
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For Single-inference setting, we adopt a sub-
set of the training data to create a calibration set.
We first use standard prompting or CoT prompting
to query an LLM to get the answers and collect
the correctly answered questions as the calibra-
tion set. We show this subset could be as small as
200 examples (see Appendix D). We use a single-
inference uncertainty estimation method to calcu-
late the uncertainty of each answer in the calibra-
tion set. The same single-inference uncertainty
estimation method is used for the calibration set
and test set. Based on the answer uncertainty in
the calibration set, we apply three methods to esti-
mate the threshold.3 Specifically, the Max method
utilises the maximum uncertainty in the calibra-
tion set as the threshold, while the Mean uses the
average uncertainty, and the last approach uses a
Quantile (Ren et al., 2023) value of uncertainty in
calibration set as the threshold. For the estimation
of uncertainty threshold in Multi-inference setting,
we adopt the same subset of the training data as the
calibration set. We use the average uncertainty of
the answers in the calibration set as the threshold.

Figure 1 provides examples of the UALA trajec-
tories. After obtaining the uncertainty threshold,
for an answer where the uncertainty is above the
threshold, alternative modes are activated (i.e., Tool
Activation as in Example b, or asking from human
if tool-use result is still uncertain as in Example c).

4 Experiments

We explore three types of QA tasks and utilise
Wikipedia and Google Search and external tools:
HotpotQA (Yang et al., 2018) is a challenging QA
dataset which requires multi-hop reasoning over
some Wikipedia passages. The answer of the ques-
tions in HotpotQA is free-form with an arbitrary
length. We randomly select 500 questions from
the training set for the creation of calibration set,
and 500 questions from the dev set for evaluation
using the same random seed as ReAct (Yao et al.,
2023). StrategyQA (Geva et al., 2021) is an open-
domain QA dataset which requires implicit reason-
ing steps. It only contains binary answers (yes or
no). We randomly select 500 questions from the
training set to create the calibration set. For the
evaluation, we use the same dev set used in Fire-
Act (Chen et al., 2023) containing 229 questions.

3For cost reason, we apply the same estimation when de-
ciding to accept the LLM (as in Example a) or Tool-activated
responses (as in Example b and c of Figure 1).

MMLU (Hendrycks et al., 2021) is a multi-choice
QA dataset in various domains which covers 57
tasks including elementary mathematics, US his-
tory, computer science, law, and more. This dataset
is to evaluate model’s academic and professional
understanding. Each question contains four options
and only one option is correct. To cover all differ-
ent topics, we randomly sample 10 questions for
each task from dev set to create the calibration set,
and similarly sampled 10 question for each task
(total of 570 questions) from test set for evaluation.
Wikipedia. Following the Wikipedia web API
setting used in ReAct (Yao et al., 2023), the tool
prompt contains three actions. (1) search[entity],
which returns the initial five sentences from the
entity wiki page if it exists. Otherwise, it suggests
the top five similar entities from the Wikipedia
search engine. (2) lookup[string], which func-
tions akin to the Ctrl+F in a browser, returning the
subsequent sentence on the page containing the
specified string. (3) finish[answer], which con-
tains an answer and finishes the current task. This
tool is used to retrieve some relevant knowledge
of the entities in the query, which helps the agent
to do the reasoning based on the external knowl-
edge and its internal knowledge. The Wikipedia
tool is used for HotpotQA and StrategyQA datasets.
The universality of Google Search. is better than
Wikipedia. It can search any query which is suit-
able for more complex reasoning tasks. Therefore,
we adopt Google Search tool for MMLU task. Fol-
lowing FireAct (Chen et al., 2023), the Google
search tool we use is based on SerpAPI4. The tool
prompt contains two actions: (1) search[query],
which searches a query on Google and returns a
short snippet containing the answer of the query.
The returned snippet is the first existent item from
“answer box”, “answer snippet”, “highlight words”,
or “first result snippet”, which ensures the response
is short and relevant. (2) finish[answer], which
returns the answer and finishes the episode.

4.1 Baselines and Experimental Setup
Baselines. We conduct experiments on Chat-
GPT5 and LLaMA2 (Touvron et al., 2023). For
ChatGPT, since we need access to the token log-
probability for uncertainty estimation, we use
gpt-3.5-turbo-instruct which is a Completion
API. For LLaMA2, we adopt LLaMA2-70B as

4https://serpapi.com
5https://openai.com/blog/

gpt-3-5-turbo-fine-tuning-and-api-updates
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our main backbone, and also compare the perfor-
mance of different sizes of LLaMA2 (7B and 13B)
in Section 4.4. We compare UALA with Stan-
dard (Brown et al., 2020), Chain-of-Thought
(CoT; Wei et al. (2022))6, Self-Consistency (SC;
Wang et al. (2023))7, ReAct(Yao et al., 2023)8, and
Backoff which backs off to response by Standard
or CoT when the Tool Activation trajectories do not
arrive at an answer within a given number of steps.
For UALA, when the result includes human oracle
help, it is marked by +Oracle. We also compare
with the CRITIC (Gou et al., 2023) in Section B.
Prompts and few-shot examples are in Appendix H.

Experimental Setup. In all our experiments,
unless stated otherwise, we use Entropy for free-
form single-inference uncertainty estimation for
HotpotQA and 0.9 Quantile for single-inference
uncertainty threshold estimation, which perform
best in the training set (we demonstrate the ef-
fect of various uncertainty estimation and thresh-
old methods in Appendix E and Quantile value in
Section A). We compare different free-form single-
inference uncertainty estimation methods in Sec-
tion E. The multi-inference uncertainty estimation
is based on 9 samples generated using temperature
0.7. For HotpotQA, we use 6-shot learning and
for StrategyQA and MMLU we use 4-shot learn-
ing. For HotpotQA, since CoT performs better than
Standard, we use CoT as the base prompt method.
For StrategyQA and MMLU, we use Standard as
the base prompt method. Following the previous
work (Chen et al., 2023; Yao et al., 2023), we eval-
uate using the exact match (EM). In addition, we
also report the total number of tool calls in the
bracket following the EM.

4.2 Main Results

Our main results are demonstrated in Table 2 (for
relative improvement details, refer to Table 13 of
Appendix). Some key observations:

(1) CoT outperforms Standard on HotpotQA,
while Standard excels on StrategyQA and MMLU.
Self-Consistency consistently enhances results
across three datasets and two LLMs. ReAct,
when used for every instance, underperforms
Standard/CoT/Self-Consistency. With the integra-

6We use “Let’s think step by step.” (Kojima et al., 2022).
7Generates multiple outputs using a sampling method and

takes the majority result as the final answer. For the sampling
method, we use temperature 0.7 to generate 9 samples.

8Combines the CoT with actions to retrieve relevant knowl-
edge from external tools, synergizing reasoning and acting.

tion of backoff, ReAct+Backoff shows improve-
ment but is generally behind Self-Consistency,
highlighting the benefit of SC’s sampling and ma-
jority voting as a proxy for capturing uncertainty.

(2) UALA-S significantly betters ReAct’s per-
formance, cutting tool use by over half, and sur-
passes Standard/CoT across all datasets. UALA-
M achieves similar performance to UALA-S but
with increased tool use. UALA-S+Backoff out-
performs ReAct+Backoff and often exceeds Self-
Consistency. UALA-M+Backoff delivers the best
results in all settings on three datasets.

(3) The largest gain in improvement by UALA
is observed for HotpotQA (free-form), followed
by StrategyQA (binary), and MMLU (multiple
choice). This is expected as the free-form response
space is much larger and diverse, compared with
MCQ type of questions. In Section 4.3, we high-
light the difference in gain could be explained in
terms of the amount of uncertainty divergence be-
tween correct and incorrect answers in each task.

(4) The average (single-inference and multi-
inference) EM improvement for ChatGPT with
LLaMA2-70B compared to Standard/CoT results:
ChatGPT gains 11.7% and LLaMA2-70B gains
8.9%. This could be an indication that ChatGPT
is likely to produce better-calibrated probability
estimates, leading to a more reliable uncertainty
estimation on training set that generalises to test
set. This could be an artefact of the two models’
difference in size and training protocol. For further
analysis of the inference cost see Section 4.5.

(5) The results from UALA-S+Oracle under-
score an additional aspect of the value of uncer-
tainty. This feature is particularly crucial in sen-
sitive domains, as it can deter the agent from gen-
erating incorrect responses. Instead of risking an
erroneous answer, the agent defers to human (we
simulate this by using gold answer) when the re-
sponse uncertainty is still high after tool activation.

4.3 Correct vs. Incorrect Answer Uncertainty

Figure 2 illustrates the uncertainty visualisation or
single-inference and multi-inference answers on
HotpotQA (500, dev set), StrategyQA (229, dev
set), and MMLU (570, test set) with ChatGPT.
In both single-inference and multi-inference set-
tings, correct answers consistently exhibit lower
uncertainty compared to incorrect ones. This dif-
ference is statistically significant (see Table 12 of
Appendix). When calculating the difference be-
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Methods ChatGPT LLaMA2-70B

HotpotQA StrategyQA MMLU HotpotQA StrategyQA MMLU

Baselines

Standard 29.8(0) 57.6(0) 69.0(0) 30.0(0) 65.9(0) 64.7(0)
CoT 34.8(0) 55.9(0) 49.1(0) 35.6(0) 63.8(0) 39.3(0)
Self-Consistency 39.4(0) 58.5(0) 70.0(0) 37.4(0) 67.7(0) 67.2(0)
ReAct 32.0(2,114) 55.5(709) 55.8(1,824) 32.4(2,094) 58.1(890) 30.7(2,808)
ReAct+Backoff 35.4(2,114) 61.6(709) 59.8(1,824) 37.0(2,094) 66.8(890) 62.8(2,808)

Ours

UALA-S 38.2(403) 65.5(134) 69.8(662) 36.4(350) 69.0(298) 56.7(1354)
UALA-S+Backoff 39.2(403) 66.4(134) 71.4(662) 37.3(350) 71.6(298) 69.8(1354)
UALA-S+Oracle 41.4(403) 67.5(134) 75.8(662) 42.2(350) 80.1(298) 70.5(1354)
UALA-M 39.8(1,183) 63.8(234) 67.9(641) 38.4(925) 66.1(572) 56.7(1,196)
UALA-M+Backoff 41.3(1,183) 66.9(234) 72.2(641) 40.2(925) 71.8(572) 70.3(1,196)

Table 2: Results of three question answering datasets on ChatGPT and LLaMA2-70B. The metric is exact match
(EM) and the number in the bracket represents the number of tool calls. UALA-S denotes using single-inference
uncertainty estimation method and UALA-M denotes using multi-inference uncertainty estimation method.
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Figure 2: The boxplots of uncertainty range for correct
and incorrect answers of three datasets on ChatGPT.

tween the average uncertainty of correct and incor-
rect answers we observe the largest difference to
belong to HotpotQA, followed by StrategyQA, and
MMLU. This explains why the gain from UALA
follows the same pattern in the main results.

4.4 Effect of LLM Size

We experimented with HotpotQA using LLaMA2-
7B and LLaMA2-13B, employing the same settings
followed for the LLaMA2-70B experiments. As
reported in Table 3, we observe a similar trend to
our main results. It is noteworthy that the gain is
sensitive to the backbone LLM size. For example,
comparing ReAct and UALA-S, the gain is 35%
on 7B, shrinks to 29% for 13B, and then to 19%
for the 70B. This is anticipated as larger model
capacity could allow for a more confident learning
of the data distribution during training.

4.5 Inference Cost

Figure 3 reports the number of output tokens and
tool calls per method. ReAct consumes substan-
tially more (5×) output tokens than CoT. Com-
pared with ReAct, UALA-S reduces the number of
output tokens by more than 65%. UALA-M con-
sumes more output tokens as it relies on multiple
inference. Both UALA methods can substantially
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LLaMA2-7B 21.2 21.8 22.0 16.8 23.8 22.8 24.2 22.6 24.6
(0) (0) (0) (2,324) (2,324) (479) (479) (1,386) (1,386)

LLaMA2-13B 23.4 24.8 26.4 19.8 25.0 25.6 27.3 26.5 28.4
(0) (0) (0) (2,371) (2,371) (539) (539) (1,525) (1,525)

Table 3: HotpotQA Results on LLaMA2-7B and 13B.

reduce tool calls more than 50% compared with
ReAct. Table 4 demonstrates the average inference
time per instance for different methods and LLMs
on HotpotQA. Standard and CoT do not involve an
external tool call, hence faster inference time. The
UALA-S, given its selective tool call, has a much
lower inference time compared with ReAct. These
figures highlight a practical benefit of using uncer-
tainty to reduce the number of token usage and tool
calls, along with a significant gain in performance.

4.6 Verbalised Uncertainty Self-Awareness

A recent work (Tian et al., 2023) reports that RLHF-
LMs (e.g., ChatGPT) are able to directly verbalise
well-calibrated confidence score along with the pre-
dicted answer by prompting. This uncertainty es-
timation method can also be used in UALA. To
verify this idea, we use their prompt templates
modified for our task (See Appendix G) to gen-
erate the answer with a corresponding confidence
score ranging from 0 to 1. When the confidence
of an answer is low (i.e., uncertainty is high), we
follow the similar protocol to our approach. For the
confidence threshold, we demonstrate the results
of using threshold value from 0.1 to 0.9. The re-
sult of HotpotQA on ChatGPT is shown in Table 5.
When using confidence threshold value below 0.8,
both of these two methods achieve better results
with a small number of tool-use than baselines, but
the improvement still falls behind our uncertainty-
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Figure 3: The number of output tokens and tool calls.

Standard CoT ReAct UALA-S
ChatGPT 0.5s/it 1s/it 12s/it 3s/it
LLaMA2-70B 50s/it 50s/it 180s/it 70s/it
LLaMA2-13B 25s/it 25s/it 120s/it 45s/it
LLaMA2-7B 20s/it 20s/it 100s/it 35s/it

Table 4: The average inference time per instance (sec-
onds/iteration) of different methods for HotpotQA. The
inference of LLaMA2 is done on a single A40 GPU.

estimation methods (in Table 2). We observe that
when the model verbalises confidence, there is a
large number of answers with confidence above 0.9,
leading to degradation of performance and increase
of tool-use with 0.9 threshold. This observation un-
derscores that despite the accessibility of expressed
confidence of LLMs, in practice it remains as an
unreliable indicator of answer uncertainty.

4.7 Language Agent Fine-tuning vs. UALA

We demonstrate the comparison between UALA-S
and fine-tuning language agents following the Fire-
Act setting (Chen et al., 2023). For ChatGPT, we
use the official GPT-3.5-Turbo fine-tuning API; for
LLaMA2-70B, we use LoRA (Hu et al., 2022). To
have a side-by-side comparison, we use the same
500 training samples used for the calibration set,
to construct the fine-tuning data. Mimicking the
FireAct setting, we ran the 500 examples using
ReAct with ChatGPT, and collected the successful
trajectories as the training data for FireAct. This
amounted to 162 training examples for HotpotQA
and 283 for StrategyQA. In addition, to match the
amount of training data as FireAct setting, we also
ran an additional 1000 examples to increase the
amount of successful training trajectories to 512
for HotpotQA and 567 for StrategyQA. The results
of supervised fine-tuning of Language Agents in-
stances are presented in Table 6.

Interestingly, on HotpotQA using 162 training
examples, FireAct under-performs the few-shot (6-
shots) ReAct agent, while it outperforms ReAct on
StrategyQA using 283 training examples. Increas-
ing the amount of training data to 500+ leads to im-

Confidence 0.1 0.3 0.5 0.7 0.9
Verbal 37.2 (29) 37.4 (69) 37.2 (87) 37.2 (97) 34.4 (1,109)
+Backoff 37.2 (29) 37.5 (69) 37.3 (87) 37.3 (97) 36.8 (1,109)

Table 5: The results of HotpotQA on ChatGPT using
LLM’s verbalised confidence (Tian et al., 2023) instead
of uncertainty estimation.

Tasks Methods Training Size ChatGPT LLaMA2-70B

HotpotQA

FireAct 162 27.8 27.8
FireAct 512 33.8 30.0
ReAct No fine-tuning 32.0 32.4
UALA-S No fine-tuning 38.2 36.4

StrategyQA

FireAct 283 60.7 63.8
FireAct 567 64.9 64.6
ReAct No fine-tuning 55.5 58.1
UALA-S No fine-tuning 65.6 69.0

Table 6: Results of FireAct vs. UALA-S on HotpotQA
and StrategyQA. The ReAct and UALA-S results are
based on 6-shot and the off-the-shelf LLM backbones.

provement on both LLMs with fine-tuned ChatGPT-
based agents outperforming the ReAct counterpart
on both datasets. UALA-S achieves the best re-
sult without any fine-tuning and using only the 500
samples for creating the calibration set. This capi-
talises an obvious empirical advantage for utilising
uncertainty instead of fine-tuning in the presence of
small amount of data. Fine-tuning still has its own
merit in the presence of large training data. As high-
lighted by Chen et al. (2023), smaller open-source
LMs could potentially catch up with stronger LMs
on a particular task given enough fine-tuning data.

5 Conclusion

We present the Uncertainty-Aware Language Agent
(UALA), which improves a language agent’s effi-
ciency in interaction with the external world to
answer various QA problems. We first measure the
uncertainty of an agent on a small set of examples
and establish an acceptable uncertainty threshold.
Then the uncertainty estimation function is inte-
grated into a language agent’s trajectory of Think-
Act-Observe by measuring the uncertainty of gen-
erated answers, and then choosing to accept the
answer or to resort to external resources or human.
This approach does not require any training and the
language agent is prompted by few-shot learning.
We find that this technique significantly improves
the language agent’s performance on various QA
tasks (regardless of the backbone LLM size), and
offers a much more resource-efficient solution (sub-
stantially lower tool calling, and less number of
output tokens). We also show that UALA outper-
forms fine-tuning language agents in the presence
of small amount of data.
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Limitations

There are important limitations on UALA as pre-
sented. The approach presented here requires task-
specific uncertainty selection and calibration set.
Additionally, we select the threshold based on the
responses from Standard or CoT prompting of the
LLM, which may not be the optimal choice for un-
certainty within a trajectory. Moreover, we mainly
focus on QA tasks and investigate limited types
of tools. It is worth applying our framework on
other types of tasks with different tools (e.g., math-
ematical reasoning tasks with program interpreters).
Nonetheless, integrating uncertainty is a necessary
element for designing intelligent language agents,
and we believe that UALA can serve as the basis
of more sophisticated techniques across domains.

Ethics Statement

UALA is designed to serve as the basis of
uncertainty-aware language agents and foster the
research of creating more sophisticated language
agents. This framework can also facilitate build-
ing uncertainty-aware AI agent applications and
research based on open-source LLMs. Our frame-
work does not involve training, hence we are not
introducing new forms of biases through adjusting
the models’ weights. Nonetheless, UALA frame-
work builds on existing LLMs and inherits their
well-documented potential biases and of misuse
associated with these models. Furthermore, as
language agents like UALA utilise external tools,
including search engines, they introduce an addi-
tional layer of potential bias and risk. The predic-
tive behavior of the model is tailored by the outputs
from these search engines. Our design allows for
traceability of source (i.e., LLM vs. External en-
gine), but we have not implemented any mitigation
strategy for detecting these biases in the search en-
gine responses. Similarly, our design does not have
any mechanism to detect or prevent potential pri-
vacy violations that may arise through the search
engine responses.
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Appendix

A Effect of Quantile Value

To investigate the effect of the quantile value used
in single-inference uncertainty threshold estima-
tion, we compare the results of using different quan-
tile values from 0.1 to 0.9 on HotpotQA using Chat-
GPT and LLaMA2-70B, shown in Figure 4. As the
increase of quantile value, the number of instances
with tool-use decreases. This is because the quan-
tile is based on the uncertainty of the calibration
set, larger quantile value indicates higher uncer-
tainty threshold, which leads to less tool-use. For
UALA-S, large quantile value (i.e., 0.9) has the best
performance on both LLMs. When using backoff,
the trend is the same on ChatGPT, but LLaMA2-
70B has the opposite trend. Based on our obser-
vation, we find the reason is that LLaMA2-70B is
more likely to generate a null answer than ChatGPT
(generate a wrong answer) when the external tool
fails to provide useful information, which can be
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Figure 4: The results on HotpotQA, using different
quantile values for uncertainty threshold estimation in
single-inference with ChatGPT (left) and LLaMA2-70B
(right). The uncertainty estimation method used is En-
tropy.

Methods EM
CoT 34.8(0)
CRITIC 41.0(1,500)
CRITIC w/o Tool 35.6(1,500)
UALA-S-CRITIC 39.0(597)
UALA-S-CRITIC w/o Tool 38.0(597)
UALA-M-CRITIC 40.6(795)
UALA-M-CRITIC w/o Tool 37.4(795)

Table 7: HotpotQA Results using CRITIC (Gou et al.,
2023) on ChatGPT. The round of iterative correction in
CRITIC is three.

amended by the backoff setting. However, UALA-
S+Backoff on ChatGPT with a large quantile value
can achieve the same good performance but with
only a small number of tool-use.

B Integrating UALA in the CRITIC
Framework

The CRITIC (Gou et al., 2023) enables the LLMs
to verify and iteratively self-correct their output
through interaction with external tools. Follow-
ing the CRITIC (Gou et al., 2023) work, we also
compare two settings: using Google Search as the
external tool and using the LLM instead of an exter-
nal tool (CRITIC w/o Tool) without changing the
prompt of CRITIC to generate evidence. Based
on CoT outputs, we conduct standard CRITIC
and our uncertainty-based CRITIC. Specifically,
based on the uncertainty of the answer, we choose
whether to do CRITIC or keep the answer. For
single-inference estimation, we use Log-sum and
0.8 quantile for threshold estimation. The multi-
inference uncertainty estimation is based on 9 sam-
ples generated using temperature 0.7.

The results are demonstrated in Table 7. Stan-
dard CRITIC performs much better than CRITIC
w/o Tool and both of them improve the CoT re-
sult effectively. Our uncertainty-based methods
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Models Methods
Standard CoT ReAct UALA-S UALA-M

HotpotQA
ChatGPT 3,261 29,152 308,480 86,893 460,366
LLaMA2-70B 1,997 28,957 403,132 95,984 496,604

StrategyQA
ChatGPT 1,134 23,222 113,106 22,721 48,709
LLaMA2-70B 229 23,999 169,543 56,916 95,471

MMLU
ChatGPT 574 61,202 200,450 75,095 78,453
LLaMA2-70B 570 55,761 320,151 159,367 144,589

Table 8: The total number of output tokens for each
method on ChatGPT and LLaMA2-70B.

reduce the frequency of tool-use by nearly half, but
still achieve great results on par with the standard
CRITIC. Moreover, both of the S-Un-CRITIC w/o
Tool and M-Un-CRITIC w/o Tool achieve better re-
sults than standard CRITIC w/o Tool. These results
indicate the effectiveness and generalisation of our
proposed uncertainty-based tool-use methods with
regard to different tool-use frameworks.

C Uncertainty-aware Method (UALA) vs.
Fine-tuning Method (FireAct)

Based on the published results of Chen et al.
(2023), we also compare results between the
uncertainty-aware method (UALA) and fine-tuning
method (FireAct) in Table 9. FireAct uses a mix
of training data from these three datasets (2,470
samples in total) to do multi-task learning (the set-
ting reported as their best result). We report the
results provided in their paper and calculate its im-
provement of over ReAct. For the UALA, we calcu-
late the improvement of UALA-M+Backoff setting
over ReAct. Our UALA obtains more improve-
ments than FireAct over all three tasks. UALA also
requires less training data to construct the calibra-
tion set compared with fine-tuning data creation
in FireAct. For instance, on HotpotQA, FireAct
collects 2,000 training questions for fine-tuning
data curation, while UALA only uses 500 training
questions to create calibration set.

D Effect of Different Sizes of Calibration
Set for UALA-S

The single-inference uncertainty threshold estima-
tion is based on a calibration set which consists of
correctly answered questions (Section 3.1.3). To
probe the effect of calibration set’s size, we vary the
set size (200 to 2000 instances) using the same un-
certainty estimation setting. The performance has
a negligible fluctuation between 37.6-38.2, while
the Pearson correlation coefficient of 0.29 and the
p-value of 0.39 (p < .05) indicate no statistically

significant correlation between the calibration set
size and the downstream performance. This sug-
gests a calibration set of less than 200 examples
could suffice in practice. See Table 10 for details.

E Single-inference Estimation Methods
Comparison Results

For single-inference estimation of the free-form an-
swer, we investigate the effect of five methods de-
scribed in Section 3.1.1 and the uncertainty thresh-
old estimation methods described in Section 3.1.3.
The results (on 500 instances of HotpotQA dev set)
are shown in Table 11. Most settings perform better
than CoT and ReAct. When using Max and Quan-
tile as the threshold estimation method, there is
no significant difference between these five uncer-
tainty estimation methods on both LLMs. For the
Mean threshold estimation method, Normalised
Product and Log-sum perform better than other
three uncertainty estimation methods. It also has
more tool-use instances than the other two thresh-
old estimation methods. Overall, the Quantile
achieves the best performance on both LLMs.

F Comparison of Uncertainty for Correct
vs. Incorrect Answers

As described in Section 4.3, we calculated the mean
uncertainty of correct and incorrect answers. Ta-
ble 12 demonstrates the difference of the two value
across three datasets, and various other statistical
tests on the means to highlight the significance of
the difference between uncertainties for correct and
incorrect responses.

G Verbalised Confidence Prompt
Template

Solve a question answering task. Your
task is to generate Thought and Answer
where a Thought can reason about the
current situation by thinking step by
step. Provide the probability that the
answer is correct (0.0 to 1.0). Give
ONLY the probability in the format of
Answer[Probability], no other words or
explanation.
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Tasks Fine-tuning Improvement Uncertainty-aware Improvement
ReAct FireAct abs./rel. diff ReAct UALA abs./rel. diff

HotpotQA 31.4 39.6 ↑8.2/26.1% 32.0 41.2 ↑9.2/28.8%
StrategyQA 61.0 72.9 ↑11.9/19.5% 55.5 66.9 ↑11.4/20.5%
MMLU 58.6 65.8 ↑7.2/12.3% 55.8 72.2 ↑16.4/29.3%

Table 9: The comparison between fine-tuning method (FireAct) and our uncertainty-aware method (UALA). Since
the data split is not exactly the same for all tasks, we report the comparison results with ReAct. FireAct uses
multi-task learning results (numbers provided in their paper) and UALA uses UALA-M+Backoff results. Both
methods are on ChatGPT (fine-tune vs. few-shot learning).

Calibration Set Size 178 386 558 745 937 1132 1330 1546 1752 1960 2145
Performance 38.2(403) 37.6(503) 37.6(503) 38.2(485) 38.2(485) 37.6(503) 37.6(503) 37.8(500) 38.2(485) 38.2(485) 38.2(485)

Table 10: Results of different sizes of calibration set for single-inference uncertainty threshold estimation (UALA-S)
on HotpotQA using ChatGPT. Numbers in parenthesis are tool calls.

Uncertainty Threshold Estimation Methods
ChatGPT LLaMA2-70B

Uncertainty Estimation Methods Max Mean Quantile Max Mean Quantile
Minimum 35.6(90) 33.0(1,531) 38.0(486) 35.8(80) 32.2(1,567) 35.8(352)
Average 35.8(110) 33.0(1,531) 38.2(406) 35.8(68) 32.2(1,567) 36.2(380)
Normalised Product 35.8(121) 36.8(943) 38.2(478) 35.8(77) 34.2(1,196) 35.8(352)
Log-sum 35.8(121) 36.8(943) 38.2(478) 35.8(77) 34.2(1,196) 35.8(352)
Entropy 35.8(114) 33.0(1,531) 38.2(403) 35.6(51) 32.2(1,567) 36.4(350)

Table 11: Results on HotpotQA comparing different settings of single-inference uncertainty estimation methods
(five methods) and uncertainty threshold estimation methods (three methods) on ChatGPT and LLaMA2-70B. We
use 0.9 as quantile value for Quantile method. Bold shows the best result for each LLM among all different settings.
The CoT results with no tool calls are (ChatGPT, EM: 34.8) and (LLaMA2-70B, EM: 35.6). The ReAct results with
100% tool calls are (ChatGPT, EM: 32.0) and (LLaMA2-70B, EM: 32.4).

Dataset Sample Size Difference in Means T-test P-value Cohen’s d

Single-Inference
HotpotQA 500 0.68 3.0382 0.0039758 0.7845
StrategyQA 229 0.40 4.2226 0.00012028 1.0903
MMLU 570 0.34 4.6761 0.00001912 1.2074

Multiple-Inference
HotpotQA 500 0.44 24.2285 3.34× 10−101 1.5323
StrategyQA 229 0.32 9.4750 3.27× 10−19 0.8855
MMLU 570 0.21 16.5838 9.11× 10−55 0.9823

Table 12: Comparison of uncertainty for Correct vs. Incorrect answers on test set based on mean and standard
deviation: Means Difference, T-test, Cohen’s effect size on HotpotQA, StrategyQA, and MMLU. The backbone
LLM is ChatGPT.

Methods ChatGPT LLaMA2-70B

HotpotQA StrategyQA MMLU Avg. HotpotQA StrategyQA MMLU Avg.
Absolute (Relative) Performance Improvement

UALA-S+Backoff ↑4.4(12.6%) ↑8.8(15.2%) ↑2.4(3.5%) ↑5.6(10.4%) ↑1.7(4.8%) ↑5.7(8.6%) ↑5.1(7.9%) ↑4.2(7.1%)
UALA-M+Backoff ↑6.5(18.7%) ↑9.3(16.1%) ↑3.2(4.6%) ↑6.3(13.1%) ↑4.6(12.9%) ↑5.9(9.0%) ↑5.6(8.7%) ↑5.4(10.2%)

Absolute (Relative) Tool Calls Decrement
UALA-S+Backoff ↓1,711(80.9%) ↓575(81.1%) ↓1,162(63.7%) ↓1,149(75.2%) ↓1,744(83.3%) ↓592(66.5%) ↓1,454(51.8%) ↓1,263(67.2%)
UALA-M+Backoff ↓931(44.0%) ↓475(67.0%) ↓1,183(64.9%) ↓863(58.6%) ↓1,169(55.8%) ↓318(35.7%) ↓1,612(57.4%) ↓1,033(49.6%)

Table 13: The statistics of absolute (relative) performance improvement between UALA+Backoff methods and
Baselines (CoT for HotpotQA, and Standard for StrategyQA and MMLU); absolute (relative) tool calls decrement
between UALA+Backoff and ReAct.
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H Full Prompt Templates

HotpotQA
Standard
Answer the question:
Question: What is the elevation range for the area that the eastern sector of the Colorado orogeny extends
into?
Answer: 1,800 to 7,000 ft

Question: Musician and satirist Allie Goertz wrote a song about the "The Simpsons" character Milhouse,
who Matt Groening named after who?
Answer: Richard Nixon

Question: Which documentary is about Finnish rock groups, Adam Clayton Powell or The Saimaa
Gesture?
Answer: The Saimaa Gesture

Question: What profession does Nicholas Ray and Elia Kazan have in common?
Answer: director, screenwriter, actor

Question: Which magazine was started first Arthur’s Magazine or First for Women?
Answer: Arthur’s Magazine

Question: Were Pavel Urysohn and Leonid Levin known for the same type of work?
Answer: Yes
Chain-of-Thought (CoT)
Solve a question answering task. Your task is to generate Thought and Answer where a Thought can
reason about the current situation by thinking step by step.
Here are some examples.
Question: What is the elevation range for the area that the eastern sector of the Colorado orogeny extends
into?
Thought: Let’s think step by step. The eastern sector of Colorado orogeny extends into the High Plains.
High Plains rise in elevation from around 1,800 to 7,000 ft, so the answer is 1,800 to 7,000 ft.
Answer: 1,800 to 7,000 ft

Question: Musician and satirist Allie Goertz wrote a song about the "The Simpsons" character Milhouse,
who Matt Groening named after who?
Thought: Let’s think step by step. Milhouse was named after U.S. president Richard Nixon, so the answer
is Richard Nixon.
Answer: Richard Nixon

Question: Which documentary is about Finnish rock groups, Adam Clayton Powell or The Saimaa
Gesture?
Thought: Let’s think step by step. Adam Clayton Powell (film) is a documentary about an African-
American politician, not Finnish rock groups. So the documentary about Finnish rock groups must instead
be The Saimaa Gesture.
Answer: The Saimaa Gesture

Question: What profession does Nicholas Ray and Elia Kazan have in common?
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Thought: Let’s think step by step. Professions of Nicholas Ray are director, screenwriter, and actor.
Professions of Elia Kazan are director, producer, screenwriter, and actor. So profession Nicholas Ray and
Elia Kazan have in common is director, screenwriter, and actor.
Answer: director, screenwriter, actor

Question: Which magazine was started first Arthur’s Magazine or First for Women?
Thought: Let’s think step by step. Arthur’s Magazine was started in 1844. First for Women was started in
1989. 1844 (Arthur’s Magazine) < 1989 (First for Women), so Arthur’s Magazine was started first.
Answer: Arthur’s Magazine

Question: Were Pavel Urysohn and Leonid Levin known for the same type of work?
Thought: Let’s think step by step. Pavel Urysohn is a mathematician. Leonid Levin is a mathematician
and computer scientist. So Pavel Urysohn and Leonid Levin have the same type of work.
Answer: Yes
ReAct
Solve a question answering task with interleaving Thought, Action, Observation steps. Thought can
reason about the current situation, and Action can be three types:
(1) Search[entity], which searches the exact entity on Wikipedia and returns the first paragraph if it exists.
If not, it will return some similar entities to search.
(2) Lookup[keyword], which returns the next sentence containing keyword in the current passage. (3)
Finish[answer], which returns the answer and finishes the task.
Here are some examples.
Question: What is the elevation range for the area that the eastern sector of the Colorado orogeny extends
into?
Thought 1: I need to search Colorado orogeny, find the area that the eastern sector of the Colorado orogeny
extends into, then find the elevation range of the area.
Action 1: Search[Colorado orogeny]
Observation 1: The Colorado orogeny was an episode of mountain building (an orogeny) in Colorado and
surrounding areas.
Thought 2: It does not mention the eastern sector. So I need to look up eastern sector.
Action 2: Lookup[eastern sector]
Observation 2: (Result 1 / 1) The eastern sector extends into the High Plains and is called the Central
Plains orogeny.
Thought 3: The eastern sector of Colorado orogeny extends into the High Plains. So I need to search High
Plains and find its elevation range.
Action 3: Search[High Plains]
Observation 3: High Plains refers to one of two distinct land regions:
Thought 4: I need to instead search High Plains (United States).
Action 4: Search[High Plains (United States)]
Observation 4: The High Plains are a subregion of the Great Plains. From east to west, the High Plains
rise in elevation from around 1,800 to 7,000 ft (550 to 2,130 m).[3]
Thought 5: High Plains rise in elevation from around 1,800 to 7,000 ft, so the answer is 1,800 to 7,000 ft.
Action 5: Finish[1,800 to 7,000 ft]

Question: Musician and satirist Allie Goertz wrote a song about the "The Simpsons" character Milhouse,
who Matt Groening named after who?
Thought 1: The question simplifies to T̈he Simpsonsc̈haracter Milhouse is named after who. I only need
to search Milhouse and find who it is named after.
Action 1: Search[Milhouse]
Observation 1: Milhouse Mussolini Van Houten is a recurring character in the Fox animated television
series The Simpsons voiced by Pamela Hayden and created by Matt Groening.
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Thought 2: The paragraph does not tell who Milhouse is named after, maybe I can look up "named after".
Action 2: Lookup[named after]
Observation 2: (Result 1 / 1) Milhouse was named after U.S. president Richard Nixon, whose middle
name was Milhous.
Thought 3: Milhouse was named after U.S. president Richard Nixon, so the answer is Richard Nixon.
Action 3: Finish[Richard Nixon]

Question: Which documentary is about Finnish rock groups, Adam Clayton Powell or The Saimaa
Gesture?
Thought 1: I need to search Adam Clayton Powell and The Saimaa Gesture, and find which documentary
is about Finnish rock groups.
Action 1: Search[Adam Clayton Powell]
Observation 1: Could not find [Adam Clayton Powell]. Similar: [’Adam Clayton Powell III’, ’Seventh
Avenue (Manhattan)’, ’Adam Clayton Powell Jr. State Office Building’, ’Isabel Washington Powell’,
’Adam Powell’, ’Adam Clayton Powell (film)’, ’Giancarlo Esposito’].
Thought 2: To find the documentary, I can search Adam Clayton Powell (film).
Action 2: Search[Adam Clayton Powell (film)]
Observation 2: Adam Clayton Powell is a 1989 American documentary film directed by Richard Kilberg.
The film is about the rise and fall of influential African-American politician Adam Clayton Powell Jr.[3][4]
It was later aired as part of the PBS series The American Experience.
Thought 3: Adam Clayton Powell (film) is a documentary about an African-American politician, not
Finnish rock groups. So the documentary about Finnish rock groups must instead be The Saimaa Gesture.
Action 3: Finish[The Saimaa Gesture]

Question: What profession does Nicholas Ray and Elia Kazan have in common?
Thought 1: I need to search Nicholas Ray and Elia Kazan, find their professions, then find the profession
they have in common.
Action 1: Search[Nicholas Ray]
Observation 1: Nicholas Ray (born Raymond Nicholas Kienzle Jr., August 7, 1911 - June 16, 1979) was
an American film director, screenwriter, and actor best known for the 1955 film Rebel Without a Cause.
Thought 2: Professions of Nicholas Ray are director, screenwriter, and actor. I need to search Elia Kazan
next and find his professions.
Action 2: Search[Elia Kazan]
Observation 2: Elia Kazan was an American film and theatre director, producer, screenwriter and actor.
Thought 3: Professions of Elia Kazan are director, producer, screenwriter, and actor. So profession
Nicholas Ray and Elia Kazan have in common is director, screenwriter, and actor.
Action 3: Finish[director, screenwriter, actor]

Question: Which magazine was started first Arthur’s Magazine or First for Women?
Thought 1: I need to search Arthur’s Magazine and First for Women, and find which was started first.
Action 1: Search[Arthur’s Magazine]
Observation 1: Arthur’s Magazine (1844-1846) was an American literary periodical published in Philadel-
phia in the 19th century.
Thought 2: Arthur’s Magazine was started in 1844. I need to search First for Women next.
Action 2: Search[First for Women]
Observation 2: First for Women is a woman’s magazine published by Bauer Media Group in the USA.[1]
The magazine was started in 1989.
Thought 3: First for Women was started in 1989. 1844 (Arthur’s Magazine) < 1989 (First for Women), so
Arthur’s Magazine was started first.
Action 3: Finish[Arthur’s Magazine]
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Question: Were Pavel Urysohn and Leonid Levin known for the same type of work?
Thought 1: I need to search Pavel Urysohn and Leonid Levin, find their types of work, then find if they
are the same.
Action 1: Search[Pavel Urysohn]
Observation 1: Pavel Samuilovich Urysohn (February 3, 1898 - August 17, 1924) was a Soviet mathe-
matician who is best known for his contributions in dimension theory.
Thought 2: Pavel Urysohn is a mathematician. I need to search Leonid Levin next and find its type of
work.
Action 2: Search[Leonid Levin]
Observation 2: Leonid Anatolievich Levin is a Soviet-American mathematician and computer scientist.
Thought 3: Leonid Levin is a mathematician and computer scientist. So Pavel Urysohn and Leonid Levin
have the same type of work.
Action 3: Finish[yes]

StrategyQA
Standard
Answer the question:
Question: Will the Albany in Georgia reach a hundred thousand occupants before the one in New York?
Answer: No

Question: Do the anchors on Rede Globo speak Chinese?
Answer: No

Question: Would a student of the class of 2017 have amnesia about 9/11?
Answer: Yes

Question: Is average number of peas in a pod enough commas for a billion?
Answer: Yes
Chain-of-Thought(CoT)
Solve a question answering task. Your task is to generate Thought and Answer where a Thought can
reason about the current situation by thinking step by step.
Here are some examples.
Question: Do the anchors on Rede Globo speak Chinese?
Thought: The anchors on Rede Globo, a Brazilian television network, primarily speak Portuguese as that
is the official language of Brazil. They may have proficiency in other languages, but Chinese is not likely
to be one of the languages commonly spoken by the anchors on Rede Globo. So the answer is no.
Answer: No

Question: Will the Albany in Georgia reach a hundred thousand occupants before the one in New York?
Thought: As of the most recent population estimates, Albany, New York, had a population of approximately
97,000 residents, while Albany, Georgia, had a population of around 73,000 residents. Albany, New York,
is the capital of the state and is a major center for business, education, and government. It has a long
history and economic significance, which attracts people to live and work in the area.On the other hand,
Albany, Georgia, while an important regional center, is a smaller city in comparison. It does not have the
same level of economic or cultural influence as Albany, New York. In conclusion, based on the current
population figures and the different dynamics at play, it is unlikely that Albany, Georgia, will reach a
population of one hundred thousand before Albany, New York. So the answer is no.
Answer: No

Question: Is average number of peas in a pod enough commas for a billion?
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Thought: Generally, a typical pea pod contains around 6 to 9 peas. A billion is a very large number
1,000,000,000 that requires 3 commas, which is less than the average number of peas in a pod. So the
answer is yes.
Answer: Yes

Question: Is the language used in Saint Vincent and the Grenadines rooted in English?
Thought: Saint Vincent and the Grenadines were once British colonies, and English became the dominant
language during the colonial period. After gaining independence in 1979, English remained as the official
language of the country, and it has continued to be used in education, government, media, and daily
communication. English has permeated various aspects of society and is widely spoken by the population,
though local dialects and accents may influence the spoken form of English in the region. So the answer
is yes.
Answer: Yes
ReAct
Solve a question answering task with interleaving Thought, Action, Observation steps. Thought can
reason about the current situation, and Action can be three types:
(1) Search[entity], which searches the exact entity on Wikipedia and returns the first paragraph if it exists.
If not, it will return some similar entities to search.
(2) Lookup[keyword], which returns the next sentence containing keyword in the current passage. (3)
Finish[answer], which returns the answer and finishes the task.
Here are some examples.
Question: Will the Albany in Georgia reach a hundred thousand occupants before the one in New York?
Thought 1: I need to search Albany, Georgia and Albany, New York, find their current number of
occupants, then compare to see which one will reach a hundred thousand first.
Action 1: Search[Albany, Georgia]
Observation 1: Albany is a city in the U.S. state of Georgia. Located on the Flint River, it is the seat of
Dougherty County, and is the sole incorporated city in that county. The population was 77,434 at the 2010
U.S.
Thought 2: The population of Albany, Georgia was 77,434 at the 2010 U.S.
Action 2: Search[Albany, New York]
Observation 2: Albany is the capital city of the U.S. state of New York and the seat of Albany County. It
is located on the west bank of the Hudson River, about 10 miles (16 km) south of its confluence with the
Mohawk River, and about 135 miles (220 km) north of New York City.
Thought 3: It does not mention the population of New York City. So I need to look up population.
Action 3: Lookup[population]
Observation 3: (Result 1 / 1) As of 2020, Albany’s population was 99,224.
Thought 4: Albany, New York has 99,224 occupants in 2020, which is larger than Albany, Georgia. So
Albany in Georgia will not reach a hundred thousand occupants before the one in New York, the answer is
no.
Action 4: Finish[No]

Question: Do the anchors on Rede Globo speak Chinese?
Thought 1: I need to search Rede Globo, and find if the anchors on Rede Globo speak Chinese.
Action 1: Search[Rede Globo]
Observation 1: TV Globo, or simply Globo and alternatively as Global), formerly known as Rede Globo,
is a Brazilian free-to-air television network, launched by media proprietor Roberto Marinho on 26 April
1965.
Thought 2: Rede Globo is a Brazilian television network, and Brazil is not a Chinese-speaking country, so
anchors on Rede Globo do not speak Chinese.
Action 2: Finish[No]
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Question: Would a student of the class of 2017 have amnesia about 9/11?
Thought 1: I need to search the childhood amnesia and 9/11, and find if a student of the class of 2017
would have childhood amnesia about 9/11.
Action 1: Search[childhood amnesia]
Observation 1: Childhood amnesia, also called infantile amnesia, is the inability of adults to retrieve
episodic memories (memories of situations or events) before the age of two to four years.
Thought 2: Amnesia happens before the age of two to four years.
Action 2: Search[9/11]
Observation 2: The September 11 attacks, commonly known as 9/11, were four coordinated Islamist
suicide terrorist attacks carried out by al-Qaeda against the United States in 2001.
Thought 3: 9/11 attacks happened in 2001. A student of the class of 2017 is born around 1999, they would
have been around 2 years old during the 9/11 attacks in 2001. Amnesia happens before the age of two to
four years, so a student of the class of 2017 would have amnesia about 9/11.
Action 3: Finish[Yes]

Question: Is average number of peas in a pod enough commas for a billion?
Thought 1: I need to search average number of peas in a pod and billion, and find if the average number
of peas in a pod is enough commas for a billion.
Action 1: Search[peas]
Observation 1: The pea is most commonly the small spherical seed or the seed-pod of the flowering plant
species Lathyrus oleraceus. Each pod contains several peas, which can be green or yellow.
Thought 2: Each pod contains several peas. The number of several is usually three to five.
Action 2: Search[billion]
Observation 2: Billion is a word for a large number, and it has two distinct definitions: 1,000,000,000, i.e.
one thousand million, or 109 (ten to the ninth power), as defined on the short scale.
Thought 3: A billion is expressed as ’1,000,000,000’, which amounts to three commas. The average
number of peas in a pod is three to five, which is indeed greater than the number of commas used in a
billion (3 commas), so the answer is yes.
Action 3: Finish[Yes]

MMLU
Standard
Answer the question:
Question: A person takes buckets of water from the house and begins to add it to a pond in the yard. After
a certain point, the pond
A. breaks
B. bloats
C. sinks
D. drowns
Answer: B

Question: Coal is solid rock that began as organic material that was deposited in a swamp. The formation
of coal suggests that,
A. coal is made mostly of skeletal remains of animals.
B. coal is formed from magma that has solidified over time.
C. it quickly becomes petrified when water is removed.
D. geologic processes continue over millions of years.
Answer: D

Question: A student uses the following characteristics to describe a group of objects in space. * 200
billion stars * 30 million light years from Earth * 500 light years in diameter Which of the following is
the student most likely describing?

6681



A. a galaxy
B. the universe
C. a constellation
D. the solar system
Answer: A

Question: A microwave oven is connected to an outlet, 120 V, and draws a current of 2 amps. At what
rate is energy being used by the microwave oven?
A. 10 W
B. 30 W
C. 240 W
D. 60 W
Answer: C
Chain-of-Thought(CoT)
Solve a question answering task. Your task is to generate Thought and Answer where a Thought can
reason about the current situation by thinking step by step.
Here are some examples.
Question: A person takes buckets of water from the house and begins to add it to a pond in the yard. After
a certain point, the pond
A. breaks
B. bloats
C. sinks
D. drowns
Thought: Each time the person adds a bucket of water, the level of water in the pond rises. Of all options,
only B. bloats is consistent with the rise of water level. So the answer is B.
Answer: B

Question: Coal is solid rock that began as organic material that was deposited in a swamp. The formation
of coal suggests that,
A. coal is made mostly of skeletal remains of animals.
B. coal is formed from magma that has solidified over time.
C. it quickly becomes petrified when water is removed.
D. geologic processes continue over millions of years.
Thought: Let’s evaluate each option. A. Coal is mostly composed of plant matter, not the skeletal remains
of animals. Therefore, this option is incorrect. B. Coal is not formed from magma. Magma that solidifies
over time creates igneous rocks, so this option is also incorrect. C. Petrification is a process by which
organic material is turned into stone. It is not directly related to the process of coal formation, so this
option is incorrect. D. The formation of coal takes incredibly long periods of time and consists of slow
geologic processes such as sedimentation and metamorphism, which suggests that such processes continue
over millions of years. Therefore, this option is correct. The answer is D.
Answer: D

Question: A student uses the following characteristics to describe a group of objects in space. * 200
billion stars * 30 million light years from Earth * 500 light years in diameter Which of the following is
the student most likely describing?
A. a galaxy
B. the universe
C. a constellation
D. the solar system
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Thought: Let’s evaluate each option. A. a galaxy: Possibly, as galaxies do contain billions of stars and can
be millions of light years from Earth. B. the universe: Unlikely, as the universe is far larger than 30 million
light years and contains more than just 200 billion stars. C. a constellation: Unlikely, as constellations are
patterns of stars seen from Earth and don’t have a physical size or distance associated with them. D. the
solar system: Definitely not, as our solar system only contains one star, our sun. So, the answer is most
likely A. a galaxy.
Answer: A

Question: A microwave oven is connected to an outlet, 120 V, and draws a current of 2 amps. At what
rate is energy being used by the microwave oven?
A. 10 W
B. 30 W
C. 240 W
D. 60 W
Thought: The rate energy is being used is equal to the power. For an electrical device P = IV, so P =
(120)(2) = 240 W. So the answer is C.
Answer: C
ReAct
Solve a question answering task with interleaving Thought, Action, Observation steps. Thought can
reason about the current situation, and Action can be two types:
(1) search[question], which searches a question on Google and returns a short snippet containing the
answer. Note that sometimes the snippet does not contain the answer, and some alternative search might
be needed.
(2) finish[answer], which returns the answer and finishes the task.
Here are some examples.
Question: A person takes buckets of water from the house and begins to add it to a pond in the yard. After
a certain point, the pond
A. breaks
B. bloats
C. sinks
D. drowns
Thought: After continuously adding water to a pond, the pond will have more water than it could hold,
thus bloats. So the answer is B.
Action: finish[B]

Question: Coal is solid rock that began as organic material that was deposited in a swamp. The formation
of coal suggests that,
A. coal is made mostly of skeletal remains of animals.
B. coal is formed from magma that has solidified over time.
C. it quickly becomes petrified when water is removed.
D. geologic processes continue over millions of years.
Thought: The question is about the formation of coal. I need to first learn how coal is formed.
Action: search[How is coal formed?]
Observation: Coal takes millions of years to form Coal contains the energy stored by plants that lived
hundreds of millions of years ago in swampy forests. Layers of dirt and rock covered the plants over
millions of years. The resulting pressure and heat turned the plants into the substance we call coal.
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Thought: Based on the information, I can check each option. A: coal is made by plants, not animals, so A
is false. B: I have no information about if coal is formed from magma yet. I could search ’is coal formed
from magma’ to make sure. C: I have no information about if coal quickly becomes petrified when water
is removed. I could search ’does coal quicklybecome petrified when water is removed’ to make sure. D:
Coal takes millions of years to form, so D is possibly true. I could search ’is the formulation of coal a
geologic process’ to make sure.
Action: search[is the formulation of coal a geologic process]
Observation: It is formed from plant remains that have been compacted, hardened, chemically altered,
and metamorphosed by heat and pressure over geologic time.
Thought: Seems the formulation of coal is over geologic time, so a geologic process. So the answer is D.
Action: finish[D]

Question: A student uses the following characteristics to describe a group of objects in space. * 200
billion stars * 30 million light years from Earth * 500 light years in diameter Which of the following is
the student most likely describing?
A. a galaxy
B. the universe
C. a constellation
D. the solar system
Thought: These options correspond to space systems of different sizes. I could search what is the diameter
of each option to match.
Action: search[what is the diameter of a galaxy]
Observation: Most galaxies are 1,000 to 100,000 parsecs in diameter (approximately 3,000 to 300,000
light years) and are separated by distances on the order of millions of parsecs (or megaparsecs).
Thought: A galaxy is usually 3,000 to 300,000 light years in diameter, which is slightly more than 500
light years. I should search the diameter of the universe next.
Action: search[what is the diameter of the universe]
Observation: 93 billion light-years
Thought: The universe is 93 billion light years in diameter, which is much larger than 500 light years. I
should search the diameter of a constellation next.
Action: search[what is the diameter of a constellation]
Observation: Its diameter, remarkably, is greater than 10 AU (1.5 billion kilometers!), large enough to fill
the entire inner solar system almost as far out as Jupiter.
Thought: A constellation is usually 10 AU in diameter. I need to convert it into light years.
Action: search[10 AU to light years]
Observation: 0.000158125
Thought: A constellation is usually 0.000158125 light years in diameter, which is much smaller than 500
light years. I should search the diameter of the solar system next.
Action: Sedna is three times farther away from Earth than Pluto, making it the most distant observable
object known in the solar system. It is 143.73 billion km from the Sun, thus giving the Solar System a
diameter of 287.46 billion km.
Thought: The solar system is 287.46 billion km in diameter. I need to convert it into light years.
Action: search[287.46 billion km to light years]
Observation: 0.0303845459748716
Thought: A constellation is usually 0.0303845459748716 light years in diameter, which is much smaller
than 500 light years. Given all the information about diameters, the diameter of a galaxy is closest to 500
light years. So the answer is A.
Action: finish[A]

Question: A microwave oven is connected to an outlet, 120 V, and draws a current of 2 amps. At what
rate is energy being used by the microwave oven?
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A. 10 W
B. 30 W
C. 240 W
D. 60 W
Thought: The question is about the rate of energy. I need to search what is the rate of energy.
Action: search[what is the rate of energy]
Observation: The rate at which energy is transferred is called power. When we say rate, this usually means
a certain unit with respect to time or a unit over time. Power, as in the physics term, can be formally
defined as the energy transferred per unit time.
Thought: Given voltage and current, I need to search how to calculate power.
Action: search[given voltage and current, how to calculate power]
Observation: Power in Watts is calculated by multiplying voltage in Volts times current in Amps: 10
Amps of current at 240 Volts generates 2,400 Watts of power.
Thought: In this case, the voltage is 120 volts and the current is 2 amps. Power=120V×2A=240W. So, the
rate at which energy is being used by the microwave oven is 240 watts. So the correct answer is C. 240 W.
Action: finish[C]
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