MAR: Matching-Augmented Reasoning for Enhancing Visual-based Entity
Question Answering

Zhengxuan Zhang', Yin Wu!, Yuyu Luo!2, Nan Tang'?*
!The Hong Kong University of Science and Technology (Guangzhou)
>The Hong Kong University of Science and Technology

{zzhang393, ywu450}@connect.hkust-gz.edu.cn {yuyuluo,

Abstract

A multimodal large language model (MLLM)
may struggle with answering visual-based (per-
sonal) entity questions (VEQA), such as “who is
A?’ or “who is A that B is talking to?” for
various reasons, e.g., the absence of the name
of A in the caption or the inability of MLLMs
to recognize A, particularly for less common
entities. Furthermore, even if the MLLM can
identify A, it may refrain from answering due
to privacy concerns. In this paper, we introduce
a novel method called Matching-Augmented
Reasoning (MAR) to enhance VEQA. Given a col-
lection of visual objects with captions, MAR pre-
processes each object individually, identifying
faces, names, and their alignments within the
object. It encodes the information and stores
their vector representations in the database.
When handling VEQA, MAR retrieves matching
faces and names and organizes these entities
into a matching graph. MAR then derives the
answer to the query by reasoning over this
matching graph. Extensive experiments show
that MAR significantly improves VEQA compared
with the state-of-the-art methods using MLLMs.

1 Introduction

Multimodal language models (MLLMs) (Cui et al.,
2024) like GPT-4V (Zhang et al., 2023a) and
LLaVA (Liu et al., 2023) have significantly im-
proved visual question answering (VQA) by inte-
grating text and images. However, they still face
challenges in visual-based entity question answer-
ing (VEQA), a crucial subset of VQA that focuses on
extracting information about specific entities (Qiu
et al., 2024; Chen et al., 2023a).

MLLMs for VEQA: Advantages and Limitations.
In VEQA tasks, MLLMs excel at integrating visual
cues and textual information for effective reasoning
and answer generation (Li et al., 2023b; Liu et al.,
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Figure 1: Data (V : image, T : text) pair; Query (R :
entity selection, ) : question) pair. (a) The advantages
of MLLMs; (b) The limitations of MLLMs, and (c¢) Our
proposal MAR.

2024b). For instance, as depicted in Figure 1(a),
GPT-4V, when tasked with answering question (1
regarding the face in region R;, leverages the asso-
ciated caption T} of image V) to precisely identify
the person within the red box as “Wang Yi”.

However, MLLMs often struggle to recognize all
details in images, particularly for less common
entities (Li et al., 2023b; Sun et al., 2024; Yang
et al., 2024; Wu et al., 2024). For instance, in
Figure 1(b), GPT-4V fails to answer question Q2
about the person in the red rectangle Ro due to the
lack of information in the image caption 75 and its
limited knowledge base. Furthermore, even when
an MLLM identifies an entity, it may withhold an
answer due to privacy regulations.
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Despite rapid advancements of MLLMs, accu-
rately identifying all personal entities in images
and adhering to privacy regulations make answer-
ing VEQA questions solely using MLLMs a signifi-
cant challenge (Chen et al., 2024; Li et al., 2023a,
2024b; Yu et al., 2023; Qin et al., 2022).

Matching-Augmented Reasoning (MAR). Given a
collection of visual objects with captions, sourced
from public or enterprise datasets without privacy
concerns, MAR identifies the faces of entities within
visual objects and the names of entities within cap-
tions by tools like CLIP (Radford et al., 2021) and
Deepface (Taigman et al., 2014). These entities are
encoded with respective visual and text encoders,
and the resulting embeddings are stored in vec-
tor databases e.g., Meta Faiss (Douze et al., 2024).
When a VEQA query is posed, MAR retrieves “‘similar”
faces and names from the database and performs
reasoning over these matched pieces of information
to generate an accurate response.

Existing work on VEQA (Chen et al., 2023a; Hu
et al., 2023; Qiu et al., 2024) mainly focuses on
general entities such as animals buildings, and ve-
hicles. However, there is a lack of work targeting
personal entities. As illustrated in Figure 1(c), if
we can match the face in image V5 with the face in
image V1, and if we know that the face in V; is “Yi
Wang”, we can answer (5.

Contributions. We notable contributions are sum-
marized as follows.

* We study VEQA, an important and commonly
used subset of VQA, but it is not fully ex-
plored.

* We propose matching graphs that can cap-
ture the relationships of the same entities over
multiple captioned visual objects. Based on
a matching graph, we proposed matching-
augmenting reasoning (MAR), to effectively an-
swer a VEQA.

* Given the lack of VEQA dataset focusing on the
personal entity, we construct a new benchmark
NewsPersonQA including 235k images and 6%
QA pairs.

* We conduct extensive experiments to show
that MAR > MLLMs + RAG > MLLMs, where
RAG is to feed the retrieved matching graph
to MLLMs.

The structure of our paper is organized as fol-
lows: Section 1 introduces the limitations of using
MLLMs to answer visual questions and proposes the
VEQA task. Section 2 reviews related work on the
VEQA task. In Section 3, we provide a detailed
description of VEQA. Section 4 is dedicated to pre-
senting our approach, MAR, for addressing this task.
Section 5 presents the benchmark NewsPersonQA
we proposed, and Section 6 describes extensive
experiments conducted to validate our approach.
Finally, Section 7 summarizes the findings and con-
tributions of our paper.

2 Related Work

We categorize related work as follows.

2.1 Visual Question Answering (VQA)

VQA aims at reasoning over visual and textual
content and cues to generate answers (Lu et al.,
2021; Stengel-Eskin et al., 2022; Agrawal et al.,
2023). It primarily utilizes approaches such as
Fusion-based (Zhang et al., 2019), Multimodal
Learning (Ilievski and Feng, 2017), Memory Net-
works (Su et al., 2018), Visual Attention (Mahesh
et al., 2023), etc., to discover and integrate infor-
mation from text and images.

2.2 Multimodal Large Language Models
(MLLMs) for VQA

MLLMs, such as GPT-4V (Zhang et al., 2023a) and
LLaVa (Liu et al., 2023), have played a pivotal
role in advancing VQA. By seamlessly integrating
textual and visual information, these models have
demonstrated a remarkable ability to understand
and respond to complex queries about images.

2.3 Retrieval-Augmented Generation (RAG)
for VQA

In many cases, the cues within images and text are
insufficient for reasoning and answering. Retrieval-
augmented generation (RAG) (Lewis et al., 2021;
Chen et al., 2023b; Li et al., 2024a; Liu et al,,
2024a) has been studied for VQA, especially with
Knowledge-Based VQA approaches that incorpo-
rate external knowledge to provide additional cues
for answers (Khademi et al., 2023; Shah et al.,
2019).

2.4 Visual-based Entity Question Answering
(VEQA)

Recent advancements in VQA (Qiu et al., 2024;
Chen et al., 2023a; Hu et al., 2023) have focused
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on entity-based questions involving general entities
like buildings and animals, while personal entities
remain unexplored. MLLMs struggle with questions
about human entities due to limited knowledge and
privacy issues (Section 6). Although RAG (Tang
et al., 2024) can enhance MLLMs for VEQA tasks,
challenges persist in reasoning with multiple inter-
connected visual objects.

2.5 Data Matching

This involves identifying, comparing, and merging
records from multiple datasets to determine dupli-
cate entities (Tu et al., 2023; Ebraheem et al., 2018;
Xie et al., 2024). With increasing data multimodal-
ity, matching has expanded from string matching
(Text-Text) and entity matching (Tuple-Tuple) to in-
clude Image-Text (Li et al., 2019; Mai et al., 2023;
Zhang et al., 2023b) and Image-Image (Zhu et al.,
2018) matching. Matching aggregates clues, en-
hances model reasoning, and offers strong inter-
pretability (Zheng et al., 2022).

3 Visual-based Entity Question
Answering (VEQA)

Captioned Visual Objects. We consider a cap-
tioned visual object O as a pair O : (V,T') where
V is an image, and 7" is an optional text description
relative to the image V.

Figure 1(a) and Figure 1(b) provide two sam-
ple captioned visual objects, (V1,77) and (Va, T5),
respectively.

Let O = {01,03,...,0,} be a group of cap-
tioned visual objects, sourced from public or en-
terprise datasets without privacy concerns. Note
that, such a group is common in practice, e.g., a
collection of news articles.

VEQA. Users can pose a Visual-based Entity Ques-
tion Answering (VEQA) queries related to person
entities on either a single captioned visual object
(Single-VEQA) or a group of such objects (Group-
VEQA).

Single-VEQA. Given a captioned visual object
O : (V,T), this type of queries allows the user
to provide a rectangle selection of the image and
ask the question like “who is he/she”.

More formally, a Single-VEQA Q is a pair (R, Q),
where R is a rectangle selection over image V' and
(@ is a natural language question.

Group-VEQA. Given a group of captioned visual
objects O, we support two types of queries Q,:

(1) a simple natural language query (), such as
“how many news contain Donald Trump”’; and (2)
a natural language query with a selected face, i.e.,
a pair (R, @), such as “in which news the selected
person appears”.

We will simply use Q to represent either a Single-
VEQA or a Group-VEQA query.

4 Algorithms for VEQA

Next, we will first discuss using MLLMs for VEQA in
Section 4.1, and then discuss coarse-grained RAG
in Section 4.2. We then propose a new concept
“matching graphs” that provides fine-grained in-
formation among retrieved objects in Section 4.3,
based on which we describe fine-grained RAG in
Section 4.4 and matching-augmented reasoning
(MAR) in Section 4.5.

4.1 MLLMS for VEQA

Given a VEQA query Q, a crude solution is to directly
prompt Q to a MLLM as:

’ Q — MLLM — answer

Figure 2(a) depicts this solution.

4.2 Coarse-Grained RAG for VEQA

Alternatively, we can retrieve top-k captioned vi-
sual objects and feed them to MLLMs as:

’ (Q, top-k objects) — MLLM — answer

Figure 2(b) illustrates this approach, which we
refer to as coarse-grained RAG. This method is
characterized by its transmission of entire retrieved
objects to the MLLMs. Unfortunately, current MLLMs
perform poorly in reasoning with multiple intercon-
nected retrieved visual objects.

4.3 Matching Graphs

To improve the performance of RAG models, it’s
beneficial to focus on fine-grained information
rather than entire objects. By identifying specific
entities (e.g., faces, names) and their connections
within each object, we can provide a more mean-
ingful context for reasoning.

Matching Graphs. A matching graph G(N, E)
contains a set NV of nodes and a set £ of undirected
edges. Each node n € NN has two labels face(n)
and name(n), where face(n) is a face image, and
name(n) is a set of possible names.
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Matching Graph

Figure 2: Different algorithms for VEQA. (a) MLLMs. (b)
Coarse-grained RAG. (c) Fine-grained RAG.

If we are certain about a person’s name, we will
use a square bracket e.g., name(n) = [Yi Wang]
for the selected face in Figure 1(a); if we are not
sure about a person’s name, we will use a curly
bracket to indicate possible names e.g., name(n) =
{Xi Jinping, Trump, *} for the selected face in Fig-
ure 1(b), where * is a wildcard meaning that n’s
name could be something other than Xi Jinping and
Trump.

Each undirected edge e(n;,n;) € FE indi-
cates that the two faces corresponding to n; (i.e.,
face(n;)) and n; (i.e., face(n;)) are likely to
be the same person. Each edge has a weight
weight(e) € [0, 1], indicating the similarity of the
two faces.

Matching Graph Construction. It consists of
two steps: offline index construction (for all data
objects) and online matching graph construction
(for each query).

Offline Index Construction. We first preprocess
each captioned visual object O(V,T') as follows.

* Face identification. We use Meta Deep-
Face (Taigman et al., 2014) to extract face
entities as (f1, fo, ..., fx) from image V.

* Name identification. We use spaCy (Hon-
nibal et al., 2020) to extract name entities as
(z1,22,...,2Tn) from text T'.

After pre-processing, we have constructed all
possible nodes for all possible matching graphs.
We then use pre-trained CLIP (Radford et al., 2021)
to convert each identified face and each identified
person names into its vector representation, and
store them in two separate vector database: faceDB
and nameDB.

Iterative Online Matching Graph Construction.
Given a VEQA query, we construct a matching
graph as follows.

[Step 1: Initialization.] The user starts with a seed
node (for Single-VEQA) or a group of seed nodes
for (Group-VEQA). Each seed node contains a face
and its candidate names that could be empty.

[Step 2: Graph Expansion.] For each node in the
graph, we search either similar faces from faceDB
with vector similarity above a given threshold o7,
or similar names from nameDB with vector similar-
ity above a given threshold o,,. For each added
node, the edge weight is set as face similarity.

[Step 3: Iterative Search and Termination.] When
there are new nodes added in Step 2, we will loop
Step 2. The process terminates when either there
is no new nodes can be added or we have done
k iterations. From our empirical findings, we set
k = 2, which is enough to retrieve useful nodes
(e.g., 10 nodes ) and edges for reasoning.

4.4 Fine-Grained RAG for VEQA

Given the fine-graph matching graph relative to a
query Q, we prompt it to MLLMs as:

‘ (Q, matching graph) — MLLM — answer

Figure 2(c) shows this approach, which we refer
to as fine-grained RAG. It works as follows.

[Step 1: Image Stitching.] Most MLLMs (e.g.,
LLaVA) only support only single-image input, thus
we simply combine multiple retrieved visual ob-
jects into one visual object V.

[Step 2: Image Annotation.] We annotate each
node n; in the matching graphs on V in a red box,
resulting in an annotated image V'.

[Step 3: Matching Graph Serialization.] Each node
n; and edge e(n;, n;) will be serialized as:

ser(n;) = face(n;), name(n;)
ser(e) = n;, n;,weight(e)

Serializing a matching graph g(N, E) is to seri-
alize all nodes and edges as:

ser(g) = ser(N),ser(E)

We then prompt Q, V/, and ser(g) to MLLMs. In
order to enable it to consider information from its
own model simultaneously, we also designed an
Original knowledge-aware Prompt (OP): “Please
tell me [Q|. If you are unsure, read the following.”
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4.5 MAR for VEQA

MAR for Single-VEQA. This type of queries asks
the name of a single entity. Given a matching
graph g(N, E) where n* € N is the seed node,
our method works as follows.

[Step 1: Remove Uncertain Nodes.] For each node
n; € N\ {n*}, if its name is uncertain, we remove
n; and its associated edges, which will resulted in
a modified graph g(N', E').

[Step 2: Name Aggregation for n*.] We
count all distinct names in the modified match-
ing graph ¢, each associated with a weight as

Ze(ni,n*)eE’ weight<€)'

[Step 3: Name Identification for n*.] We pick the
name with the highest weight, as the answer to the
Single-VEQA query.

MAR for Group-VEQA. This type of queries ask
for aggregated information of nodes whose names
are queried in the query, e.g., “which image/how
many images have person A”. Given a matching
graph g(N, E), it works as follows.

[Step 1: Name Identification for Each Node.] It
first identifies the name of each node, as discussed
above.

[Step 2: Answer Aggregation.] It aggregates the in-
formation of each node to answer the given Group-
VEQA.

5 A New NewsPersonQA Benchmark

The problem of VEQA needs to address complex
interactions between multiple visual and textual
data. Despite its growing importance, existing
benchmarks fall short in adequately representing
the diverse challenges posed by VEQA tasks. Par-
ticularly in the domain of News QA, where the
accurate identification and understanding of both
common and uncommon persons are crucial, cur-
rent datasets (e.g., GoodNews (Biten et al., 2019)
and NewsQA (Trischler et al., 2016)) do not pro-
vide the necessary depth and breadth. To bridge
this gap, based on GoodNews (Biten et al., 2019),
we are constructing a new benchmark, namely
NewsPersonQA, that encompasses a wide range of
scenarios, including both well-known and obscure
individuals.

Table 1: Statistics of NewsPersonQA

Category Count
Total Images 235,912
Totally Extracted Faces 336,075
Totally Extracted Names 379,313
Single-VEQA Queries 4,937
Group-VEQA Queries 1,004
Total Queries 5,941

5.1 The construction of the dataset

The construction of the dataset entails the genera-
tion of QA pairs from the raw data in GoodNews,
which consists of images and captions. This pro-
cess involves two main steps: data preprocessing
and QA pair construction.

Data Preprocessing: Raw data undergoes prepro-
cessing, which includes structuring news data, ex-
tracting faces from images, annotating original im-
ages, and recognizing named entities in captions.
The processed data is then randomly distributed
into groups. Each group contains thousands of
images and is categorized into Single-VEQA (100
groups) and Group-VEQA (10 groups) queries.

Single-VEQA Question Generation: We begin
by counting the frequency of each person’s name
within each group. To ensure the availability of
clues for answering, we select names that appear at
least three times in captions. We then mask these
names in the captions to generate QA pairs. For
example: Question: “Who is the person labeled
"face n’ in the red box?” Answer: “name”. In
total, approximately 5,000 queries of this type are
generated, about 50 per group.

Group-VEQA Question Generation: Similarly,
we count the occurrences of names within each
group and store the image names as a set, de-
noted as S. To prevent exceeding the maximum
token limit of MLLMs in the answers and to facil-
itate clearer visualization of experimental results,
we limit each person’s name to a maximum of
5 appearances within the same group. We then
randomly mask part of the captions correspond-
ing to the images in the set to increase the dif-
ficulty and encourage MLLMs to generate correct
answers through retrieved content. The format of
QA pairs is Question: "Which photos are of the
person named 'name’?" Answer: S. The number
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of queries of this type is approximately 1,000.
Table 1 shows the statistics of NewsPersonQA.

5.2 Comparison between Existent VEQA
Datasets and NewsPersonQA

In recent years, numerous VEQA datasets
and methods have been developed, including
OVEN (Hu et al., 2023), INFOSEEK (Chen et al.,
2023a), and SnapNTell (Qiu et al., 2024). Our
discussion primarily focuses on these works.

Different Types of Entities: These works mainly
focus on general entities, such as buildings, ani-
mals, and vehicles, and do not address personal
entities. Person entities are an important type of
entity. However, due to privacy policies and other
reasons, some MLLMs (such as GPT-4V, Claude,
etc.) cannot directly answer questions related to
person entities, thus leaving a gap that needs to be
filled.

Different Dataset Division Structures: Previous
works primarily aim to enable models to learn rele-
vant knowledge through training and then perform
testing. Therefore, their datasets are divided into
training, validation, and test sets. Unlike them, our
work aims to assist VEQA by allowing the model
to find relevant clues in the database through a
zero-shot approach. Thus, our dataset is divided
based on the database, and the model is tasked with
finding clues within a specific database.

6 Experiment

Methods. For answering VEQA queries, we selected
two well-known and highly capable MLLMs, as well
as human evaluation,to serve as baselines.

e LLaVA: This model utilizes CLIP-ViT-L-
336px with an MLP projection. We refer to
the 1.5 version with 7 billion parameters as
LLaVA-7b and the version with 13 billion pa-
rameters as LLaVA-13b.

¢ GPT-4V: Recognized as OpenAl’s most pow-
erful general-purpose MLLM to date, GPT-4V
boasts 1.37 trillion parameters.

e Human: This represents the human-
annotated results, showcasing the level of cog-
nitive ability and performance that humans
can achieve on this task.

Table 2: Result for Singe-VEQA Queries. (Note: GPT-4V
could not answer these queries directly due to policy
constraints. Values within parentheses are those GPT-
4V still refuses to answer.)

Models | Ace (%) | Acc* (%)
Human 3.36 5.19
Human + FRAG 47.01 98.31
LLaVA-7b 22.26 27.53
LLaVA-7b + FRAG | 31.19 62.81
LLaVA-13b 27.93 32.86
LLaVA-13b + FRAG | 31.13 62.34
GPT-4V - -

GPT-4V + FRAG 34.84 (4.2) | 68.31 (2.6)
MAR | 39.09 | 79.65

Table 3: Result for Group-VEQA Queries.

Models ‘ Recall

LLaVA-7b + FRAG 22.06%
LLaVA-13b + FRAG | 40.05%
GPT-4V + FRAG 65.04%
MAR 70.85 %

+ FRAG: MLLMs struggle with reasoning over
coarse-grained RAG that consists of multiple cap-
tioned visual objects. Therefore, we provide only
fine-grained RAG (FRAG), i.e., matching graph,
to the above-mentioned models and human evalua-
tors.

Implementation. The experiments were con-
ducted in a zero-shot setting using RTX 4090 GPUs.
For GPT-4V, we used the interface of the GPT-4-
vision-preview model. It’s worth noting that GPT-
4V often refrains from answering person identify
questions without additional clues due to policy
reasons. However, with the incorporation of match-
ing graph techniques, it can leverage weak signals
and combine them with its own knowledge base. In
the case of Group-VEQA queries, a maximum of 10
cases are recalled and then filtered for subsequent
processing.

Metrics. For Single-VEQA queries, we use accuracy
(Acc) as an evaluation metric. Furthermore, we
assess the accuracy only for instances where rele-
vant clues are successfully retrieved (e.g., the case
of Figure 1(c)), which is denoted as Acchit. For
Group-VEQA queries, we employ recall (Recall) as
the metric.
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Table 4: Study on Successfully Recalled Data.

Models | Acct (%)
LLaVA-7b
w/o FRAG X — with FRAG v | 42.86
w/o FRAG v — with FRAG ¥ | 7.32
LLaVA-13b
w/o FRAG X — with FRAG v | 39.18
w/o FRAG v — with FRAG X | 9.44

Table 5: Ablation Study: Original-knowledge-aware
Prompt (OP)

Models Acc
LLaVA-7b with matching | 31.19%
w/o OP | 25.14%
LLaVA-13b with matching | 31.13%
w/o OP | 29.41%
GPT-4V with matching 39.09%
w/o OP | 34.58%

6.1 Single-VEQA Queries

The main results from the Single-VEQA queries are
summarized in Table 2, which leads to the follow-
ing insights:

1. Model Parameter Size: LLaVA-13b demon-
strates higher accuracy (27.93%) compared to
LLaVA-7b (22.26%), suggesting that a model’s
recognition ability is positively correlated with its
parameter size, which to some extent reflects its
knowledge base.

2. Impact of Matching Graph: Incorporating a
matching graph leads to an 8.9% improvement in
accuracy for LLaVA-7b and a 3.2% improvement
for LLaVA-13b. GPT-4V, with matching, achieves
a character recognition accuracy of 34.83%.

3. Comparative Improvement: The enhancement
from matching is more pronounced for LLaVA-7b
than for LLaVA-13b, indicating that while match-
ing can compensate for differences in parameters, a
model’s inherent capabilities still set an upper limit
on its performance.

To further understand the impact of matching
on the models’ reasoning abilities, we analyzed
examples of successfully recalled clues:

i. Human Performance: Human identification ac-
curacy reaches 98.31% when incorporating match-
ing clues, setting a high benchmark for model per-

formance.

ii. Algorithmic Strength: Our algorithm surpasses
others in analytical capabilities, achieving an ac-
curacy 11% higher than GPT-4V with matching in
non-human results. However, there remains a gap
compared to human performance.

ili. Model Comparison: Among LLaVA-7b,
LLaVA-13b, and GPT-4V with matching, GPT-4V
exhibits the best performance with an accuracy of
68%, attributed to its superior analytical and rea-
soning abilities.

6.2 Group-VEQA Queries

Group-VEQA queries focus on identifying all perti-
nent clues for more reliable reasoning. The result
is shown in Table 3.

Our method achieves the highest recall rate at
70.85%, outperforming GPT-4V, LLaVA-7b, and
LLaVA-13b combined with matching by 5.81%,
30.81%, and 48.79%, respectively. This indicates
that our approach excels in retrieval tasks compared
to MLLMs, likely due to the effectiveness of rule-
based methods in managing excessive information.
Additionally, the performance of baseline MLLMs
diminishes with reduced parameter sizes, suggest-
ing a positive correlation between their analytical
reasoning abilities and parameter sizes.

6.3 The Influence of Multi-Source Info

In principle, the effective recognition of personal
information by a model depends on three main
sources: its inherent knowledge, clues from the
query, and clues from retrieved data. Our FRAG
framework leverages these sources to guide accu-
rate answers. As demonstrated in Table 4, when
recall is accurate, LLaVA-7b correctly answers
42.86% of cases post-FRAG, while LLaVA-13b
achieves 39.18%.

However, in practice, the presence of noise in the
recalled information and the potential inability of
MLLMs to effectively integrate FRAG information
with the model’s original knowledge may lead to
incorrect answers. As shown in Table 4, LLaVA-
7b+FRAG and LLaVA-13b+FRAG respectively
provide incorrect answers in 7.32% and 9.44% of
cases that could have been answered correctly be-
fore FRAG.

To assess the impact of the prompt on the
model’s original knowledge, we conducted ablation
experiments by removing the Original-knowledge-
aware Prompt (OP), as shown in Table 5. The
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Table 6: Result for Singe-VEQA Queries of Common and Uncommon Entities.

Common Entity | Uncommon Entity

Models Accht(%) Acchit(%)
LLaVA-7b 43.04 11.63
LLaVA-7b + FRAG 66.72 59.44
LLaVA-13b 51.60 14.34
LLaVA-13b + FRAG 66.38 59.09
GPT-4V - -

GPT-4V + FRAG 72.43 63.46

MAR | 81.24 | 77.19

Table 7: Names Extracted from Original News in the
NewsPersonQA Dataset and Their Frequencies

Name Occurrence Frequency
Trump 3818
Obama 2737
Hillary Clinton 935
Roger Clinton 4
Wayne Simmons 4

Max: 3818

8
o 30

Min: 4

Names

Figure 3: Diagram of names extracted from the original
news in the NewsPersonQA dataset and their frequency
of occurrence.

accuracy of LLaVA-7b, LLaVA-13b, and GPT-4V
combined with FRAG decreased by 6.05%, 1.72%,
and 4.51% respectively. These results highlight the
importance of the model’s own knowledge as a cru-
cial clue in the reasoning process and underscore
its significance in achieving accurate outcomes.

6.4 Analysis of Experimental Results for
Common and Uncommon Entities

1. Name Distribution. We have tallied the fre-
quency of names that appear four times or more in
the original news files of the NewsPersonQA dataset.
As shown in Table 7 and Fig. 3, it is evident that
the dataset contains head-torso-tail entities, with

torso-tail entities being less recognizable. We de-
fine head entities as those with a frequency greater
than 50, which are mostly names of famous people;
torso entities are those with a frequency between
10 and 50, representing a portion of the dataset; and
tail entities are those with a frequency less than 10,
which make up more than half of the entire dataset.

2. Experimental Results. We further conducted
statistical analysis and evaluation on the experi-
mental results presented in Section 6.1, specifically
focusing on the results for common and uncommon
entities (as shown in Table 6). Firstly, the perfor-
mance of LLaVA-7b and LLaVA-13b indicates that
MLLMs have a stronger recognition ability for com-
mon entities, but are less recognizable for torso-tail
entities.

Secondly, with the addition of fine-grained RAG,
LLaVA-7b and 13b showed an improvement of
23.68% and 14.78%, respectively, for common en-
tities; and an improvement of 47.81% and 44.75%
for uncommon entities. For GPT-4V, the addition
of FRAG enabled it to respond to person entities,
and due to its more powerful recognition and rea-
soning abilities, it achieved higher accuracy than
LLaVa. However, by comparison, our method MAR
demonstrated optimal performance in detecting
both common and uncommon entities.

7 Conclusion

In this paper, we explore a novel visual-based (per-
sonal) entity questions (VEQA) problem that focuses
on aggregating clues from multiple captioned vi-
sual objects. We introduce matching graphs de-
signed to capture the relationships between identi-
cal entities across various visual objects. Extensive
experiments demonstrate the high accuracy of our
method. While our work has primarily focused on
matching person entities, future research can aim
to extend matching-augmented reasoning to other
tasks.
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Limitations

Currently, our framework primarily relies on simi-
larity for face matching and does not consider fac-
tors such as age-related changes and facial blurring.
This may result in inaccuracies in matching cer-
tain nodes, representing a future research direction.
Additionally, in real-world applications, news is
dynamic. Efficient retrieval and expansion strate-
gies for a growing data lake pose challenges as the
dataset evolves, warranting further investigation.
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A Experimental Details

1. Setup and Environment: The experiments were
conducted in a zero-shot setting using RTX 4090
GPUs, with PyTorch version 1.12.0. For GPT-4V,
we used the interface of the GPT-4-vision-preview
model. It is worth noting that GPT-4V often re-
frains from answering person identification ques-
tions without additional clues due to policy reasons.
However, with the incorporation of matching graph
techniques, it can leverage weak signals and com-
bine them with its own knowledge base.

2. Efficiency and Time: For preprocessing, using
DeepFace for face detection and extraction from an
image takes approximately 0.1 to 0.4 seconds. Per-
forming NER on captions using spaCy takes about

0.001 seconds per caption. Additionally, process-
ing each query, which includes retrieval, construct-
ing a matching graph for the query, and reasoning,
takes 0.01 to 0.3 seconds to complete the entire
process.

3. Parameters: We determined the experimental
hyperparameters by creating a small sample of ap-
proximately 100 data points. During node retrieval,
the face similarity threshold oy and name similarity
threshold o,, were set to 0.8 and 0.9, respectively.
The number of iterations k£ for node retrieval was
set to 2, and the maximum number of seed nodes
was set to 10. It is worth noting that variations in
these hyperparameters have little impact on the ex-
perimental results, as MLLMs can correctly answer
questions when the hit includes correct examples.
Thus, our method still demonstrates strong general-
izability.
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