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Abstract

Recent research has increasingly focused on
evaluating large language models’ (LLMs)
alignment with diverse human values and pref-
erences, particularly for open-ended tasks like
story generation. Traditional evaluation metrics
rely heavily on lexical similarity with human-
written references, often showing poor correla-
tion with human judgments and failing to ac-
count for alignment with the diversity of hu-
man preferences. To address these challenges,
we introduce PERSE, an interpretable evalua-
tion framework designed to assess alignment
with specific human preferences. It is tuned to
infer specific preferences from an in-context
personal profile and evaluate the alignment be-
tween the generated content and personal pref-
erences. PERSE enhances interpretability by
providing detailed comments and fine-grained
scoring, facilitating more personalized content
generation. Our 13B LLaMA-2-based PERSE
shows a 15.8% increase in Kendall correlation
and a 13.7% rise in accuracy with zero-shot
reviewers compared to GPT-4. It also outper-
forms GPT-4 by 46.01% in Kendall correlation
on new domains, indicating its transferability 1.

1 Introduction

Large language models (LLMs) have recently
demonstrated impressive generative capabilities
across various tasks, with rapid improvements
in language qualities such as fluency and consis-
tency (Ouyang et al., 2022; Bai et al., 2022; Tou-
vron et al., 2023). However, evaluating their per-
formance in open-ended generation tasks remains
challenging due to the diversity of responses. Tra-
ditional automatic metrics struggle with the one-
to-many problem in open-ended generation (Liu
et al., 2016) and often show poor correlation with
human judgment (Krishna et al., 2021; Guan et al.,

1Both datasets and code are released at
https://github.com/facebookresearch/perse.
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Figure 1: Two human reviewers have distinct preferences for
LLM-generated stories from the same premise.

2021). Recent studies have trained evaluation met-
rics based on human ratings to better approximate
human judgments (Sellam et al., 2020; Rei et al.,
2020). However, these metrics primarily focus on
objective qualities and tend to overlook subjective
assessments, such as surprise (Chhun et al., 2022)
or interestingness (Bae et al., 2021).

Subjective evaluation metrics are significantly
influenced by diverse human preferences. For ex-
ample, Figure 1 illustrates two stories generated by
Yang et al. (2023) from the same premise. Alice
prefers Plot A for its uplifting ending, while Bob
favors Plot B due to its plot complexity and em-
pathetic ending. This highlights the need for an
automatic personalized evaluation metric that can
assess model generations based on varying prefer-
ences. However, it is costly for each reviewer to
provide a large number of personalized examples
to demonstrate their preferences. This makes it
impractical to train a separate evaluation model for
each reviewer and to generalize the existing metric
to unseen reviewers.

Moreover, the subjective nature of these evalu-
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ations makes the scores harder to interpret. Au-
PEL (Wang et al., 2023) incorporates personaliza-
tion as one of the evaluation aspects to compare two
inputs, but it does so without any explanation. This
lack of transparency undermines the trustworthi-
ness and reliability of evaluations and complicates
the development of generative models (Leiter et al.,
2022). Therefore, the key challenges in personal-
ized evaluation are modeling an unseen reviewer’s
preference from a limited annotated personalized
context and providing an interpretable explanation
for the assessment.

In this paper, we introduce an LLM-based evalu-
ation model, PERSE, designed to assess the align-
ment between open-ended generations and specific
preferences. PERSE is tuned to infer preferences
from a limited-length profile and uses this informa-
tion to evaluate the generated content. PERSE pro-
vides an overall score along with an explanation for
the scalar rating and offers fine-grained scores on
several aspects to interpret the alignment for pair-
wise ratings. We curated two instruction-following
datasets, Per-MPST and Per-DOC, to support per-
sonalized alignment in evaluation. PERSE is fine-
tuned from LLaMA-2 (Touvron et al., 2023) to
enhance its capability to infer preferences from re-
viewer profiles and apply these preferences in eval-
uations. Compared with GPT-4, PERSE achieves
a 15.8% higher Kendall correlation in the scalar
rating of movie plot generation and a 13.7% higher
accuracy in the pairwise rating of story generation
for zero-shot reviewers. It also outperforms GPT-4
by 46.01% in Kendall correlation when transferred
to new domains. Our contributions can be summa-
rized as follows:

• We develop an LLM-based evaluation model,
PERSE, to assess alignment between open-
ended generations and in-context preferences.
By instruction-tuning on personalized data, it
significantly outperforms GPT-4 in evaluating
personal alignment.

• PERSE provides detailed explanations for its
assessments. Its interpretability makes it partic-
ularly suitable for guiding personalized content
generation.

• We curate two instruction-following datasets
specifically for personalized alignment in the
evaluation of open-ended generations.

• We find that LLMs, after reinforcement learn-
ing via human feedback, tend to be less per-
sonalized and more cautious with negative com-

ments, which hinders their ability to align with
strong personal preferences. However, when
instruction-tuned with personalized data, even
less powerful LLMs can perform better in align-
ing with preferences.

2 Related Work

Evaluation Metrics for Text Generation Au-
tomatic metrics can be broadly categorized
into reference-based and reference-free metrics.
Reference-based metrics evaluate the similarity be-
tween the reference and the model output based on
lexical overlap (Papineni et al., 2002; Lin, 2004) or
embedding distance (Zhang et al., 2019; Zhao et al.,
2019). In contrast, reference-free metrics directly
assess the quality of the model output without any
reference. These metrics are usually trained to eval-
uate generation from an overall perspective (Guan
and Huang, 2020; Ghazarian et al., 2021) or along
multiple axes (Chen et al., 2022; Xie et al., 2023).
Recently, researchers have explored using large lan-
guage models in evaluation metrics (Fu et al., 2023;
Kocmi and Federmann, 2023; Xu et al., 2023), or
as judges (Bai et al., 2023; Zheng et al., 2023). In
this paper, we investigate LLMs’ capabilities in
learning personalized alignment on subjective as-
pects, which is crucial for evaluating open-ended
generation.
Human Evaluation for Generation Human evalu-
ation is employed to assess various aspects of text
quality, such as coherence (Xu et al., 2018; Peng
et al., 2018), relevance (Yang et al., 2023, 2022;
Jhamtani and Berg-Kirkpatrick, 2020), and inter-
estingness (Bae et al., 2021). To comprehensively
cover all aspects, Chhun et al. (2022) suggested six
human criteria for storytelling: relevance, coher-
ence, empathy, surprise, engagement, and complex-
ity. However, they found that the inter-annotator
agreement for human evaluation on these subjec-
tive aspects is low. Karpinska et al. (2021) also
pointed out the risks of crowdsourced human judg-
ments from Amazon Mechanical Turk due to under-
qualified workers and a lack of reproducibility de-
tails.
Personalization in Text Generation and Evalua-
tion Personalization has been extensively studied
in many recommendation systems (Das et al., 2007;
Xu et al., 2022) and search applications (Croft et al.,
2001; Shi et al., 2023). Recently, researchers have
emphasized its importance in natural language pro-
cessing (Flek, 2020; Dudy et al., 2021). Several
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Figure 2: PERSE provides the scalar rating and pairwise rating for the personalized alignment in evaluation. PERSE infers the
reviewer’s preference from the profile with historical reviews and employs the preference to provide an interpretable evaluation.

recent studies have explored LLMs’ capabilities in
capturing personalization (Chen et al., 2023; Kang
et al., 2023; Salemi et al., 2023) or in prompting for
personalized recommendations (Lyu et al., 2023;
Chen, 2023; Li et al., 2023). Wang et al. (2023)
introduced a personalization score as one of the
evaluation aspects, using LLMs as evaluators. In
this paper, we propose an interpretable evaluation
model to align with personal preferences, which
not only provides an assessment but also a detailed
explanation.

3 Learning Personalized Alignment in
Evaluating Open-ended Generation

We propose an LLM-based evaluation model for
assessing the alignment between generated con-
tent and personal preferences. PERSE provides
a reference-free, interpretable evaluation from a
specific reviewer’s perspective.

Given an open-ended generation as the query
x and the personal preference pu of reviewer u,
the goal is to provide a scalar or pairwise rating
yu along with an explanation eu to indicate how
well the query aligns with the reviewer’s personal
preference. The reviewer’s preference is defined
by their profile, which includes their historical
comments pu = {(x(i), e

(i)
u , y

(i)
u )}Ki=0, where K

is the number of historical comments. The tuple
(x(i), e

(i)
u , y

(i)
u ) is sampled from the historical set

Mp. Typically, the number of a reviewer’s histori-
cal comments is limited, making it challenging to
train a separate rating model for each reviewer2.

2For simplicity, we assume the reviewer’s preferences are
consistent within the review time frame.

As demonstrated in Figure 2, PERSE provides
a scalar rating for individual input text and a pair-
wise rating between two inputs. For the scalar
rating, the reviewer’s comment serves as the ex-
planation eu, and their rating (ranging from 1 to
10) represents the alignment score yu. For a more
interpretable comparison between two inputs, we
conduct a fine-grained assessment across a set of
aspects A. For each aspect, PERSE determines the
winner between the two inputs and uses this as the
rating. The aspects and their ratings collectively
form the explanation eu. The win rate across all
aspects is considered the alignment score yu.

3.1 Evaluate with Personal Preference

We use LLMs to evaluate open-ended generations
based on the reviewer’s profile pu. The LLM is
instructed to analyze the implicit personal prefer-
ences from the historical comments in the profile
pu and predict the score yu and explanation eu for
the new query x based on these preferences. In
scalar ratings, the query x is a single generation,
while in pairwise ratings, it consists of two gener-
ations. A high score indicates that the generation
aligns well with the preference and suggests that
the reviewer is likely to rank it highly. Conversely,
a low score suggests that the reviewer may not fa-
vor it. For the same query x, there could be distinct
scores yui ̸= yuj for different reviewers ui ̸= uj .
The prompt templates are listed in Figure 9 in the
Appendix.

3.2 Curate Personalized Alignment Datasets

To learn the alignment between personal prefer-
ences and generated content, we curate person-
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alized alignment data for evaluating open-ended
generation. We utilize two data sources: existing
evaluation datasets that include reviewer identity
and crowd-sourced annotations for open-ended gen-
eration systems (such as MTurk).

However, we find that if a dataset has been ex-
posed to most LLMs during their pre-training, it
can suffer from severe contamination issues during
evaluation. The LLM-based evaluation model may
memorize the ground-truth scores and perform well
on the exposed test set, but its performance drops
dramatically on non-memorized data, making it
difficult to generalize to new cases. We discuss the
influence of contamination issues on the evaluation
of open-ended generation in Appendix A.

To address this, we recreate existing evaluation
datasets to alleviate contamination issues through
anonymization and summarization. We extract
identifiable entities, such as characters and loca-
tions, and replace them randomly. We then summa-
rize the raw content to omit details while retaining
the main content. These strategies help signifi-
cantly resolve the contamination issue. The details
of the data processing and an analysis of its effect
are provided in Appendix B.

3.3 Learning Personalized Alignment in
Evaluation

The goal is to enhance LLMs’ capabilities in infer-
ring new preferences from an in-context reviewer’s
profile and applying these preferences in evalua-
tion. We split our dataset into two non-overlapping
sets based on the query: the historical reviews Mp

is used for the reviewer profile, and D is for person-
alized alignment. We also divide the reviewers in
the dataset into Uift and Utest, which are used for
instruction-tuning and testing, respectively. Impor-
tantly, there is no overlap between the reviewers
in Uift and Utest, ensuring that the model cannot
directly apply any memorized preferences from
fine-tuning during inference time.

The instruction-tuning dataset is defined as
Dift = {(x, pu, eu, yu)|(x, eu, yu) ∈ D, u ∈
Uift}, where pu ⊆ {(x, er, yr) ∈ Mp |r = u}.
This dataset includes all reviewers from Uift, with
profiles built on the historical set Mp. PERSE
learns personalized alignment for evaluation based
on instruction fine-tuning on Dift.

4 Experiment

We introduce our two datasets in Section 4.1. In
Section 4.2, we describe the implementation of
PERSE and several baselines. Further details on
the fine-tuning process are listed in Appendix D.

4.1 Datasets
We recreate our dataset, Per-MPST, from the exist-
ing movie review dataset MPST (Kar et al., 2018,
2020), as detailed in Section 3.2. We reorganize
the released human annotations from Zhu et al.
(2023) for personalized alignment, resulting in Per-
DOC. As described in Section 3.3, we split the
reviewers by a 9:1 ratio into Uift and Utest, build-
ing the instruction-tuning and test sets based on
these groups. The instruction-tuning set is used for
learning personalized preference alignment, while
the test set evaluates model performance on unseen
reviewers. The statistics are listed in Table 1.

Per-MPST MPST is a movie review dataset col-
lected from IMDb3. It includes a synopsis and
multiple comments for each movie. Each comment
contains a review text and a score ranging from 1
(lowest) to 10 (highest). We group comments by
reviewer ID and remove reviewers with fewer than
6 comments to ensure there are at least 5 historical
comments. We create different versions by sam-
pling various numbers of historical reviews (K = 1
to 5) as the reviewer profile. Additionally, we re-
move queries with more than 2500 words (about 4k
tokens) to fit within the context window of LLMs.

Per-DOC This dataset contains 7,000 unique
examples from 403 annotators, based on the re-
leased annotations from Zhu et al. (2023). Each
example consists of two plots generated from the
same premise, and annotators were asked to answer
various questions and choose their preferred plot
for each question. We define five subjective as-
pects: Interestingness (I), Adaptability (A),
Surprise (S), Character Development (C), and
Ending (E). Interestingness focuses on the
appeal of the overall narrative; Surprise indi-
cates unexpected elements or twists in the plot;
Character Development evaluates the emotional
and personal connection between characters and
events; Ending pertains to the satisfaction or appre-
ciation of the ending, and Adaptability measures
the potential for further developing the story. We
removed annotators with fewer than 2 annotations
and use K = 1 for the reviewer profile.

3https://www.imdb.com/
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Table 1: Statistics of Per-MPST and Per-DOC. Length is the number of words in the instruction, which includes the instruction
template, reviewer preference, and plot query. I, A, S, C, and E stand for Interestingness, Adaptability, Surprise,
Character Development, and Ending. k is the number of reviews; we fix k = 1 for Per-DOC due to the length.

Per-MPST Per-DOC (K = 1)

k=1 k=2 k=3 k=4 k=5 I A S C E

Train
# Reviewers 1412 1394 1385 1369 1336 172 171 156 160 155
# Example 13254 13940 13794 13480 12041 1985 1856 1722 1785 1574
Avg. Length 868.9 1235.2 1600.3 1964.0 2123.3 2410.9 2413.7 2411.7 2409.8 2409.6

Valid
# Reviewers 92 92 92 92 92 18 18 15 18 15
# Example 915 920 920 906 833 234 224 161 162 173
Avg. Length 857.9 1237.1 1597.2 1956.1 2108.4 2402.9 2399.2 2408.4 2421.4 2404.3

4.2 Experimental Setting

We implement PERSE based on LLaMA-7b-chat
and LLaMA-13b-chat, tuning them on the Dift of
Per-MPST and Per-DOC for scalar and pairwise
ratings, respectively. In our main experiments, we
use k = 3 for Per-MPST and k = 1 for Per-DOC.
During inference, we set the temperature to 0.8 and
limit the maximum generation length to 600 tokens.
We report Pearson, Spearman, and Kendall-Tau cor-
relation coefficients to measure the agreement be-
tween ground-truth scores and the predicted scores
yu in scalar ratings. For pairwise ratings, we report
the accuracy for each aspect.

Baseline We establish a basic baseline that di-
rectly uses the average scores from historical re-
views as the predicted score. For k = 1, we use
the historical score as the output. This baseline is
named Reviewer Avg., reflecting the average score
this reviewer gives based on historical comments.
On Per-MPST, we add the baseline Matrix Factor-
ization (MF) (Koren et al., 2009), commonly used
in recommendation systems. It decomposes the
user-item interaction matrix into the product of the
user matrix and the product matrix, with the main
idea being to recommend products based on the
similarity between the user and the product. These
two baselines do not provide an interpretable ex-
planation for their evaluation. On Per-DOC, both
the plot pairs and the annotators in the test set have
no overlap with the instruction-tuning set, making
the matrix factorization baseline unsuitable in this
case. We also evaluate the capabilities of vanilla
LLMs, including LLaMA-2-chat models from 7b
to 70b and GPT-4 4, using the same prompts and
generation configurations.

4We used the gpt-4-0613 version from https://openai.
com/gpt-4 with default settings.

5 Results and Analysis

We report the performance of the scalar rating on
the test set of Per-MPST and the pairwise rating on
Per-DOC. The reviewers in the test set Utest have
no overlap with those in the instruction-tuning set
Uift.

5.1 Key Findings

PERSE’s Scalar Rating Achieves the Highest
Correlation with Human Ratings. As shown in
Table 2, PERSE-13b significantly outperforms all
baselines in terms of correlations with human rat-
ings. Specifically, PERSE-13b achieves a Pearson
correlation of 0.345 between its predictions and
human scores, indicating that PERSE effectively
captures the reviewer’s preferences from the given
profile. The comparison between PERSE and the
vanilla LLMs demonstrates that it is challenging
for vanilla LLMs to align evaluations with personal
preferences without personalized alignment instruc-
tion tuning. Moreover, we observe that both the av-
erage score of the reviewer’s historical reviews and
the simple baseline MF are strong baselines. This
observation aligns with Kang et al. (2023), which
shows that vanilla LLMs struggle to understand
user preferences. One possible reason is that both
the pre-training phase and instruction-tuning via re-
inforcement learning with human feedback (RLHF)
focus on aligning the model towards objective and
common human values, which hinders their ability
to provide more personalized responses. This is
also noted by Kirk et al. (2023), who claim that the
aggregate fine-tuning process may not adequately
represent all human preferences and values. How-
ever, PERSE demonstrates that this capability can
be easily regained through instruction-tuning on a
small amount of high-quality personalized align-
ment data.

PERSE’s Explanation of Scale Rating Aligns
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Table 2: Pearson, Spearman, and Kendall correlations with
human ratings for each (x, u) pair on Per-MPST. We use
three reviews (k = 3) to represent reviewers’ preferences. All
results have a p-value less than 0.05. PERSE-7b is comparable
to GPT-4 and PERSE-13b significantly outperforms GPT-4.

Pearson Spearman Kendall

Reviewer Avg. 0.301 0.302 0.230
Matrix Factorization 0.308 0.313 0.269

LLaMA-2-7b 0.146 0.117 0.094
LLaMA-2-13b 0.172 0.182 0.147
LLaMA-2-70b 0.214 0.232 0.181
GPT-4 0.315 0.312 0.253

PERSE-7b 0.307 0.329 0.263
PERSE-13b 0.345 0.368 0.293

Table 3: The comparison of the generated explanation and the
human-written review on Per-MPST. A higher score indicates
a better alignment between the generated explanation and the
human reference. The reviews generated by PERSE are more
similar to the human-written reviews.

BLEU ROUGE BERTScore BARTScore

LLaMA-7b 2.213 0.253 0.829 -9.049
LLaMA-13b 2.847 0.262 0.833 -9.228
LLaMA-70b 3.014 0.256 0.832 -8.538
GPT-4 3.040 0.252 0.831 -6.853

PERSE-7b 3.988 0.292 0.834 -6.741
PERSE-13b 4.108 0.294 0.834 -6.577

with Reviewer’s Comments. We further in-
vestigate whether the explanations of the scalar
ratings provided by PERSE align with the re-
viewer’s comments. We use four widely used
evaluation metrics in text generation to compare
the explanation eu with the ground-truth review
text. These metrics include two lexical-similarity-
based metrics: BLEU (Papineni et al., 2002)
and ROUGE (Lin, 2004), and two model-based
metrics: BERTScore (Zhang et al., 2019) and
BARTScore (Yuan et al., 2021)5. A higher score in-
dicates that the generation is more similar to the ref-
erence. Table 3 shows that PERSE-7b and PERSE-
13b outperform other baselines across all metrics.
This suggests that PERSE can better model the
preferences of a specific reviewer and generate a
personalized review from this perspective.

PERSE’s Pairwise Rating Outperforms Other
Baselines on All Aspects of Per-DOC. As shown
in Table 4, PERSE achieves the best performance
across all aspects. Compared to PERSE-13b,
PERSE-7b achieves comparable performance on
Surprise but falls behind on other aspects. Sim-

5ROUGE-1 is used here. BARTScore is negative because
it uses the average log-likelihood of the fine-tuned BART as
the score.

ilarly, the vanilla LLaMA models struggle with
modeling personal preferences and rarely surpass
the simple baselines, achieving around 50% accu-
racy on most aspects. This is partly due to having
only K = 1 historical review for each reviewer,
which requires the LLMs to have a strong capabil-
ity in inferring personal preferences from a limited
profile. Meanwhile, although GPT-4 demonstrates
relatively high accuracy in capturing Surprise, its
performance in other aspects is not satisfactory.

5.2 In-Depth Exploration
We conduct additional experiments to investigate
personalization alignment in PERSE. Some of
these experiments are detailed in Appendix E.

Personalized Evaluation of Open-ended Gen-
eration is Necessary. In Table 3, K = 0 indicates
that there are no personalized examples in the in-
struction, meaning that pu is empty and only the
query x is provided in the prompt. This represents
a ‘one-score-fits-all’ evaluation for open-ended gen-
eration, where the same score is predicted for all
users given the same query. The poor performance
of all baselines under this setting indicates that the
variance in reviewers’ preferences has a signifi-
cant influence on the evaluation, highlighting that a
‘one-score-fits-all’ approach is ineffective for evalu-
ating open-ended generation. We further calculate
the review score variance of Per-MPST in Table
10 in the Appendix to emphasize the necessity of
personalized alignment.

With a Richer Reviewer Profile, PERSE
Aligns Better with the Personal Preference. We
further explore how many reviews are required to
establish a reviewer’s preference in Figure 3. For
PERSE-7b and PERSE-13b, we train the models
on different subsets of Per-MPST as shown in Table
1. As observed, with an increase in the number of
historical reviews K in the profile, PERSE-13b’s
performance consistently improves. This indicates
that after personalized alignment tuning, PERSE
can better capture the personal preferences of his-
torical reviewers. However, we also find that after 4
reviews, the performance of most baselines, includ-
ing the average reviewer score baseline, declines.
While a longer context provides more information
about personal preferences, it also introduces chal-
lenges due to increased context complexity and
noise. Therefore, we assume that increasing the
number of historical reviews beyond a certain point
may not further enhance PERSE’s performance.

More Historical Reviews Make PERSE More
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Table 4: Fine-grained prediction accuracy for each (x, u,a) on Per-DOC with k = 1. PERSE-7b and PERSE-13b were trained
on all aspects. PERSE outperforms all baselines in all aspects. The p-value for t-test are smaller than 0.05.

Interestingness Adaptability Surprise Character Ending Average

Reviewer Avg. 0.466 0.478 0.460 0.469 0.515 0.477

LLaMA-2-7b 0.466 0.491 0.453 0.481 0.503 0.479
LLaMA-2-13b 0.422 0.451 0.477 0.481 0.517 0.470
LLaMA-2-70b 0.517 0.507 0.431 0.505 0.545 0.501
GPT-4 0.502 0.496 0.596 0.506 0.543 0.529

PERSE-7b 0.572 0.565 0.619 0.565 0.560 0.576
PERSE-13b 0.621 0.570 0.616 0.607 0.597 0.602
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Figure 3: Kendall correlation on Per-MPST with different
numbers of historical reviews (K) in reviewer profile. Having
more reviews benefits PERSE-13b, but the increased complex-
ity may harm the performance of the vanilla LLaMA models.

Robust. Previous studies have shown that LLMs
are sensitive to the perturbation of in-context ex-
amples (Lu et al., 2022). To investigate how robust
PERSE is to the order of historical reviews, we ran-
domly shuffle the historical reviews in the profile
and rerun the experiments three times. We present
the average performance with lines and the stan-
dard deviation as shaded regions in Figure 4. We
can see that PERSE-13b consistently outperforms
other baselines on average and has a smaller shaded
region, indicating that PERSE is more robust to
changes in the order of the profile than the other
baselines. Furthermore, as the number of reviews
increases, PERSE’s performance converges, sug-
gesting that its performance is more stable with
a larger profile. This implies that PERSE better
captures the reviewer’s preference and can coher-
ently provide personalized scores for new queries
without being affected by the order of reviews. In
contrast, the vanilla LLaMA-2 models are more
sensitive to order, showing a larger variance in the
shaded regions.

Training with Ratings from Different Aspects
Helps PERSE Better Understand Preferences.
We investigate the influence of joint training on
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LLaMA-2-7b LLaMA-2-13b GPT-4 PerSE-7b PerSE-13b

Figure 4: Kendall correlation on Per-MPST with different
orders of reviews. The shadow indicates the variance while
the line is the average performance among three trials. PERSE
is more stable than baselines.
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Figure 5: Accuracy of the unified and separate models on
Per-DOC. Unified training improves performance.

different aspects using Per-DOC. We compare the
performance of a unified model, trained on all as-
pects together, with that of models trained sepa-
rately on each aspect. As illustrated in Figure 5,
joint training improves performance in most as-
pects, as exposure to different aspects allows the
models to benefit from one another. For exam-
ple, the capabilities to capture Interestingness
and Surprise, as well as to evaluate the quality of
Ending, are weaker in the individual setting. How-
ever, these aspects are enhanced during joint train-
ing, resulting in significant improvement. For sepa-
rate models, they are better at capturing preferences
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for Adaptability and Character Development.
We believe these two aspects are related to the
plot’s setting, which is more structured. This struc-
ture may lead to a clearer preference that is easier
to capture with single-aspect data.

PERSE Generalizes Well to Other Domains
without Fine-tuning. We evaluate the generaliza-
tion of PERSE by applying it to a new domain
(Amazon book review6) in a zero-shot manner. We
recreate a personalized dataset from the Amazon
book reviews for scalar rating using the pipeline
described in Section 3.2. Detailed data statistics
can be found in Appendix B. To fit the scoring
range of the Amazon dataset, which is 1 to 5, we
calibrate PERSE’s predictions (originally 1 to 10).
We directly use PERSE, tuned on Per-MPST, to
predict personalized reviews and scores for each
book based on the user’s preference. As shown
in Table 5, PERSE outperforms other baselines
even without fine-tuning on the new domain, indi-
cating that PERSE can be effectively applied to
new domains with limited or no fine-tuning data.

Personalized Tuning in PERSE Works Well
with Other LLMs. In the main experiment, we
use LLaMA-2 as the backbone LLM. Here, we also
investigate whether our training process is appli-
cable to other LLMs. We use the same data and
training method to fine-tune Mistral 7B (Jiang et al.,
2023). Results in Table 6 show that our method
enhances the capability of the Mistral 7B model in
both in-domain and out-of-domain settings.

Table 5: Zero-shot performance on Amazon book review. The
experimental setting is the same as Table 2.

Pearson Spearman Kendall

Reviewer Avg. 0.146 0.180 0.177

LLaMA-7b 0.066 0.127 0.124
LLaMA-13b 0.070 0.122 0.112
LLaMA-70b 0.116 0.150 0.146
GPT-4 0.152 0.165 0.162

PERSE-7b 0.170 0.238 0.219
PERSE-13b 0.217 0.247 0.237

Compared with PERSE’s Personalized Align-
ment, GPT-4’s Generic Assessment Fails to
Align with Specific Reviewer Preferences. In
Figure 6, we present an example from Per-MPST.
The annotated reviews reveal that this reviewer is
critical of plots and particularly values novelty.
However, even with this reviewer’s preferences
provided, GPT-4 predicts a positive review. We

6https://nijianmo.github.io/amazon/index.html

Table 6: Mistral-7b-based PERSE outperforms the original
pre-trained model and achieves comparable performance with
PERSE-7b. The setting is the same as Table 2.

Pearson Spearman Kendall

In-domain: Per-MPST

Mistral 7B 0.166 0.128 0.106
PERSE-Mistral 0.302 0.320 0.250

Out-of-domain: Amazon Book Review

Mistral 7B 0.088 0.102 0.098
PERSE-Mistral 0.170 0.218 0.204

believe this is because GPT-4 is overly aligned to-
wards safety and harmlessness, making it cautious
in giving negative responses. While LLaMA-2-
70b is stricter and assigns a score of 4, PERSE
focuses more on the consistent terribleness and as-
signs a score of 3, which aligns more closely with
the reviewer’s true score. Moreover, we find that,
unlike most people, this reviewer does not prior-
itize complicated themes. Despite this, GPT-4’s
"one-size-fits-all" evaluation offers a high score
for such themes. PERSE, on the other hand, pays
more attention to this reviewer’s visual preferences,
providing a more reviewer-specific rating. This
indicates that PERSE can better evaluate stories
based on personalized preferences rather than rely-
ing on a general and universally applicable evalua-
tion principle without any personalized preference.

6 Conclusion and Discussion

In this paper, we focus on learning personalized
alignment in evaluating open-ended generation.
We introduce PERSE, an LLM-based evaluation
model that provides an interpretable evaluation
from the perspective of an unseen reviewer. It in-
fers the reviewer’s preferences based on their pro-
file and applies these preferences to the evaluation
of open-ended generation. In addition to provid-
ing a score, PERSE also offers a detailed explana-
tion. By being instruction-tuned on personalized
alignment data, the LLaMA-2-based PERSE out-
performs GPT-4 in both scalar and pairwise ratings.
Our comprehensive analysis of personalized align-
ment underscores the importance of personalized
fine-tuning to avoid over-alignment with common
human values, often a result of RLHF. The inter-
pretability of PERSE makes it particularly well-
suited for personalized generation and recommen-
dation systems.
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Reviewer Profile

Query

[Review] I have to admit however, that it was pretty interesting, and it made for some pretty good viewing. Its not a happy movie by 
any means, but it is thought provoking. Wealth, and the lack thereof is the main focus, and how it can distort ones sense of right and 
wrong...[Score] 8

PerSE Response

[The Start of Plot 0]
Two police officers respond to a car crash, where two people are killed, but one miraculously survives. The story then cuts to the title 
credits.
[The End of Plot 0]
[Review] Folks, let me tell you, this is one GREAT weird little thriller, not much blood, but a whole lot of creepiness, a great story, and 
very british. [Score] 10
[The Start of Plot 1]
Angela is a call girl who is terrorized by a man named Frank, who was just released from prison.
[The End of Plot 1]
[Review] The trouble with anthology films like this, is that you’re usually gonna get stories that are better then the others. [Score] 7

Richard Hayes is a financial whiz who's about to earn a million dollars through a bonds scheme. He has a wife, Julianna, and daughter, 
Grace, and is engaged in an affair with Sophia Taylor, a Southern belle gold digger...
After much turmoil, Richard and Sophia are both acquitted of all charges and are allowed to leave the courtroom, where Richard thanks 
the jury for their decision.

GPT4 Response 

[Review] While the plot navigates through themes of social classes and race relations, it misses out on delivering the horror and 
weirdness that I tend to look for in films. Despite its lack of otherworldly elements, the storyline is strong and it delivers some thrilling 
moments. [Score] 6

LLaMA-2-70b Response 

[Review] This movie is a great example of how our society can be both hypocritical and discriminatory. [Score] 9

Reference

[Review] I liked the book better. The film pales in comparison unfortunately.  So, while I dont see this is the worst movie (its OK, NOT 
BAD), its a time-waster, if that. [Score] 6

Figure 6: An example for evaluating the individual story from the given reviewer’s preference. The reference is the ground-truth
reviews given by this reviewer. More cases are shown in the Appendix E.

Limitation

While this research makes notable strides in ad-
dressing the challenge of personalized evaluation, it
is not without limitations. For instance, we assume
that preferences remain consistent across prior re-
views, which may not account for changes in pref-
erences in real-world scenarios. It would be inter-
esting to model how preferences shift over time
and evaluate content based on potential future pref-
erences. Additionally, we demonstrate that with in-
struction tuning on personalization data, the smaller
LLaMA-2 can outperform the larger GPT-4. More
exploration could be conducted with large-scale
LLMs to assess the scalability of our method.

Ethics Statement

As we conduct extensive research to enhance and
personalize the capabilities of Large Language
Models (LLMs) such as PERSE, we remain ever-
conscious of the ethical implications of our work.

One ethical concern is ensuring fairness and
avoiding potential bias in the personalization of
LLMs. While PERSE aims to evaluate content
based on individual preferences, we carefully con-

struct the instruction data to mitigate potential un-
desirable behaviors during fine-tuning. We also en-
hance the transparency of personalized evaluations
by introducing interpretable metrics, as suggested
by Kirk et al. (2023).

Another ethical consideration relates to privacy
and consent. The two datasets, Per-MPST and
Per-DOC, are reproduced from existing publicly
released datasets MPST (Kar et al., 2018, 2020)
and DOC (Yang et al., 2023), under their respec-
tive licenses. They are sourced ethically, and we
always respect individual privacy. All data used is
aggregated and anonymized to safeguard personal
information.

We remain committed to conducting our re-
search responsibly, adhering to ethical guidelines,
to ensure that our contributions to AI advancements
promote transparency, fairness, and respect for pri-
vacy.
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A Contamination Issues in Evaluation

Many existing evaluation datasets have been ex-
posed to LLMs during their pretraining, leading
to contamination issues when assessing model per-
formance on these datasets. LLMs might achieve
excellent performance on contaminated cases by
memorizing the ground truth but perform poorly
on others, rendering the assessment unreliable.

To address this, we investigate how such contam-
ination affects LLMs when evaluating open-ended
generation under three evaluation settings: scalar
rating, pairwise rating, and personalized alignment.
We evaluate GPT-4’s performance on the IMDb
dataset7. This movie dataset includes the synop-
sis and a score (1 to 10) for each movie. GPT-4
is tasked with identifying the movie based on the
synopsis and evaluating the quality of the synopsis.
We consider a movie to be memorized by GPT-4
if it can correctly predict the movie title from the
synopsis. Additionally, we evaluate GPT-4’s per-
formance on a preprocessed version of the IMDb
dataset that incorporates anonymization and sum-
marization as described in Section 3.2.

A.1 Memorization in Scalar Rating

We ask GPT-4 to predict the score for a given syn-
opsis. We then group the results based on the mem-
orization status into two sets: ’Memorized’ and
’Un-memorized’. We calculate the correlation be-
tween the predicted scores and the ground-truth
scores. The results are presented in Table 7.

GPT-4’s predictions show a very high correlation
with the ground-truth scores for memorized cases.
However, the performance drops dramatically for
un-memorized cases. This indicates that the mem-
orization issue makes the evaluation of GPT-4’s
performance unreliable: rather than analyzing the
quality of the movie based on the given synopsis,
GPT-4 relies on its memory of the score. We also
find that the percentage of memorized cases signifi-
cantly decreases after applying anonymization and
summarization, demonstrating their effectiveness
in alleviating memorization issues.

A.2 Memorization in Pairwise Rating

We create 200 movie pairs, each consisting of two
movie synopses with scores differing by at least
1 point. We ask GPT-4 to identify the titles and

7https://developer.imdb.com/
non-commercial-datasets/
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Table 7: Performance of GPT-4 in predicting a scalar rating for a single synopsis. Percent is the percentage of each type of
synopsis (raw/anonymized/summarized) being recognized as ‘memorized’, or ‘unmemorized’. Memorization heavily affects
performance, but its impact decreases with anonymization and summarization.

Pearson Spearman Kendall Percent

Memorized
Raw 0.680 0.718 0.590 84.5%
Anonymized 0.682 0.680 0.548 57.5%
Summarized 0.621 0.648 0.552 27.0%

Un-memorized
Raw 0.460 0.470 0.364 15.5%
Anonymized 0.216 0.289 0.222 42.5%
Summarized 0.232 0.271 0.217 72.5%

Table 8: GPT-4 in comparing two synopsis. Cons. is the percentage of consistent results when swapping the order. Bias First is
the percentage where GPT-4 favors the first answer more than the ground truth. Overall, memorization leads to greater position
bias and lower consistency.

Accu. ↑ Cons. ↑ Bias First ↓ Percent

Both
Memorized

Raw 0.714 63.0% 16.5% 91.0%
Anonymized 0.712 60.7% 17.8% 73.0%
Summarized 0.753 73.4% 12.9% 42.5%

One
Memorized

Raw 0.778 78.9% -11.1% 9.0%
Anonymized 0.804 71.7% -6.5% 23.0%
Summarized 0.632 82.4% 1.5% 34.0%

Neither
Memorized

Raw / / / 0.0%
Anonymized 0.500 62.5% 25.0% 4.0%
Summarized 0.660 85.1% 4.3% 23.5%

predict which synopsis is better. We calculate pre-
diction accuracy (Accu.), consistency (Cons.), and
bias towards the first synopsis. Consistency mea-
sures how many judgments remain consistent after
changing the order of the two plots. Bias towards
the first is defined as an inappropriate preference
for the first synopsis. It is calculated by subtracting
the percentage where GPT-4 favors the first plot
from the true percentage of the first being better.

Results are reported in Table 8. Similarly to
scalar ratings, the neither-memorized group ex-
hibits much lower accuracy compared to the other
two groups, despite maintaining the main plot
points. This indicates that memorization can lead
to misleadingly high performance in evaluation.
When GPT-4 memorizes one of the two plots, it is
more consistent in its judgment and shows a lower
position bias. This occurs because GPT-4 favors
the memorized plot regardless of its order in the
pair. The use of anonymization and summarization
reduces the both-memorized cases to 42.5% and
increases the neither-memorized cases to 23.5%.

We further calculate the ’Bias memorized’ by
subtracting the percentage that GPT-4 favors the
memorized plot from the true percentage where
this plot is actually better. In Table 9, we observe
that for all raw, anonymized, and summarized plots,
GPT-4 shows a clear tendency to choose the mem-

orized plot. This tendency is more pronounced in
the summarized plots. We believe this is because
data processing increases the uncertainty of the
prediction, causing the model to be more conserva-
tive and rely on what it has memorized. However,
GPT-4 also demonstrates high consistency and low
position bias in the ’neither memorized’ group (see
Table 8), indicating that when evaluating two novel
stories, it can overcome the effects of memorization
and assess based on the actual plots.

Table 9: Prediction on ‘One Memorized’ Group in pairwise
comparison of GPT-4. The ‘Raw’, ‘Anonymized’, and ‘Sum-
marized’ have the same meaning in Table 8.

Bias Memorized

Raw 0.222
Anonymized 0.283
Summarized 0.397

A.3 Memorization in Personalization

We also explored the influence of memorization in
personalized alignment during evaluation. We eval-
uate the performance of GPT-4 and vanilla LLaMA-
2, as described in Section 3.1, on Per-MPST. We
use K = 1 and calculate the Kendall correlation
between human ratings and the predicted scores, as
shown in Figure 7.
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Figure 7: Kendall correlation between the LLM’s personalized
prediction with human ratings. Personalized predictions of all
LLMs are also affected by memorization.

Similarly, LLMs achieved a high correlation
with human ratings on the original synopses, but
their performance degraded after anonymization
and summarization. Although the main plots re-
main the same, with only slight differences in rec-
ognizable details, this greatly affected the results.
Both experiments highlight that memorization in-
troduces significant bias in LLM-based evaluation
models, rendering them unreliable for both general
and personalized evaluations.

Overall, for LLM-based evaluation, contamina-
tion results in an unfairly high rating for exposed
plots compared to unexposed ones.

B Constructing Personalized Alignment
Datasets

To alleviate contamination issues, we create a
less biased personalized evaluation dataset by
anonymizing famous characters and summarizing
existing plots. Our pipeline is illustrated in Figure
8. We use oasst-30b (Köpf et al., 2023), a 30B
LLaMA-based model fine-tuned on OpenAssistant
Conversations for alignment, to anonymize and
summarize the plots.

Specifically, we anonymize the raw plot by ask-
ing the LLMs to identify character and local names
and then create new names for them. Based on
the JSON mapping generated, we replace those
names with new ones. We do not directly ask
LLMs to replace names to avoid potential hallu-
cinations during the replacement. For characters
with the same family names, LLMs can create new
character names that still share the same last names
(though not the original last names). For example,
’Glenn Holland’ and ’Iris Holland’ are mapped to
’William Thompson’ and ’Emily Thompson’.

For Per-DOC, we define five aspects based on

the questions in Yang et al. (2023):
1. Interestingness: Which story plot is more

interesting to you?
2. Adaptability: In your opinion, which one

of the plots above could generate a more in-
teresting book or movie (when a full story is
written based on it)?

3. Surprise: Which story plot created more sus-
pense and surprise?

4. Character Development: Which story’s
characters or events do you identify with or
care for more?

5. Ending: Which story has a better ending?
These aspects evaluate the three key elements in
the story: Interestingness and Surprise for the plot,
Character development for the character, and End-
ing and Adaptability for the setting. For each ques-
tion, there are four options: plot A, and plot B,
both are good, and neither is good. We remove the
examples with the answer of ‘Both’ and ‘Neither’
because they do not show preference.

We illustrate the length distribution of the synop-
sis in Per-MPST and the story in Per-DOC in Fig-
ure 10b and 10c. For Per-MPST, we also provide
the length distribution of the raw plots in Figure
10a.

B.1 Variation of Score Preference across
Reviewers

We present the variation of score preferences in
Per-MPST in Table 10. We computed the count of
reviewers for each query, along with the average
(mean) and standard deviation (std) of the review-
ers’ scores. The table shows that while the average
scores for queries are almost identical, there is a
considerable standard deviation, highlighting the
differences in reviewer opinions. This underscores
the need for an evaluation method that accounts for
varying preferences.

Table 10: Score variance between reviewers in Per-MPST

# Review Score Mean Score STD

Train 28.37 6.69 1.97
Test 4.64 6.84 1.39

Amazon Book dataset Similar to Per-MPST,
we preprocess the Amazon book dataset to create
a personalized version. We use the 5-core subset
of the book domain, where every user and item has
a minimum of 5 reviews. The original instances
in the Amazon book dataset only include the book
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"Glenn Holland": "William 
Thompson", "‘Iris Holland": "Emily 
Thompson"...

William Thompson is a music 
teacher...

Glenn Holland, not a morning 
person by anyone's standards, is 
woken up by his wife Iris early one 
bright September morning in 1964...

Create new names 
for character and 

location

William Thompson, not a morning 
person by anyone's standards, is 
woken up by his wife Iris early one 
bright September morning in 1964...

Summarize

Replace 
names

Input  1

Review 1

Input k

Review k

...Pick

Reviewer 
Profile

Historical 
Dataset

Figure 8: The flowchart to construct our dataset. We use oasst-30b (Köpf et al., 2023), an instruction-tuned LLaMA-based model
for anonymization and summarization. The prompts are listed in Figure 11.

title without the content. Therefore, we use LLM-
based retrieval to add a brief book description for
each instance. Each example features one anno-
tated review serving as the user profile (K = 1).
Ultimately, we create a personalized version of the
Amazon book dataset, consisting of 120 evaluation
examples.

C Prompts

We demonstrate the framework and prompts of
PERSE in Figure 9. The prompts used in Appendix
A for addressing the contamination issue, as well as
the prompts for anonymization and summarization,
are listed in Table 11.

D Training Details

Each model in our experiments was trained on 8
x 80G A100 GPUs with a learning rate of 1e-5.
We set the batch size to 4 for PERSE-7b and 2 for
PERSE-13b. The models converged after 2k and
6k steps on Per-MPST, respectively. We trained
two unified models on Per-DOC for all aspects by
fine-tuning 7b and 13b LLaMA-2-chat. The models
after 1k and 2k steps. It takes about 10 hours in
total for these two models. For the ablation study,
we also trained one model for each aspect on Per-
DOC. Each model converged after 500 steps for 7b
and 2k steps for 13b. The total training time was
approximately 5 x 5 hours.

E More Case Studies

PERSE Infers Preferences Rather Than Copy-
ing Scores from Context. In Figure 12, we present
another example from Per-MPST. From the re-
views, we can see that the reviewer enjoys horror
elements. However, the new plot and its level of
terror are unsatisfactory, leading the reviewer to

give it a low score. Both GPT-4 and LLaMA-2-
70b emphasize the horror theme and predict a high
score for this plot. We suspect they are influenced
by the high review scores in the reviewer’s prefer-
ence, overlooking the analysis of the new plot. In
contrast, PERSE focuses on the dull aspects of the
plot, aligning more closely with what the reviewer
is concerned about. It assigns a score of 5, which
differs from the existing review scores but is closer
to the actual score the reviewer gave this plot.

PERSE Provides Diverse Reviews for the
Same Plot Based on Different Preferences. In
Figure 13, we illustrate the reviews of the same plot
from two reviewers, A and B, each with different
preferences. Both reviewers have read the book.
Reviewer A is critical and has a high standard for
good movies, leading to low scores in the annotated
reviews. Consequently, he gives a score of 2 due
to his disappointment with the movie adaptation.
In contrast, Reviewer B is relatively tolerant and
tends to give high scores. Although the movie is
much worse than the book, he still gives a score
of 6. However, GPT-4 and LLaMA-2-70b assign
similarly high scores in both cases, disregarding
the reviewers’ preferences. However, PERSE is
capable of providing personalized scores for differ-
ent reviewers, predicting a score of 1 for Reviewer
A and 8 for Reviewer B. Although the predicted
score for Reviewer B is not as close as GPT-4’s, it
reflects the positive attitude captured by PERSE.

PERSE Achieves Better Performance on Fine-
Grained Pairwise Rating. We illustrate an ex-
ample from Per-DOC in Figure 14. PERSE suc-
cessfully predicts the preference on 4 out of 5 as-
pects, while GPT-4 correctly predicts 3 aspects and
LLaMA-2-70b succeeds on only 2 aspects. GPT-4
predicts Plot A for all aspects, ignoring the differ-
ences between aspects and providing an overall
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Pairwise RatingScalar Rating

Reviewer Profile

Query

[Instruction] You will be presented with several plot summaries, 
each accompanied by a review from the same critic. Your task is 
to analyze both the plot summaries and the corresponding 
reviews to discern the reviewer’s preferences. Afterward, 
consider a new plot and create a review that you believe this 
reviewer would write based on the established preferences. 

[Review] Not one of Fulcis better efforts ...
[Score] 6

PerSE

[The Start of Input 0]
The story begins with doctoral candidate...
[The End of Input 0]
[Review] Exceptional low-budget philosophical horror film....
[Score] 9

[The Start of Input 1]
The story takes place in an abandoned asylum...
[The End of Input 1]
[Review] Stick with the original ...
[Score] 5

Please follow the above critic and give a review for the given 
plot.
[The Start of Input]
A young woman finds her boyfriend's dead body in an old 
abandoned house ...
[The End of Input]

Reviewer Profile

Query

[Instruction] Here is one example from a specific reviewer. The 
example contains two distinct plot summaries based on the 
same premise, along with the reviewer’s favor on a specific 
aspect. Your task is to discern the reviewer preference. 
Afterward, consider a new plot pair and choose the one that 
you believe this reviewer would choose for this aspect based on 
the established preferences. 

Plot A

PerSE

[Premise] A successful businesswoman, Jane, discovers that 
her young daughter has a rare medical condition. ...
[The Start of Input A]
The story is set in the bustling city of Los Angeles....
[The End of Input A]
[The Start of Input B]
The story is set in a modern city with a bustling business 
district.
[The End of Input B]
[Aspect] Which story plot is more interesting to you overall?
[Preference] Plot B

Based on the above preference, compare the following two 
plots:
[Aspect] Which story plot is more interesting?
[The Start of Input A] dystopian future... [The End of Input A]
[The Start of Input B] a futuristic city... [The End of Input B]

Figure 9: The demonstrate of PERSE. The input is in green, the detailed review and fine-grained aspects are in blue, and the
review scores are in orange.
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(c) Story length in Per-DOC.

Figure 10: Length Distribution of Per-MPST and Per-DOC. The x-axis is the length and the y-axis is the frequency.

evaluation. In contrast, PERSE focuses more on
the distinctive attributes of each aspect and makes
judgments accordingly.
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Here is one plot: 
{query}
Please create a JSON mapping of current character and location names to new, distinctive 
names. In this mapping, the current names will act as keys and the new names as values. 
For instance, if you were to change the name 'Diego' to 'Sherry Evans', the corresponding 
JSON entry would be: {{'Diego': 'Sherry Evans'}}. The task requires you to replace all 
character and location names in the text with alternative names, and then provide the 
mapping relationship as a JSON object.

Anonymization

Provided below is a narrative:
{query}
Kindly analyze this story and provide a clear and succinct summary of the key events.

Summarization

Here is the plot of a story. Please give a score for 1 to 10 for the following plot, where 1 is the 
lowest and 10 is the highest. If you already know the plot, give the name. But remember do 
not depend on any public review score you already remember.
[Plot] {query}
Please only reply a JSON-format with the following keys: "Score", "Title". If you cannot 
identify the title, respond with "N/A" for that field.

Scalar Rating

Here we have two plots: plot1 and plot2. Please based on the description to choose which 
one is better and give your reasons. If you know the movie title of this plot, please tell me 
the titles as well.
[Plot1] {plot1}
[Plot2] {plot2}
Please only reply a JSON-format with the following keys: "Choice", "Reason", "Plot1 Title", 
"Plot2 Title". If you cannot identify the title, respond with "N/A" for that field.

Pairwise Rating

Figure 11: Prompts used in the data processing and investigation of contamination. The blue text is the placeholder for plots.

Reviewer Profile

Query

[Review] I have to admit however, that it was pretty interesting, and it made for some pretty good viewing. Its not a happy movie by 
any means, but it is thought provoking. Wealth, and the lack thereof is the main focus, and how it can distort ones sense of right and 
wrong...[Score] 8

PerSE Response

[The Start of Plot 0]
Two police officers respond to a car crash, where two people are killed, but one miraculously survives. The story then cuts to the title 
credits.
[The End of Plot 0]
[Review] Folks, let me tell you, this is one GREAT weird little thriller, not much blood, but a whole lot of creepiness, a great story, and 
very british. [Score] 10
[The Start of Plot 1]
Angela is a call girl who is terrorized by a man named Frank, who was just released from prison.
[The End of Plot 1]
[Review] The trouble with anthology films like this, is that you’re usually gonna get stories that are better then the others. [Score] 7

Richard Hayes is a financial whiz who's about to earn a million dollars through a bonds scheme. He has a wife, Julianna, and daughter, 
Grace, and is engaged in an affair with Sophia Taylor, a Southern belle gold digger...
After much turmoil, Richard and Sophia are both acquitted of all charges and are allowed to leave the courtroom, where Richard thanks 
the jury for their decision.

GPT4 Response 

[Review] While the plot navigates through themes of social classes and race relations, it misses out on delivering the horror and 
weirdness that I tend to look for in films. Despite its lack of otherworldly elements, the storyline is strong and it delivers some thrilling 
moments. [Score] 6

LLaMA-2-70b Response 

[Review] This movie is a great example of how our society can be both hypocritical and discriminatory. [Score] 9

Reference

[Review] I liked the book better. The film pales in comparison unfortunately.  So, while I dont see this is the worst movie (its OK, NOT 
BAD), its a time-waster, if that. [Score] 6

Figure 12: The score given by the reviewers on the new plot is very different from the comments with annotations. While
LLaMA-2-70b and GPT-4 give a more similar score, PERSE is able to infer the preference and provide a score that is closer to
the true score but far away from the annotated scores.
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Reviewer A Profile

[Review] In short, it is a perfect example of how elites feel about 
the great unwashed.I could perhaps forgive the film its sins if it 
were simply incompetent. But it is not incompetent. [Score] 1

PerSE Response

[The Start of Plot 0]
Zara encounter a man beating a transsexual prostitute. She tries 
to intervene but is raped and beaten unconscious..... Zara wakes 
up and is sad that the man who raped her is dead.
[The End of Plot 0]
[Review] Irredeemable! The viewer is taken on a ride through the 
tunnel of sado-masochistic grotesquerie, beginning at the end 
and traveling with jolts and stops back to the start. [Score] 1
[The Start of Plot 1]
Henri Ford is a professor at UCLA who is still grieving the loss of 
his partner Ryan Miller three years earlier....
[The End of Plot 1]
[Review] Miscast! Actually the novel is rather good. And the film 
does not depart all that much from it, just enough to create 
questions.! [Score] 5

GPT4 Response 

[Review] A story that confronts the uncomfortable realities of 
racial disparities, privilege, and the media's role in shaping public 
opinion; this plot, albeit intense, presents a new way of examining 
societal issues. [Score] 7

LLaMA-2-70b Response 

[Review] Overall, this is a well-crafted and engaging novel that 
will keep you hooked until the very end. [Score] 8

Reference A

[Review] As someone who has both read the novel and seen the 
film, I have a different take on why the film was such a flop. First, 
any comparisons between novel and film are purely superficial. 
[Score] 2

Reviewer B Profile

[Review] Its not a happy movie by any means, but it is thought 
provoking. Wealth, and the lack thereof is the main focus, and how 
it can distort ones sense of right and wrong...[Score] 8

PerSE Response

[The Start of Plot 0]
Two police officers respond to a car crash, where two people are 
killed, but one miraculously survives. The story then cuts to the 
title credits.
[The End of Plot 0]
[Review] Folks, let me tell you, this is one GREAT weird little 
thriller, not much blood, but a whole lot of creepiness, a great 
story, and very british. [Score] 10
[The Start of Plot 1]
Angela is a call girl who is terrorized by a man named Frank, who 
was just released from prison.
[The End of Plot 1]
[Review] The trouble with anthology films like this, is that you’re 
usually gonna get stories that are better then the others. [Score] 7

GPT4 Response 

[Review] While the plot navigates through themes of social classes 
and race relations, it misses out on delivering the horror and 
weirdness that I tend to look for in films. Despite its lack of 
otherworldly elements, the storyline is strong and it delivers some 
thrilling moments. [Score] 6

LLaMA-2-70b Response 

[Review] This movie is a great example of how our society can be 
both hypocritical and discriminatory. [Score] 9

Reference B

[Review] I liked the book better. The film pales in comparison 
unfortunately.  So, while I dont see this is the worst movie (its OK, 
NOT BAD), its a time-waster, if that. [Score] 6

Richard Hayes is a financial whiz who's about to earn a million dollars through a bonds scheme. He has a wife, Julianna, and daughter, 
Grace, and is engaged in an affair with Sophia Taylor, a Southern belle gold digger...
After much turmoil, Richard and Sophia are both acquitted of all charges and are allowed to leave the courtroom, where Richard 
thanks the jury for their decision.

Query

Figure 13: Reviews from two reviewers on the same plot. PERSE is able to give personalized scores based on preference.
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[Premise] A lonely man in his seventies befriends a group of street kids who teach him to find meaning in the simplest of joys, and he, in 
turn, teaches them about a different perspective on life. They rediscover life and its small joys together.
[The Start of Plot A]
Settings  The story is set in an urban city with a mix of old and new architecture.
Characters
Sophie Wong  Sophie Wong is 16 years old, a street kid who has been living on the streets since the age of 12, when she ran away from 

an abusive home.Mark Chen  Mark Chen is 25 years old, a caring and compassionate social worker who befriends Edward and the street 
kids.Edward James  Edward James is 75 years old, a retired math teacher, living alone in a small apartment since his wife died three 
years ago.
Outline

1. Edward becomes lost in his grief after his wifes death and becomes detached from the world around him. 
2. Sophie and the other street kids discover him sleeping on a park bench one night and, sensing his loneliness, initiate a friendship 

with him. 
3. Mark, the social worker, recognizes Edwards situation and offers his help, which brings him closer to the street kids and helps him 

find a new purpose in life. 
[The End of Plot A]
[The Start of Plot B]
Settings  The story is set in a small town in the United States.
Characters 
Tito Robles  Tito Robles is 15, a street kid who is the leader of the group he befriends John with, and together, they find meaning in 

life.Jane Davis  Jane Davis is 40, Drews wife, and a friendly and welcoming presence in the town.Ben Smith  Ben Smith is 45, a retired 
military man who lives in the same town and provides help and advice to John and the street kids when they need it.John Doe  John Doe 
is 75, a retired man with a small house and a lonely life.Drew Davis  Drew Davis is 50, the local bartender and a friend of John, who helps 
him connect with the street kids and their way of life.
Outline  

1. John becomes friends with Tito and the street kids, and together they rediscover the simple joys of life despite their different ages 
and backgrounds. 

2. Drew, Jane, Ben, and other townspeople play important roles in helping the group of friends and teaching them about life and caring 
for one another. 

3. The man decides to help the street kids and provides them with a house filled with toys and games. 
[The End of Plot B]
[Interestingness] Plot A  [Adaptability] Plot B [Surprise] Plot A [Character Development] Plot A [Ending] Plot A

Reviewer
Profile

[Premise] A struggling artist, living in a small town, stumbles upon an antique store that holds a mysterious painting with the power to 
change the course of her life, but at what cost?
[The Start of Plot A]
Settings  The story is set in a small, rural town in the American South.
Characters

Maddie James  Maddie James is 30 years old, Emmas best friend and roommate, with a quirky personality and a passion for art.Charles
Carson  Charles Carson is 45 years old, Emmas high school art teacher, who saw her potential and pushed her to pursue her artistic 
ambitions.Emma Watson  Emma Watson is 24 years old, with wild, curly hair and big, expressive eyes.
Outline 

1. Emma discovers the mysterious painting at the antique store and starts to experience strange occurences around her town, leading 
her to suspect the true power of the art work.

2. Motivated by her desire to understand the paintings power, Emma begins to research and is guided by her art teacher and mentor 
towards her potential as an artist.

3. Emma starts to experience success as an artist and is approached by a powerful art dealer who reveals the true nature and power of 
the mysterious painting and offers her a tempting deal that threatens her family and friends. 
[The End of Plot A]
[The Start of Plot B]
Settings  The story is set in a small town surrounded by vast, open fields and rolling hills.
Characters 
Jackson Wrightson  Jackson Wrightson is 29 years old, an art appraiser and Elaras ex-boyfriend, who is both supportive and a source of 

tension in her life.Elara Kassin Elara Kassin is 32 years old, with a kind heart and a struggling artist living in a small town.Lila Williams  
Lila Williams is 26 years old, Elaras best friend and a supportive companion who helps Elara on her journey to uncover the truth.Iris
Beller Iris Beller is 61 years old, a kind and wise antique store owner, who serves as a confidante and mentor to Elara.Adrian Roth  Adrian 
Roth is 33 years old, charming with disheveled hair and a mysterious demeanor, runs an antique store with a secret to hide.
Outline

1. Elara discovers the mysterious painting at Adrians antique store, but quickly realizes the painting is more than just a simple work of 
art.

2. Elara starts to experience strange dreams and visions, causing her to explore the paintings true purpose and the consequences of her 
involvement in its magic.

3. Elara, with the help of Lila, Jackson, and Iris, uncovers Adrians true intentions and the dark ritual required to harness the paintings 
power.
[The End of Plot B]

Query

[Interestingness] Plot B [Adaptability] Plot A [Surprise] Plot A [Character Development] Plot B [Ending] Plot AReference
[Interestingness] Plot A [Adaptability] Plot A [Surprise] Plot A [Character Development] Plot A [Ending] Plot AGPT-4
[Interestingness] Plot A [Adaptability] Plot B [Surprise] Plot A [Character Development] Plot A [Ending]Plot ALLaMA-2-70b
[Interestingness] Plot B [Adaptability] Plot A [Surprise] Plot B [Character Development] Plot B [Ending] Plot APerSE

Figure 14: One case of comparative evaluation on Per-DOC. PERSE is more similar to this reviewer. However, it fails to capture
the preference of Surprise in this case.
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