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Abstract

Built on the power of LLMs, numerous multi-
modal large language models (MLLMs) have
recently achieved remarkable performance on
various vision-language tasks. However, most
existing MLLMs and benchmarks primarily fo-
cus on single-image input scenarios, leaving
the performance of MLLMs when handling
realistic multiple images underexplored. Al-
though a few benchmarks consider multiple im-
ages, their evaluation dimensions and samples
are very limited. In this paper, we propose a
new benchmark MIBench, to comprehensively
evaluate fine-grained abilities of MLLMs in
multi-image scenarios. Specifically, MIBench
categorizes the multi-image abilities into three
scenarios: multi-image instruction (MII), mul-
timodal knowledge-seeking (MKS) and mul-
timodal in-context learning (MIC), and con-
structs 13 tasks with a total of 13K annotated
samples. During data construction, for MII
and MKS, we extract correct options from man-
ual annotations and create challenging distrac-
tors to obtain multiple-choice questions. For
MIC, to enable an in-depth evaluation, we
set four sub-tasks and transform the original
datasets into in-context learning formats. We
evaluate several open-source and closed-source
MLLMs on the proposed MIBench. The re-
sults reveal that although current models excel
in single-image tasks, they exhibit significant
shortcomings when faced with multi-image in-
puts, such as limited fine-grained perception,
multi-image reasoning and in-context learn-
ing abilities. The annotated data of MIBench
is available at https://huggingface.co/
datasets/StarBottle/MIBench.

1 Introduction

Recently, leveraging the powerful comprehen-
sion and reasoning abilities of LLMs, many
MLLMs such as LLaVA-1.5 (Liu et al., 2024)

†Corresponding authors.
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Figure 1: Overview of our MIBench, which covers three
multi-image scenarios and a total of 13 tasks.

and mPLUG-Owl2 (Ye et al., 2024b) have demon-
strated outstanding performance across various
vision-language tasks (e.g. image captioning, VQA
and visual grounding). Concurrently, numerous
benchmarks like MME (Fu et al., 2023), MM-
Bench (Liu et al., 2023) and SEED-Bench (Li et al.,
2024)) have been proposed to evaluate the abilities
of MLLMs in terms of different perspectives such
as recognition, localization and reasoning.

However, most existing MLLMs focus on single-
image scenarios. Accordingly, previous bench-
marks primarily evaluate MLLMs based on single-
image inputs. In contrast, real-world multimedia
information, such as web pages and social me-
dia, generally contains multiple images and cor-
responding text in interleaved forms. Therefore,
multi-image scenarios have greater practical value
than single-image scenarios, which makes it worth
exploring whether existing single-image MLLMs
possess emergent abilities for multi-image inputs.
Moreover, some methods like Sparkles (Huang
et al., 2023) and Mantis (Jiang et al., 2024) ex-
plore multi-image scenarios but have not compre-
hensively evaluated the models’ multi-image abili-
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Benchmark Scenario #Multi-Image Task #Multi-Image Sample Answer Type Evaluator

MME Single-Image 0 0 Yes/No Metrics
MMBench Single-Image 0 0 Multi-choice GPT
SEED-Bench Single-Image 4 829 Multi-choice Metrics

Sparkles-Eval Multi-Image Dialogue 1 150 Open-ended GPT-4
Mantis-Eval Multi-Image Reasoning 1 217 Multi-choice & Short Answer Metrics

MIBench Comprehensive Multi-Image 13 13K Multi-choice & Short Answer Metrics

Table 1: Comparison of the proposed MIBench with recent MLLM benchmarks.

ties. As shown in Table 1, Sparkles evaluates the
model solely on a small-scale multi-image chat
dataset, and the assessment relies entirely on scor-
ing by GPT-4. Mantis-Eval focuses on multi-image
reasoning and has a limited scale of 217 samples.

In this paper, to comprehensively evaluate the
multi-image ability of MLLMs, we propose a large-
scale multi-image benchmark MIBench, which
covers 13 different tasks with a total of 13K
high-quality samples. As shown in Figure 1,
MIBench contains three multi-image scenarios,
i.e. Multi-Image Instruction (MII), Multimodal
Knowledge-Seeking (MKS) and Multimodal In-
Context Learning (MIC). MII is a basic multi-
image scenario, where the instructions involve per-
ception, comparison and reasoning across multi-
ple images. MKS presents a different scenario, in
which models are provided with interleaved image-
text data as external knowledge, while the question
itself is about a single image or even independent of
any image. MIC is another scenario where MLLMs
respond to queries (e.g. image & question) by con-
ditioning on a series of multimodal demos. The
three scenarios are further divided into 13 different
tasks, and examples are shown in Figure 2.

The MII and MKS scenarios comprise 9K
multiple-choice questions. To get these questions,
we first sample images from nine existing datasets,
and convert the original annotations into questions
and ground truth options according to the tasks.
To obtain challenging distractors and mitigate in-
herent biases of options, we devise task-specific
strategies to sample from annotations or generate
distractors using GPT-4. For MKS, we also de-
vise corresponding strategies to sample images and
associated texts from the datasets as external knowl-
edge. The MIC scenario contains 4K short-answer
questions, covering close-ended VQA, open-ended
VQA, object hallucination, and demo-based task
learning. We convert the data sampled from four
datasets into the VQA format, and retrieve samples
of the same task to construct demos. To ensure high

quality, we combine automated filtering and man-
ual verification to remove samples with ambiguous
or duplicate options. For multiple-choice questions,
we use accuracy as the metric and employ circular
evaluation (Liu et al., 2023) to mitigate the position
bias of LLMs. For short-answer questions, we use
exact matching as the metric.

We evaluate several existing MLLMs on the pro-
posed MIBench, including both closed-source (e.g.
GPT-4o) and open-source models (e.g. LLaVA-
1.5, Idefics2 and mPLUG-Owl3). The evaluation
results reveal that current MLLMs especially open-
source models have major flaws in multi-image
scenarios. The annotated data of our MIBench is
publicly available to spur progress in improving
the multi-image abilities of MLLMs.

Our contributions are summarized as follows:

• We propose the first large-scale and compre-
hensive benchmark MIBench for evaluating
the multi-image abilities of MLLMs, covering
three scenarios and 13 tasks in total.

• The evaluation on MIBench reveals that ex-
isting MLLMs especially open-source mod-
els face significant challenges in fine-grained
perception and multi-image reasoning.

• Current MLLMs perform poorly in the mul-
timodal knowledge-seeking scenario. And
there still exists considerable room for im-
provement in the multimodal in-context
learning abilities.

2 Related Work

2.1 Multimodal Large Language Models

Recent research (Zhu et al., 2023; Liu et al., 2024;
Dai et al., 2024; Ye et al., 2023) has expanded
LLMs (e.g. LLaMA Touvron et al., 2023) into mul-
timodal scenarios, enabling them to process both
visual and textual information. Some studies (Jiang
et al., 2024; Huang et al., 2023; Laurençon et al.,
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Can the given sentence accurately illustrate 
what's in these two images? Two dogs are 
lying in the grass in each of the images.
A. Yes   
B. No

What are the differences between image 1 
and image 2? 
A. A cake has been added on the table.
B. A couch appears on the right side.
C. The floor has been changed to wood.
D. Nothing has changed.

Based on image 1, what is the relationship 
between image 2 and image 3?
A. Image 2 is transformed to image 3.
B. Image 2 is beside image 3.
C. Image 2 is drawn on image 3.
D. Image 2 is playing with image 3.

What action do these images show?
A. a pen falling like a rock
B. spinning a pen so it continues spinning
C. spinning a pen that quickly stops 

spinning
D. moving a pen closer to marker

Why did the boy in black extended his 
hands after the boy in white extended his 
hands?
A. to play the game
B. want to take the watch off
C. feel tired and rest
D. copy him

… 

… 

Multi-Image Instruction

Which city or region does 
this building locate in?
A. Rouen
B. Camprodon
C. Valparaiso
D. Archives

At the victory ceremony for 
Boxing at the 2018 Summer Youth 
Olympics how many medalists 
were holding their hand over their 
heart?
A. No medalists did so.
B. Three medalists did so.
C. Two medalists did so.
D. One medalist did so.

… 

… 

The Chapel 
of the 
Resurrection…

The Musée
des Beaux-
Arts…

Boys' light 
heavyweight
Victory 
Ceremony…

Boxing at the 
2016 
Summer 
Olympics…

Look at the dog pictures presented 
above and tell me which type of 
dog is represented in this image.
A. Brabancon griffon
B. standard schnauzer
C. Yorkshire terrier
D. Appenzeller

What is the population of the 
country where the cabinet is 
named "Kabinet Kerja"?
A. 80 million
B. 250 million
C. 120 million
D. 300 million

… 

… 

Brabancon
griffon

Appenzeller

Q: What’s this?
A: House finch

… 

Q: What’s this?
A: house finch

Q: What’s this?
A: gordon setter

Q: To which group of 
road users is this traffic 
sign intended?
A: driver

… 

Q: What are drivers 
supposed to do?
A: stop

Q: What type of 
crossing is this? 
A: railroad

Q: Is there a person 
in the image?
A: yes

… 

Q: Is there an 
airplane in the 
image?
A: yes

Q: Is there a car 
in the image?
A: no

clocks on the building: 1… 

people in 
the room: 0

apples: 1

Multimodal Knowledge-Seeking Multimodal In-Context Learning
(a) General Comparison

(b) Subtle Difference

(c) Visual Referring

(d) Temporal Reasoning

(e) Logical Reasoning

(f) Fine-grained Visual Recognition

(g) Text-rich Images

(h) Vision-linked Textual Knowledge

(i) Text-linked Visual Knowledge

(j) Close-ended VQA

(k) Open-ended VQA

(l) Hallucination

(m) Demo-based Task Learning

Figure 2: Examples of the multi-image scenarios with a total of 13 tasks. The correct answers are marked in blue.

2024; Ye et al., 2024a) have further explored aug-
menting MLLMs with multi-image understanding
abilities. However, there lacks a comprehensive
benchmark for evaluating the multi-image abilities
of MLLMs, which limits the full exploration of
these models’ potential and hinders the develop-
ment of this field.

2.2 MLLM Benchmarks

The rapid development of MLLMs has led to the
emergence of a series of benchmarks, such as
LVLM-eHub (Xu et al., 2023), MMBench (Liu
et al., 2023), MM-Vet (Yu et al., 2023) and SEED-
Bench (Li et al., 2023a). However, these bench-
marks primarily focus on single-image evaluation,
and often overlook multi-image perception and rea-
soning abilities, which hold even greater practical
value. Some recent studies develop benchmarks
for assessing multi-image capabilities. Sparkles-
Eval aims to establish a benchmark for multi-turn
dialogues and multi-image scenarios. However, it
exclusively focuses on the dialogue scenario, and
relies entirely on GPT-4 for evaluation. Besides,
it has a small data scale. Other datasets such as
Mantis-Eval (Jiang et al., 2024) and SEED-Bench2
(Li et al., 2024) also cover a small number of multi-
image tasks, with a limited scale due to reliance on
manual annotation.

In this paper, we propose a large-scale bench-

mark covering three multi-image scenarios and 13
tasks, to comprehensively evaluate the multi-image
capabilities of MLLMs.

3 MIBench

3.1 Evaluation Taxonomy

We categorize multi-image inputs into three sce-
narios: Multi-Image Instruction (MII), Multimodal
Knowledge-Seeking (MKS) and Multimodal In-
Context Learning (MIC). As Figure 2 shows, MII
refers to cases where instructions involve percep-
tion, comparison and reasoning across multiple
images. For instance, “Do the two images show
the same number of cats?” MKS examines the
ability of MLLMs to acquire relevant information
from external knowledge, which is provided in an
interleaved image-text format. Compared to MII,
the questions in the MKS scenario can be about
a single image or even independent of any visual
content. MIC is another popular scenario, in which
MLLMs respond to visual questions while being
provided with a series of multimodal demonstra-
tions (i.e., demos).

3.1.1 Multi-Image Instruction

According to the semantic types of the instructions,
we further categorize the Multi-Image Instruction
scenario into the following five tasks.
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General Comparison (GC) task examines the
model’s general understanding of each image (e.g.
scene, attribute and location), and comparison
across different images. GC represents the most
fundamental aspect of multi-image abilities. We
use the image-pair description dataset NLVR2
(Suhr et al., 2018) for data construction.

Subtle Difference (SD) task examines the model’s
ability to perceive subtle differences between simi-
lar images. Compared to general comparison, the
SD task requires more fine-grained perception abil-
ity. The image editing dataset MagicBrush (Zhang
et al., 2024) is adopted in this task.

Visual Referring (VR) task evaluates whether the
model can utilize the referring information pro-
vided by input images to comprehend the relation-
ships between different objects. Figure 2(c) shows
an example of the VR task, whose data is from the
visual relation dataset VrR-VG (Liang et al., 2019).

Temporal Reasoning (TR) task assesses the
model’s understanding of the temporal relation-
ships among a series of consecutive images, and
its comprehension of the overall content conveyed
by these images. We employ the video understand-
ing dataset Something-Something V2 (Goyal et al.,
2017a) for this task.

Logical Reasoning (LR) task requires the model
to perform logical reasoning and analyze the causal
relationships between objects or events shown in
the input images. The video QA dataset NExT-QA
(Xiao et al., 2021) is used for data construction.

3.1.2 Multimodal Knowledge-Seeking

Based on the forms of external knowledge, we cat-
egorize the Multimodal Knowledge-Seeking sce-
nario into the following four tasks.

Fine-grained Visual Recognition (FVR) task ex-
amines the model’s ability to recognize the object
in the query image when given multiple reference
images. It requires the model to understand the
image-label correspondence in the reference im-
ages, as well as link similar images. A combina-
tion of several fine-grained recognition datasets
(Khosla et al., 2011, Wah et al., 2011 and Nilsback
and Zisserman, 2008) is used for this task.

Text-Rich Images (TRI) VQA task evaluates the
model’s ability to understand text-rich images and
extract information relevant to the question, which
is very common in real-world scenarios (e.g. read-
ing slides or documents). We adopt the SlideVQA

(Tanaka et al., 2023) dataset for data construction.

Vision-linked Textual Knowledge (VTK) task
corresponds to a very practical scenario where the
question is beyond the visual content of the query
image, such as querying background knowledge.
The provided external knowledge encompasses im-
ages and corresponding text which are possibly
retrieved from a knowledge base (e.g., Wikipedia).
The model is required to link the query image to
the relevant image, and extract useful information
from the corresponding text. Figure 2(h) shows an
example, whose data is from the InfoSeek dataset
(Chen et al., 2023).

Text-linked Visual Knowledge (TVK) task refers
to cases where the text-only question is about the
visual attributes of a specific object. For instance,
"Is the China National Stadium round or square?"
When provided with external knowledge in an inter-
leaved image-text form, the model needs to link the
question to the relevant text, and extract visual in-
formation from the corresponding image. This task
is very common in real life such as browsing web
pages. Figure 2(i) shows an example, whose data
is from the WebQA dataset (Chang et al., 2022).

3.1.3 Multimodal In-Context Learning
The in-context learning ability enables LLMs to
gain performance boost when provided with a se-
ries of demos. Recent studies (Alayrac et al.,
2022; Awadalla et al., 2023; Laurençon et al., 2024)
have also explored multimodal in-context learn-
ing (MIC). For the evaluation of the MIC ability,
existing methods solely assess the model’s perfor-
mance via a holistic metric, such as accuracy on the
VQAv2 (Goyal et al., 2017b) dataset. To evaluate
the model’s MIC ability in a fine-grained manner,
we categorize the MIC scenario into the following
four distinct tasks.

Close-ended VQA task requires the model to an-
swer from a predefined set of responses, which is
provided via multimodal demos. This task exam-
ines the model’s ability to learn the image-label
mapping relationships from the demos. We use the
Mini-ImageNet dataset (Vinyals et al., 2016) for
data construction.

Open-ended VQA task has an open range of pos-
sible answers which cannot be fully covered by the
provided demos. The task evaluates the model’s
ability to learn task patterns through demos. We
conduct a balanced sampling of different knowl-
edge types from the OK-VQA dataset (Marino
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et al., 2019) for this task.

Hallucination phenomenon is a significant chal-
lenge faced by MLLMs. In this task, we convert the
hallucination dataset POPE (Li et al., 2023b) into
in-context learning format, and study the impact
of the model’s MIC ability on the hallucination
phenomenon.

Demo-based Task Learning is a core aspect of
in-context learning, which enables the model to
rapidly adapt to new tasks given a few demos. To in-
vestigate existing MLLMs’ demo-based task learn-
ing ability, we select several visual tasks from the
VQAv2 dataset and remove the task instructions.
Instead, we present the task demos in the form like
“rabbit: 3”. Figure 2(m) shows an example.

3.2 Data Generation
In Section 3.1, we introduced the evaluation tasks
and the corresponding data source of the proposed
MIBench. However, the generation of test samples
using the original datasets is nontrivial. We meticu-
lously devise a data generation pipeline, including
various strategies of question generation, distractor
generation and external knowledge sampling for
different tasks.

Question Generation. To enhance the diversity
of questions, we devise corresponding prompts for
the tasks, and employ GPT-4 to generate a variety
of question forms. We then randomly sample from
the question pool to construct the test samples. For
instance, for the General Comparison (GC) task,
the questions such as “Is the subsequent sentence
an accurate portrayal of the two images?” and “Can
the given sentence accurately illustrate what’s in
these two images?” are utilized.

Distractor Generation. For different tasks, we
adopt two methods of distractor generation. One
way is to sample from the original annotations fol-
lowing certain strategies. For instance, for the
Temporal Reasoning (TR) task, we utilize the
Something-something V2 dataset for data construc-
tion. To prevent the model from taking shortcuts
by identifying objects to choose the correct op-
tions, we sample different temporal relationships
of the same object from the annotations as distrac-
tors. In this way, the constructed test samples can
more accurately reflect the model’s understanding
of temporal relationships. The second method is
to generate distractors with the help of GPT-4. For
instance, in the Text-Rich Images (TRI) VQA task,
we prompt GPT-4 to generate distractors according

to the question and the correct answer.

External Knowledge Sampling. For the Multi-
modal Knowledge-Seeking (MKS) scenario, rea-
sonably sampling interleaved image-text data as ex-
ternal knowledge is very important to the quality of
test samples. For instance, in the Vision-linked Tex-
tual Knowledge (VTK) task, we select text and im-
ages from the original annotations which have the
same question as the current query but with differ-
ent answers as external knowledge. This approach
avoids selecting text and images unrelated to the
current query, and can thus generate more chal-
lenging distractors. Additionally, some datasets
require more complex information extraction. For
instance, we use GPT-4 to extract question-related
segments from the original wiki entries of the In-
foSeek dataset, which can be as long as several
thousand words.

3.3 Quality Control

To mitigate data contamination, our construction of
test data exclusively utilizes the validation or test
sets from existing datasets. Furthermore, we com-
bine automated filtering and manual verification to
ensure the quality and reliability of the test data.

Specifically, after the data generation process,
we perform two automated filtering strategies on
the obtained data. 1) We remove images from the
input samples, and test multiple advanced MLLMs
on them. Then we discard samples which can still
be answered correctly without visual input. This
avoids the overestimation of model performance
due to the textual bias of the questions and op-
tions. 2) For the Multimodal Knowledge-Seeking
scenario, we eliminate external knowledge from
the samples and test them using multiple MLLMs.
Then we remove samples which the models can
answer correctly without external knowledge. This
mitigates the impact of internal knowledge of the
model, and provides a more accurate assessment of
the model’s ability of utilizing external knowledge.

As stated in Section 3.2, for some tasks such
as Visual Referring, we employ GPT-4 to gener-
ate distractors. To ensure the high quality of the
generated samples, we apply manual verification
after automated filtering. The process is conducted
by three trained annotators who possess relevant
professional backgrounds. Specifically, a sample
is discarded if there are duplicate options or more
than one correct option.
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Model Multi-Image Instruction Multimodal Knowledge-Seeking
GC SD VR TR LR FVR TRI VTK TVK

Closed-source MLLMs

GPT-4o 80.7 90.5 46.8 68.0 69.8 98.3 74.8 54.7 63.3
GPT-4V 72.8 79.2 45.8 61.8 66.3 90.2 71.0 52.0 56.0

Open-source MLLMs

mPLUG-Owl3 86.4 70.1 33.0 46.8 67.2 76.4 50.1 31.1 48.8
Mantis 83.0 54.1 37.6 45.5 63.4 16.4 37.7 26.4 41.7
Idefics2-I 83.1 49.7 32.6 44.8 56.4 42.4 43.9 25.6 39.0
MMICL 53.7 46.4 41.1 47.0 59.6 56.6 27.6 22.1 35.9
mPLUG-Owl2 64.2 40.1 35.6 30.7 41.3 13.3 39.0 17.0 25.6
Qwen-VL 45.9 22.5 16.3 27.5 36.8 58.8 35.9 22.9 18.1
LLaVA-1.5 40.6 14.9 24.1 30.1 44.8 18.2 25.8 16.7 26.3
mPLUG-Owl 19.1 4.0 21.7 8.0 29.2 17.3 12.1 14.9 20.6

Table 2: Evaluation results on the multi-image instruction and multimodal knowledge-seeking scenarios of MIBench.

What are the differences between
image 1 and image 2?

A. The blue shirt has been changed
to a red shirt.

B. The image2 shows a mushroom
pizza which did not exist in image 1.

C. A bottle of olive oil has been
added in image 2.

D. Nothing has changed.Subtle Difference

Figure 3: A qualitative case of the Subtle Difference
task, where open-source MLLMs show inferior perfor-
mance due to limited fine-grained perception ability.

3.4 Evaluation
For the multiple-choice questions, we employ the
accuracy of the predicted options as the evaluation
metric. Notably, early MLLMs such as mPLUG-
Owl tend to produce longer responses rather than
directly outputting the option. For these models,
we use GPT-4 to determine which option matches
the predicted content. In addition, similar to the
observation of MMBench, we find that different
MLLMs show preferences for specific options (i.e.
position bias). Therefore, we set the correct option
sequentially to “A”, “B”, “C” and “D”. A model
is considered to have correctly answered a sample
only if it consistently provides the correct response
across multiple tests. In this way, the impact of
position bias on the evaluation results is mitigated.

4 Experiments

4.1 Models
In this section, we evaluate MLLMs using the
constructed MIBench dataset. We first evaluate
MLLMs on the Multi-Image Instruction and Multi-

modal Knowledge-Seeking scenarios. These mod-
els can be categorized into three distinct groups:
(1) closed-source models, including GPT-4V and
GPT-4o; (2) open-source single-image MLLMs, in-
cluding mPLUG-Owl (Ye et al., 2023), LLaVA-1.5
(Liu et al., 2024), Qwen-VL (Bai et al., 2023) and
mPLUG-Owl2 (Ye et al., 2024b); (3) open-source
models natively supporting multi-image input, in-
cluding Mantis (Jiang et al., 2024), Idefics2 (Lau-
rençon et al., 2024) and mPLUG-Owl3 (Ye et al.,
2024a). For the open-source models, we employ
greedy decoding for prediction generation.

Then we evaluate open-source MLLMs on the
Multimodal In-Context Learning (MIC) scenario.
However, as most of these models have neither
been pre-trained on large-scale interleaved image-
text data nor fine-tuned on ICL format data, they do
not exhibit MIC capabilities. In the tests across the
four MIC tasks, they consistently exhibit a negative
ICL effect, i.e., their performance decreases as the
number of demos increases. Therefore, we only
present the evaluation results of models that pos-
sess multimodal ICL abilities, i.e. OpenFlamingo,
MMICL, IDEFICS and IDEFICS-I.

4.2 Evaluation Results

4.2.1 Multi-Image Instruction & Multimodal
Knowledge-Seeking

Table 2 shows the main results of the Multi-Image
Instruction (MII) and Multimodal Knowledge-
Seeking (MKS) scenarios. Through these results,
we have several valuable observations:
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Demo-Based Task Learning
OpenFlamingo
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MMICL
MMICL*

Figure 4: Evaluation results on the Multimodal In-Context Learning scenario.

Closed-source MLLMs exhibit superior perfor-
mance than open-source models. In most MII
and MKS tasks, the performance of open-source
models lags significantly behind that of proprietary
models. For instance, on the Temporal Reasoning
(TR) task, the best-performing open-source model
MMICL achieves an accuracy of 47.0%, falling
behind GPT-4o by 21.0%.

Open-source MLLMs are inadequate in fine-
grained perception tasks. Although many open-
source MLLMs have decent performance on the
General Comparison (GC) task, their performance
is significantly worse on the Subtle Difference
(SD) and Text-Rich Images (TRI) VQA tasks. For
instance, Idefics2-I achieves 83.1%, 49.7% and
43.9% on the three tasks respectively. In contrast,
GPT-4V and GPT-4o largely outperform open-
source models, due to their high-resolution input
strategy. Figure 3 provides a qualitative case sup-
porting the above point.

Multi-image MLLMs perform better than
single-image models on most tasks. This verifies
that pre-training on interleaved image-text data (e.g.
Idefics2-I) and instruction tuning on multi-image
data (e.g. Mantis) are both beneficial for improv-
ing multi-image abilities. Combining multi-image
pre-training and instruction tuning, mPLUG-Owl3
achieves better performance than other open-source
MLLMs on most tasks.

The Visual Referring (VR) task is particularly
challenging for existing MLLMs. As it requires
integration of fine-grained perception, spatial cor-
respondence and relation reasoning, most models
have not achieved satisfactory performance on the
VR task. Even the best-performing model GPT-4o
has not exceeded a 50% accuracy rate.

Most existing open-source MLLMs perform
poorly in the Multimodal Knowledge-Seeking
(MKS) scenario. For instance, the accuracy rates
of mPLUG-Owl2 on both the Vision-linked Textual

Knowledge (VTK) and Text-linked Visual Knowl-
edge (TVK) tasks are below 30%. In the Fine-
grained Visual Recognition (FVR) task, which
requires the combination of fine-grained percep-
tion and comparison abilities, mPLUG-Owl2’s
performance is merely over 10%. Compared to
single-image MLLMs, multi-image models such
as Idefics2-I exhibit better capabilities in utilizing
multimodal external knowledge. However, there is
still significant room for improvement, as the per-
formance of Idefics2-I on both the VTK and TVK
tasks is under 40%.

4.2.2 Multimodal In-Context Learning

Figure 4 shows the performances of OpenFlamingo,
MMICL, and IDEFICS on multimodal ICL scenar-
ios. The horizontal axis represents different shots
(i.e., the number of demos), and the vertical axis
represents accuracy. To investigate the impact of
images on multimodal ICL, the models that remove
the images from demos († in Figure 4) are evaluated
on close-ended VQA and open-ended VQA.

The current models exhibit multimodal ICL
abilities on close-ended VQA. As shown in Fig-
ure 4(a), after removing the images in the demos,
the performance of most models declines, and the
extent of this decline increases with the number
of shots. This indicates that these models have
learned the image-label mapping relationships in
the demos, exhibiting a certain degree of multi-
modal ICL ability.

Multimodal ICL abilities of different models ap-
pears to be driven by different modalities. As
shown in Figure 4(b), when the number of demos
increases, all models show consistent performance
improvement. However, for OpenFlamingo, remov-
ing images from the demos does not cause a sig-
nificant performance change, indicating that Open-
Flamingo’s ICL on this task is primarily driven
by text. In contrast, the absence of images leads
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Text-rich Images VQA Text-linked Visual Knowledge Vision-linked Textual Knowledge
w/ Dis. w/o Dis. w/ Dis. w/o Dis. w/ Dis. w/o Dis.

mPLUG-Owl2 39.0 42.1 25.6 29.6 17.0 90.1
Mantis 37.7 42.6 41.7 47.7 26.4 88.1
Idefics2-I 43.9 46.8 (59.5) 39.0 45.2 25.6 91.0

Table 3: Ablation study of the impact of distractors on various tasks on the multimodal knowledge-seeking scenario.

Confusion Reasoning
Conf. A Conf. B Tem. Obj.

mPLUG–Owl2 87.0 25.0 30.7 56.6
Qwen–VL 89.2 26.8 27.5 60.9
LLaVA–1.5 91.8 31.6 30.1 59.3
Mantis 91.2 83.6 45.5 75.7

Table 4: Ablation study on the multi-image confusion
phenomenon and the temporal reasoning task.

to a significant performance decline for IDEFICS
and MMICL, indicating that they possess a certain
degree of multimodal ICL ability.

Multimodal ICL abilities of current models do
not alleviate the hallucination phenomenon. As
shown in Figure 4(c), on object hallucination task,
only IDEFICS-I and Idefics2-I exhibit slight accu-
racy improvements with an increasing number of
shots, while other models show negative effects.
It indicates that ICL provides very limited help in
mitigating hallucinations and may even exacerbate
them. Comparing the base and instruction-tuned
versions of IDEFICS, it is evident that instruction
tuning can help alleviate hallucinations.

Most models possess some capacity of demo-
based task learning, but the capacity is relatively
limited. Figure 4(d) shows the model performance
under different shots in counting and color tasks
demonstrated only through examples. It is evident
that with an increasing number of demos, IDEFICS
shows significant gains, OpenFlamingo quickly
reaches saturation, and MMICL even fails to fol-
low the task format presented in the demos. In fact,
except for MMICL, these models can effectively
follow the output format with just 4 shots, and their
performance improves with more shots. It reflects
that OpenFlamingo and IDEFICS possess a certain
degree of demo-based task learning ability. In ad-
dition, compared to the experimental results with
explicit task instructions (e.g., ‘How many peo-
ple are in the room?’), there remains a significant
performance gap, indicating that the demo-based
task learning abilities of current models still have
substantial room for improvement.

4.3 Analysis

4.3.1 Multi-image Confusion Phenomenon

When evaluating MLLMs on the MIBench bench-
mark, we observe that open-source MLLMs, par-
ticularly single-image models, exhibit confusion
when handling multiple images. To validate this
issue, we derive two confusion subsets with 500
samples respectively from the POPE dataset used
in the hallucination task. In subset A, each sample
consists of one image and one question. The ques-
tion asks whether a specific object is present in the
image, which actually is not contained. In subset B,
an extra image containing the object in the question
is added to each sample in subset A as a distrac-
tor. As shown in Table 4, it can be observed that
the performance of the three single-image models
significantly decline after the addition of the extra
image, while the multi-image model Mantis also
has a slight performance drop. It confirms that cur-
rent open-source MLLMs, especially single-image
models, suffer from severe confusion, thereby af-
fecting their performance in multi-image instruc-
tions and multimodal knowledge-seeking.

4.3.2 Limited Reasoning Ability

In the construction of temporal reasoning, we uti-
lize the ground truth of videos as the correct option
and sample different actions of the same object
as distractors. Under this setting, the majority of
MLLMs demonstrate poor performance. To further
study these results, we replace the same objects in
the distractors with different objects and test sev-
eral representative models. As indicated in the ta-
ble, under the setting where distractors contain dif-
ferent objects, the performance of mPLUG-Owl2,
LLaVA-1.5 and Mantis models significantly im-
proves, as the models can take shortcuts by distin-
guishing between objects. The results indicate that
for current MLLMs, the reasoning ability across
multiple images is significantly inferior to their
spatial perception ability.
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4.3.3 Bottlenecks of the MKS task
Compared to multi-image instruction, multimodal
knowledge-seeking requires the model to extract
relevant information from external image-text
knowledge sources and is thus more challeng-
ing. To investigate the bottlenecks of multimodal
knowledge-seeking tasks, we compare the impact
of distracting content.

As shown in Table 3, for text-linked visual
knowledge, removing distracting content(i.e., only
retaining the information relevant to the question)
results in a certain performance improvement. It in-
dicates that the model’s ability to identify relevant
information (i.e., link by text) still can be improved.
On the other hand, even after the removal of dis-
tracting content, the performance remains poor. It
suggests that the primary bottleneck for this task
is the deficiencies of MLLMs in perceiving and
reasoning with visual information.

In contrast, for the task of vision-linked tex-
tual knowledge, the removal of distracting content
leads to a significant performance improvement.
It suggests that the bottleneck for this task lies in
the MLLMs’ ability to mine effective messages
through image comparison (i.e., link by image).

On text-rich images VQA, removing distracting
content brings some performance boost. Based on
this, Idefics2-I further boosts from 46.8% to 59.5%
by employing image splitting for higher resolution
inputs. The significant performance gain indicates
that the bottleneck of this task is more related to
information loss caused by low resolution.

From the above comparisons, it can be con-
cluded that the current MLLMs’ abilities in per-
ceiving, contrasting, and reasoning with visual in-
formation are remarkably inferior to their abilities
with text, and face substantial challenges in under-
standing rich-text images due to resolution issues.

5 Conclusion

While MLLMs have shown strong performance in
various vision-language tasks, their abilities with
multi-image inputs remain underexplored. To ad-
dress this, we introduce MIBench in this paper,
a benchmark that evaluates MLLMs across three
multi-image scenarios: multi-image instruction,
multimodal knowledge-seeking and multimodal in-
context learning, covering 13 tasks with 13K an-
notated samples. The evaluation results reveal that
existing models, despite excelling in single-image
tasks, face significant challenges with multi-image

inputs. The annotated data is publicly available
to facilitate further research. We hope this work
can spur progress in improving the multi-image
abilities of MLLMs.

Limitations

Due to the input length limitation of current
MLLMs, the Multi-Image Instruction and Multi-
modal Knowledge-Seeking scenarios of our bench-
mark include 2 to 8 input images in each sample.
However, real-world scenarios may involve a large
number of images. We’ll investigate the evaluation
of MLLMs over more images in future work.
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Task Image Source Question Source Distractor Source

General Comparison NLVR2 GPT-4 generated Original annotations
Subtle Difference MagicBrush GPT-4 generated Sampled from annotations
Visual Referring VrR-VG Manual GPT-4 generated
Temporal Reasoning Something-Something V2 Manual Sampled from annotations
Logical Reasoning NeXT-QA Original annotations Original annotations
Fine-grained Visual Recognition Dogs / Birds / Flowers / Cars GPT-4 generated Sampled from annotations
Text-Rich Images SlideVQA Original annotations GPT-4 generated
Vision-linked Textual Knowledge InfoSeek Extracted from annotations Sampled from annotations
Text-linked Visual Knowledge WebQA Sampled from annotations GPT-4 generated
Close-ended VQA Mini-ImageNet Sampled from annotations -
Open-ended VQA OKVQA Sampled from annotations -
Hallucination POPE Sampled from annotations -
Demo-based Task Learning VQAv2 Converted from annotations -

Table 5: More details of the data generation process.

Task Image Number Per Sample Average Question Length Average Answer Length

General Comparison 2 33.3 1.0
Subtle Difference 2 19.0 10.0
Visual Referring 3 27.0 6.9
Temporal Reasoning 8 39.0 6.2
Logical Reasoning 8 44.7 3.1
Fine-grained Visual Recognition 5 35.4 2.6
Text-Rich Images 4 25.9 2.9
Vision-linked Textual Knowledge 5 562.7 1.7
Text-linked Visual Knowledge 4 76.7 3.6
Close-ended VQA 5-17 5.0 1.4
Open-ended VQA 5-17 8.1 1.2
Hallucination 5-17 7.2 1.0
Demo-based Task Learning 5-33 3.2 1.1

Overall 125K (in total) 68.2 4.1

Table 6: Image number, average question/answer length of each task.

A More Details of MIBench

Table 5 presents the detailed data generation in-
formation of each task. Note that “sampled from
annotations” isn’t simple random sampling from
the original annotations. Instead, as stated in Sec-
tion 3.2, it involves designing specific sampling
strategies tailored to the task.

Table 6 shows the detailed statistics of each task,
including image number per sample, average ques-
tion length and average answer length. Note that
“Image Number Per Sample” for the Multimodal
In-Context (MIC) learning scenario is a range de-
termined by the number of demos. And the whole
benchmark has 125K images in total. “Average
Answer Length” refers to the average length of op-
tions for multiple-choice questions and the average
length of answers for short-answer questions.
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