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Abstract

Dialogue policies play a crucial role in devel-
oping task-oriented dialogue systems, yet their
development and maintenance are challenging
and typically require substantial effort from ex-
perts in dialogue modeling. While in many
situations, large amounts of conversational data
are available for the task at hand, people lack
an effective solution able to extract dialogue
policies from this data. In this paper, we ad-
dress this gap by first illustrating how Large
Language Models (LLMs) can be instrumental
in extracting dialogue policies from datasets,
through the conversion of conversations into
a unified intermediate representation consist-
ing of canonical forms. We then propose a
novel method for generating dialogue policies
utilizing a controllable and interpretable graph-
based methodology. By combining canonical
forms across conversations into a flow network,
we find that running graph traversal algorithms
helps in extracting dialogue flows. These flows
are a better representation of the underlying
interactions than flows extracted by prompting
LLMs. Our technique focuses on giving con-
versation designers greater control, offering a
productivity tool to improve the process of de-
veloping dialogue policies.'

1 Introduction

Chatbots and virtual assistants have emerged as
powerful tools for guiding users or automating spe-
cific tasks across different domains, from facilitat-
ing restaurant reservations (Budzianowski et al.,
2018) to handling product returns on e-commerce
platforms (Chen et al., 2021).

Most task-oriented dialogue systems (TODS)
nowadays use two key components: a Natural Lan-
guage Understanding (NLU) engine and a Dialogue
Manager (Bocklisch et al., 2017). The role of the
NLU engine is to perform intent detection and slot

'Data and code can be found at https://github.com/
makeshn/flows_from_conversations.

extraction, essential for understanding the user’s re-
quests. Concurrently, the Dialogue Manager lever-
ages the current dialogue state, alongside the intent
and slots identified from the latest user message,
to determine the subsequent bot action or response.
In most cases, both the NLU and Dialogue Man-
ager rely on expert human intervention, typically
involving a mix of conversation designers and data
scientists. The NLU component requires a prede-
fined set of user intents and slots while the Dialogue
Manager necessitates dialogue policies that dictate
the bot responses.

In the development of task-oriented assistants,
it is common to have access to a corpus of pre-
existing conversations. Recent research has shown
considerable interest in harnessing these conver-
sational corpora to construct TODS. Extracting
intents directly from these dialogues has demon-
strated significant potential in augmenting the effi-
ciency of conversation designers in modeling the
NLU component (Chatterjee and Sengupta, 2020;
Kumar et al., 2022; Du et al., 2023). However,
the task of deriving dialogue policies from the
same set of conversations presents a more complex
challenge and requires a nuanced understanding of
conversational dynamics and objectives. Only a
limited number of studies have ventured into this
domain, exploring methodologies for automatic
dialogue policy extraction (Richetti et al., 2017;
Vakulenko et al., 2019; Ferreira, 2023).

In this paper, we introduce a novel hybrid
methodology (§3) that combines Large Language
Models (LLMs) with graph-based algorithms for
the automated extraction of dialogue policies from
a corpus of task-specific conversations. To that
end, we first translate the turns in each dialogue
into canonical forms (Sreedhar and Parisien, 2022)
using an LLM. The canonical forms are then clus-
tered together to smooth out minor variations, fol-
lowing which we construct a graph modelling the
entire corpus of conversations. This graph is akin
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to a flow network, where nodes represent canonical
forms of dialogue turns and edges signify the pro-
gression and connection between different turns.
Finally, we apply path-finding algorithms to this
graph to extract dialogue policies.

The proposed approach combines sequences of
user and assistant canonical forms, that can be seen
as dialogue trajectories, into a more complex dia-
logue policy. Thus, the extracted policies can han-
dle digressions that are expressed using a branching
logic determined by the intent of a user message.
As all trajectories in our policies, including digres-
sions, are composed of sequences of (user and bot)
canonical forms, we can express the dialogue pol-
icy extraction from a corpus of conversations as a
compositional task that combines translation and
multi-document summarization. This enables us-
ing automatic metrics (e.g. BLEU, BERTSCORE)
for evaluating the quality of the generated policies
(§4). We also show that these metrics correlate very
well with human evaluation (§5).

Our findings indicate superior performance of
our hybrid graph and LLM-based approach over
techniques that rely solely on prompting LLMs for
policy generation. In addition to better quantitative
performance, the graph-based methodology pro-
vides enhanced controllability, interpretability, and
robustness. These qualities render it a practical and
effective tool for aiding conversation designers, in
contrast to the more opaque, black-box nature of
prompt-based LLM approaches.

Our main contributions are as follows:

* Demonstrating the feasibility of extracting di-
alogue policies expressed as sequences of user
and assistant canonical forms from a corpus
of conversations focused on a specific task.

* Modelling conversations with a flow network
graph derived from the sequences of canonical
forms provides an efficient method for policy
extraction. The evaluation of dialogue policies
computed using our hybrid graph and LLM
approach demonstrates superior performance
compared to prompt-based methods.

* Providing a controllable and highly inter-
pretable practical solution to be used by con-
versation designers in real-world scenarios.

* Contributing to the field by releasing the ex-
tracted dialogue policies for tasks in two pop-
ular datasets for TODS: SGD (Rastogi et al.,
2020) and ABCD (Chen et al., 2021).

2 Background

Task-Oriented Dialogue. Most tools for build-
ing task-oriented chatbots and virtual assistants
use two different components: NLU and a Dia-
logue Manager (Liu et al., 2021). These range
from commercial solutions (e.g. Google Di-
alogFlow (Google, 2024) or Oracle Digital Assis-
tant (Bors et al., 2020)) to open-source tools like
Rasa (Bocklisch et al., 2017) or research-focused
platforms such as ConvLab (Lee et al., 2019).

Dialogue policies can be modeled as sequences
of user intents and bot actions, for example using
stories in Rasa (Bocklisch et al., 2017) or Colang
flows in NeMo Guardrails (Rebedea et al., 2023).
Our work is valuable for this modeling: the ex-
tracted dialogue policies can serve as starting points
for conversation designers to refine.

Traditionally, the development of task-oriented
dialogue systems (TODS) required manual effort
from experts. However, recent tools and meth-
ods aim to reduce this effort by leveraging large
datasets for automatic intent discovery, with some
addressing the challenge of dialogue policy gen-
eration. Even end-to-end neural TODS (Hosseini-
Asl et al., 2020) that embed intents and policies
in model weights can use the extracted human-
readable dialogue policies to enhance the explain-
ability of the underlying opaque systems.

Canonical Forms. NLU has typically used dis-
criminative components for intent classification
and slot labeling. With advances in generative text
models (Radford et al., 2018; Brown et al., 2020),
NLU can now be remodeled as a generative engine
for intents and slots. Canonical forms (Sreedhar
and Parisien, 2022) encode the intent of conversa-
tion turns in a concise, standard form. Unlike the
closed set of expert-defined intent classes, canon-
ical forms are generated by models and are task-
independent, offering a flexible way to encode dia-
logue policies (Rebedea et al., 2023).

Intent Discovery. Intent mining has lately been
an active topic not only in conversations (Chat-
terjee and Sengupta, 2020), but also in web
queries (Vedula et al., 2020). Most of the
works employ various clustering algorithms (DB-
SCAN (Chatterjee and Sengupta, 2020), k-
means (Du et al., 2023), iterative (Benayas et al.,
2023)), with different text embeddings. Recent
works propose using contrastive learning for train-
ing specific embeddings for this task (Du et al.,
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Figure 1: The three stages of the proposed solution for extracting dialogue flows: 1) Label user and bot turns in the
conversations with canonical forms (§3.1); 2) Construct an interaction graph between user and bot canonical forms
(§3.2); 3) Use graph traversal to extract dialogue flows as sequences of canonical forms (§3.3).

2023; Kumar et al., 2022) or using a dual-stage
clustering (Du et al., 2023). Similar to our pro-
posed intent discovery approach, some methods
generate intent names as well (Vedula et al., 2020;
Benayas et al., 2023). Our intent discovery method
combines an LLM p-tuned for generating canonical
forms with an extra clustering step and is applied
for both user and bot intents.

Dialog Flow Extraction. There are just a hand-
ful of works tackling the generation of dialogue
policies. Earlier works employed a type of pro-
cess mining that required either using a taxonomy
of speech acts (Vakulenko et al., 2019) or other
predefined classes (Richetti et al., 2017) for each
turn in the conversation. Ferreira (2023) is the
most similar to our proposed method, as it con-
siders a graph-based approach to identify frequent
sequences of turn types, but it employs a specific
taxonomy of dialogue acts to label the turns. One
important advantage of our approach is that it does
not need any human intervention.

Unsupervised dialogue structure discovery (Lu
et al., 2022; Shi et al., 2019) is similar to dialogue
flow extraction. However, there are important dif-
ferences: they mainly aim to discriminate conversa-
tions in different tasks from a dataset and the latent
structures used to encode the state of a conversation
cannot be easily used by the Dialogue Manager of
a TODS. Another task that has some similarities
is workflow discovery which aims at predicting
API calls given a task-oriented conversation, but it
was only explored in a low-data regime, not fully
unsupervised (Hattami et al., 2022).

3 Method

To extract dialogue policies (flows) from conversa-
tional data, we propose a pipeline comprising three

key stages: intent identification, graph construction
utilizing the identified intents, and the application
of graph traversal algorithms for the extraction of
dialogue flows. The functionality is depicted in
Fig. 1: the input is a corpus of conversations on a
given task and the output is the dialogue policy as
a combination of sequences of canonical forms.

3.1 Intent Identification

We begin with a corpus of task-specific conversa-
tions, such as customer interactions regarding prod-
uct returns in an e-commerce setting. These con-
versations are structured as a series of exchanges
between an user and a human agent, composed of
n dyads. The typical format of a conversation is
an alternating sequence of user and agent turns,
represented as [u1, Gy, ..., Uy, Qy].

The primary objective at this initial stage of
the pipeline is to assign an intent label to each
turn in the conversation, effectively mapping:
turn; — intent(turn;) This enables us to ana-
lyze conversations at a higher level of abstrac-
tion rather than operating at the level of indi-
vidual turns. The abstracted conversation can
thus be depicted using the corresponding intents,
[intent(u; ), intent(ay)..., intent(a,)].

Not only that intent labels are not available in
an unsupervised context, but the intents provided
as part of TOD datasets are not easily transferable
across domains. We adopt the usage of canonical
forms (Sreedhar and Parisien, 2022) for inferring
the intents of conversation turns. This approach
offers a practical alternative, enabling intent identi-
fication without relying on predefined label sets.

Canonical Forms. Intent labels traditionally tend
to be terse, and this often hinders the generalization
of models to new domains. Canonical forms are
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concise, yet descriptive phrases that can capture
the essence of utterances in the conversation (see
Fig. 2). More complex examples are shown in
Appendix B highlighting that canonical forms can
also capture slots in addition to the intent (e.g. bot
ask for city, user provide city).

Weak Supervision. We leverage the impressive
generalization capabilities of language models to
extract canonical forms across a wide range of do-
mains. Starting from a small set of 200 conversa-
tions from two tasks in the ABCD dataset (product
returns and shipping inquiries), canonical forms for
each turn are obtained using text-davinci-003,
OpenAl’s instruction-tuned LLM (Ouyang et al.,
2022). Using this weakly supervised data, a smaller
LLM(§A.2) is p-tuned (Liu et al., 2022) to pre-
dict the canonical form for a particular turn given
the conversation history, i.e. it learns the map-
ping: [u1,ay,us, ..., u;] — intent(u;). The trained
model is then used to annotate utterances with
canonical forms across different domains. It is
employed for all our experiments, showing its gen-
eralization not only to the other tasks in the ABCD
dataset, but also to a different domain (SGD).

Aligning a separate model allows for obtaining
more consistent and cheaper annotations than using
OpenAl models. Moreover, as the p-tuning dataset
is small we also plan to obtain human annotations
and release a commercially viable model for gen-
erating canonical forms. More details about the
p-tuned model and prompting used for obtaining
weak labels are shown in Appendix A.

Intent Normalization. Using a generative ap-
proach to obtain the canonical form for utterances
introduces variability in how similar intents are
described (see Fig. 2). In this stage, we want to
group canonical forms that represent identical in-
tents, identify a representative form within each
group, and subsequently re-annotate the conversa-
tions with the representative forms for each group.

We extract the canonical forms not only for user
turns, but also for agent responses. For the normal-
ization stage, we use agglomerative clustering inde-
pendently for the set of canonical forms (user and
agent). The embeddings for the canonical forms are
computed using the MiniLM-L6 model (Reimers
and Gurevych, 2019). The representative canonical
form for each cluster is chosen based on frequency.
All other canonical forms within each cluster are
then substituted with this representative canonical
form. This procedure yields a collection of con-

versations labelled with a consistent and unified
set of canonical forms. Additional implementation
details are in Appendix A.

3.2 Graph Construction

The conversations with the unified canonical forms
allow us to construct a graph denoting how each
conversation proceeds. Let us consider a conver-
sation with canonical forms [u1, a1, U2, ...Up, Gy)
where ; and a; denote the canonical forms for user
turn u; and agent turn a; respectively. This allows
us to construct a linear path that denotes how the
conversation progressed:

UL — a1 —> -+ — Uy —> QAp,

We construct an interaction graph by merging
all such linear paths for all conversations given a
specific task. The canonical forms corresponding
to the user and agent turns are the nodes of the
graph. A directed edge connects each canonical
form to the next in the sequence within the con-
versation. The frequency of a particular transition
between two canonical forms (such as u; — a;
or a; — U;y1), determines the weight of the cor-
responding edge, i.e. this weight represents the
number of occurrences of that transition across all
conversations. This results in a weighted directed
graph that effectively captures the dynamics of dia-
logue progression across multiple conversations.

3.3 Policy Extraction via Graph Traversal

Given the constructed interaction graph, we can ex-
tract various dialogue flows using graph algorithms.
Assuming that a dialogue flow can be represented
as a path from a source node to a destination, we
can employ various graph traversal algorithms for
this stage. Our intuition is that the dialogue policy
for the happy path of a task should be the most
commonly traversed path. Since the weights of the
edges are a proxy for the number of conversations
in which that transition occurs, we can consider an
algorithm where the objective is to maximize the
minimum capacity along a path.

Fattest-Path Dijkstra. Given a graph depicting
a transportation network (graph whose weights are
considered as transportation capacities), this is a
variation of Dijkstra’s algorithm where we want to
find a path between the source and the target such
that the minimum weight of any edge in the path is
as large as possible (Cormen et al., 2022).
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Utterance: Can you tell me the progress on my order from last
week?
Intent: request order progress

Utterance: Hello! | am not sure if the jeans I've bought last week

have left your warehouse.
Intent: inquire location of order

(a)

request order status update
request order progress
—+ request order progress

inquire location of order

ask for order progression

seeking update on shipment status

(b)

Figure 2: Intent identification: (a) Extraction of canonical forms from conversation turns using an LLM, (b) Intent

normalization via clustering.

Let G = (N, E) be a graph with nodes N and
edges FE, each edge e having a weight w(e). Let
P = (s = ng,ny,...,n; = t) be a path from
source s to target ¢t. The bottleneck for path P,
denoted by F'(P), is defined as:

(P) = min, {w(nsnii))
The goal is to find the path P* with the largest
bottleneck out of all possible paths from s to ¢,

P(s,t):

P* = argmax {F(P)}
PeP(s,t)

The source node is chosen as the most commonly
occurring canonical form for the first turn observed
across all conversations, while the target node is the
most frequent final turn canonical form. We then
apply the algorithm and extract the fattest-width
path as our initial version of the dialogue flow, df.

3.3.1 Dialogue Flow Digressions

Extracting only the widest path presents us with an
incomplete view of the dialogue progression (the
"happy" or main path). We need to find alterna-
tive paths arising from nodes on the widest path to
capture a more complete dialogue policy.

Bot ask for account number

N

Main path User forgot account number

Initiate recovery process

Figure 3: Digression from the main path in a graph.

To fully comprehend the necessity of examining
digressions, let us consider the example in Fig. 3.
Consider a scenario where after the bot asks for
the user’s account number, the main dialogue path
continues with the step user provides account
number. However, a potential deviation might oc-
cur if the user does not recall the account number.

This deviation leads to an alternate path, starting
with the canonical form "user forgot account num-
ber" and branching into an account recovery sub-
flow. Digressions help us enhance the structure and
flow of the dialogue policy.

Identifying Digressions. For each node in the
main dialogue flow, n;, we examine all nodes n;
that are directly connected to n;, i.e. n; — n;.

To identify potential digressions, we employ a
similarity-based thresholding method. If the simi-
larity measure between the canonical form of node
n; and the next node on the main dialogue flow
n;41 falls below a specified threshold e, we mark
n; as a digression candidate:

sim(nj41,n;) < € = digression candidate

Then we determine the widest path from each
digression candidate node to the final node n¢,,q in
the dialogue flow. This procedure yields a set of
potential alternative paths, denoted as Fy;.

Finally, we compute the similarity between each
alternative path and the main dialogue trajectory.
Paths that exhibit a high similarity to the main dia-
logue trajectory are discarded, the remaining paths
whose similarity to the main flow is below a thresh-
old k are considered digressions. For our experi-
ments, we determined to use x = 0.8 for selecting
digressions by employing a manual evaluation on
a small set of extracted digressions with different
threshold levels. To compute the similarity between
two paths (main and digression) we concatenate
the canonical forms between start and end nodes on
each path to compute its embedding. An example
of a dialogue trajectory can be found in Table 1.

4 Experimental Settings

4.1 Datasets

We consider two widely used task-oriented
dialogue datasets: Schema Guided Dialogue
(SGD) (Budzianowski et al., 2018) and Action-
Based Conversations Dataset (ABCD) (Chen et al.,
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Domain Dialogue Flow with Digression

user request weather information
bot ask for city

user provide city

bot provide weather forecast
when user ask for humidity

bot provide humidity

user request music

bot recommend song

user acknowledge recommendation
bot ask if song should be played
user confirm request to play song
bot inform song is playing

user thank

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

GetWeather

Table 1: Examples of extracted dialogue trajectory with
digressions.

Dataset #Turns(Avg) Graph gpt-4-turbo
SGD 19.10 6.10 (7.98) 5.59 (7.66)
ABCD 11.40 4.61 (5.24) 4.04 (5.00)

Table 2: Comparison of mean LCS length between ex-
tracted (Graph, gpt-4-turbo) policies and conversa-
tions. Exact match LCS is outside brackets, similarity-
based LCS is inside.

2021). A relevant aspect for our dialogue policy
extraction task is that the conversations were gen-
erated using different approaches. SGD dialogues
were generated by crowd-sourced paraphrasing of
a set of dialogue sketches created automatically
driven by a state-machine dialogue policy. Mean-
while, ABCD contains more realistic conversations
between a client and a customer support agent (both
non-experts) with the agent following a dialogue
script resembling real-world customer support sce-
narios.

Schema Guided Dialogue (SGD). A compre-
hensive dataset containing 20 domains (or tasks)
and 20k annotated conversations. These domains
encompass a diverse range of user interactions rel-
evant to an assistant use case, such as setting up
calendars, looking for events, and making travel
arrangements including different bookings.

Action-Based Conversations Dataset (ABCD).
This dataset is designed to facilitate the devel-
opment of more realistic customer service dia-

logue systems, primarily in the e-commerce set-
ting. It contains over 10k human-to-human dia-
logues, which include the agent taking a specific
sequence of actions to accomplish various tasks.
The tasks span multiple domains, including man-
aging account details, inquiring about the status of
shipping, and handling processes related to initiat-
ing and monitoring refunds.

4.2 Baselines

Given the limited previous work, we consider the
following alternatives for evaluating and comparing
the efficacy of the proposed approach (§3).

Graph Traversal - Longest Path. This algo-
rithm identifies the longest path in a directed graph,
which, in this context, represents the longest se-
quence of dialogue turns in a conversation.

Linar = max{len(p) : p € P(s,t)}

Graph Traversal - Maximum Weighted Path.
This method computes the path in a graph that has
the highest cumulative weight. In our case, the
computed happy (main) path would maximize the
number of conversations modelled by summing the
frequency of each transition on that path.

Ppaz = max {Z w(e) :p € P(s,t)}

eep

Prompting-Based Alternatives. Utilizing the set
of conversations annotated with canonical forms
(Sec. §3.1) as input, we prompt LLMs to generate
the most suitable dialogue policy. We use Ope-
nAl gpt-4-turbo and gpt-3.5-turbo, additional
details are in Appendix C.

4.3 Evaluation

The dialogue policies generated by our method can
be expressed in natural language as a sequence of
subsequent canonical forms, similar to a conversa-
tion. Thus, our automatic evaluation strategy com-
pares a conversation, as a sequence of canonical
forms, with the dialogue policy. Additional evalua-
tion details are in Appendix D (automatic) and E
(manual, e.g. annotator instructions and interface).

4.3.1 Automatic Evaluation

Text Similarity Metrics. Extracting dialogue
flows from conversations falls at the intersection of
two well-defined language tasks. It can be framed
as a translation problem, wherein the goal is to
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transform unstructured conversational data into a
structured dialogue flow format. Additionally, we
can view it as a multi-document summarization
task (Ma et al., 2022) involving the distillation of
multiple conversations into a concise dialogue flow
representation. As the objective is to quantify the
ability of the dialogue policy to model the con-
versations in the corpus, we use standard text gen-
eration metrics (BLEU, ROUGE, METEOR, and
BERTSCORE) (Celikyilmaz et al., 2020) to assess
the dialogue flow coverage and quality. To achieve
this, we use the canonical forms representation for
both conversations and the dialogue policy.

Structure-Preserving Metric. To evaluate how
well a dialogue policy respects the structure of con-
versations and the sequential ordering of canon-
ical forms, we utilize the Longest Common Sub-
sequence (LCS). The longest subsequence com-
mon to two sequences can be non-contiguous, but
it respects the ordering of elements in each se-
quence. Let C' = {c1,ca,...,cn} represent the
sequence of utterances in a conversation, and let
P = {p1,p2,-..,pn} represent the sequence of ac-
tions in an extracted dialogue policy - both encoded
as canonical forms. The LCS metric, denoted as
L(C, P), quantifies the number of utterances from
conversation C' that can be handled by policy P in
exactly the same order, thereby providing a mea-
sure of how well the policy reflects the structure of
the conversation.

We compute LCS using two methods: exact
match and similarity-based match. Exact match
extracts subsequences that have the same canonical
forms both in the conversation and the policy, while
the similarity-based match uses embedding similar-
ity for matching canonical forms considering two
elements a match if their similarity score exceeds a
given threshold. This allows a more flexible match-
ing that can correct some of the errors introduced
by the intent identification stage.

4.3.2 Human Evaluation

For an in-depth assessment, we selected five do-
mains from the SGD dataset: the best two for the
graph-based method, the best two for the strongest
baseline (gpt-4-turbo), and one domain where
the performance gap was minimal (see Fig. 4).
From each domain, we sampled 10 conversations
and paired them with the dialogue flows extracted
by each method (graph, gpt-4-turbo). Human
annotators were then tasked with mapping each

step in the dialogue flow to a corresponding turn
in the actual conversation - more details are in Ap-
pendix E. In addition to mapping canonical forms
in the dialogue flow to the corresponding turn in
the conversation, annotators were also asked to rate
how relevant the canonical form was to that turn. A
score of 1 implied that the canonical form described
the user utterance comprehensively, and a score of
0.5 meant that certain details in the utterance were
not captured by the canonical form.

Precision and Recall of Policies. Through this
detailed evaluation, we were able to determine the
precision and recall of canonical forms used in the
dialogue trajectory. Precision captures how many
of the identified canonical forms correctly describe
conversation turns and recall measures how well
the canonical forms cover the actual turns in the
conversation. This process allows us to validate the
efficacy of the automatic metrics used in evaluating
the extracted dialogue flows Let us assume that we
have a sample conversation that goes like

User: "What’s the weather like today?"

Bot: "The weather is sunny with a high of 75
degrees."

User: "Will it rain tomorrow?"

Bot: "No, it is expected to be clear all day
tomorrow."

User: "What about this weekend?"

Bot: "It might rain on Saturday, but Sunday
should be sunny."

The predicted dialogue trajectory for this conver-
sation is:

user ask about weather

bot provide weather

user ask about weather tomorrow
bot provide weather

user ask about weather weekend
bot provide weather

bot provide weather

The human annotator is tasked with mapping
turns in the conversation with the appropriate in-
tent/canonical form from the dialogue trajectory.

User: "What’s the weather like today?"
— user ask about weather

Bot: "The weather is sunny with a high of 75
degrees." — bot provide weather

User: "Will it rain tomorrow?"
— user ask about weather tomorrow
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Bot: "No, it is expected to be clear all day
tomorrow." — bot provide weather

User: "What about this weekend?"
— user ask about weather weekend

Bot: "It might rain on Saturday, but Sunday
should be sunny." — bot provide weather

Once we have this mapping, we see that the
user canonical forms encode the state (similar to
intent and slots in a standard NLU), while the bot
canonical forms measure how well the predicted
responses from the extracted policy match the bot
responses in the conversation under evaluation. We
then evaluate the performance in terms of micro-
precision and micro-recall of the graph-based and
prompt-based approaches on the "user" canonical
forms and the "bot" canonical forms of the ex-
tracted policies.

5 Results and Analysis

This section provides a quantitative comparison of
graph-based methods and prompting-based tech-
niques. Additionally, a qualitative analysis, exam-
ining the variances in extracted dialogue flows, the
effect of incorporating digressions into these flows,
and the degree of flexibility and control provided
by the graph-based approach is also presented.

5.1 Automatic Metrics

Text Similarity Metrics. Table 3 presents a
comparative analysis of various graph-based and
prompting-based methods using text-similarity
metrics. In the graph-based category, the Longest-
Path and Max-Weighted-Sum methods demon-
strate similar performance, with minor variations
in scores. The Fattest-width Dijkstra method sig-
nificantly outperforms both methods in all metrics
for both datasets (+8/+12 BLEU, +8/+11 ROUGE),
indicating a more effective approach in extracting
dialogue flows.

When compared with prompting-based ap-
proaches with LLMs, Fattest-width Dijkstra shows
improved performance (+1.5 BLEU, +2 ROUGE)
over GPT-4 as well. While an optimal prompt
might lead to marginally improved scores, the trend
suggests that the proposed graph-based method
demonstrates a more consistent and effective way
to extract dialogue flows.

Structure-Preserving Metric. Table 2 compares
the mean LCS length between policies extracted

by the graph and gpt-4-turbo methods. The poli-
cies extracted using the graph-based method consis-
tently achieve higher LCS scores, indicating better
alignment with the conversations. These results can
be interpreted that about a third of all interactions
can be correctly handled by the dialogue policies.

Relation to Intent Identification. All metrics
used for automatic evaluation, including LCS, are
dependent on the unsupervised intent identification
(§3.1). Therefore it is important to determine the
quality of this step.

To evaluate the accuracy of intent identification,
we manually annotate conversations with canoni-
cal forms and compare these annotations with the
canonical forms predicted by the p-tuned LLM.
Semantic similarity between the predicted and
ground-truth canonical forms is measured using
MiniLM-v6. If the similarity score exceeds 0.8,
the prediction is considered correct; otherwise, it
is marked as incorrect. Using this approach, we
achieve a user intent accuracy of 70% and a bot in-
tent accuracy of 87% with the p-tuned LLM. When
replacing the model with text-davinci-003 for
canonical form prediction, user intent accuracy im-
proves to 86%, and bot intent accuracy increases
to 93%. More recent models, such as LLaMa-3.1-
70B-Instruct (Llama Team, 2024), further enhance
performance, achieving 94% accuracy in user in-
tent and 97% in bot intent identification.

5.2 Human Evaluation

The annotations from the human evaluation allow
us to compute precision and recall metrics to eval-
uate the extracted dialogue flows. In our context,
higher precision indicates that a higher number of
canonical forms from the dialogue flow are utilized
to describe turns in the conversations. A higher
recall implies that a greater number of turns in the
conversation are accurately covered by the canoni-
cal forms from the dialogue flow.

Table 4 shows that the dialogue flows extracted
using the graph-based approach exhibit signifi-
cantly higher precision compared to the flows
from gpt-4-turbo. This suggests that the graph
method is less noisy and more representative of
the main flow of the interaction. The recall of
the graph-based approach is marginally better than
gpt-4-turbo indicating similar efficacy in captur-
ing conversation turns. Table 7 in Appendix §4.3.2
shows a breakdown of performance for user and
bot canonical forms.
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| SGD ABCD
‘ BLEU METEOR ROUGE-L BERTSCORE | BLEU METEOR ROUGE-L BERTSCORE
Longest Path 19.16 4294 4076 45.04 1839 33.12 38.45 36.46
Graph-based (ours) Max Weighted Sum | 19.29  42.55 40.79 4475 1922 3549 39.59 37.66
Fattest-Width Dijkstra | 27.87 5427 48.87 52.78 30.08 4826  50.10 46.65
+with I Digression | 28.54  54.31 49.23 5297 30.93 4844 5040 47.83
Promotine-based  &PT3-5-wrbo 2552 4977 4754 51.37 2764 4354 47388 4431
prngbas gpt-4-turbo 2633 5276 48.19 52.30 2854 4502 4807 44.99

Table 3: Comparison of dialogue flow extraction methods using automatic metrics. Fattest path Dijkstra exhibits
superior performance over other graph algorithms and surpasses gpt-4-turbo in prompting-based approach across

SGD and ABCD datasets, while adding digressions provides even larger improvement.

Method Precision Recall
Graph 73.06 65.62
gpt-4-turbo 68.72 64.64

Table 4: Precision and Recall between extracted dia-
logue policies and human annotated conversations.

Domain Graph gpt-4-turbo Adding Digressions.
BookAppointment  0.59 0.51
SearchHotel 0.60 0.53
ReserveRestaurant  0.55 0.57
GetEventDates 0.43 0.52
PlayMedia 0.37 0.49

Table 5: Comparison of Graph and gpt-4-turbo scores
for the 5 domains in SGD used for human evaluation.

The average scores for each domain are shown
in Table 5. We observe that the trends of the man-
ually annotated scores are consistent with auto-
matic evaluations (see Fig. 4). Domains where
the graph method outperforms gpt-4-turbo in the
automatic evaluation, such as ’BookAppointment’
and ’SearchHotel’, are reflected similarly by hu-
man annotators. This indicates a strong correlation
between automatic metrics and human ratings. The
lower scores for the graph method in specific areas
can be attributed to the lack of digressions in the
main dialogue flows used for human evaluation.
Future improvements addressing this aspect could
enhance the efficacy of the graph method.

5.3 Considerations for Developers

The proposed graph-based methodology offers sev-
eral advantages over prompting-based techniques,
particularly in terms of control and flexibility for
conversation designers.

Controllability. Graph-based methods provide
superior control, allowing designers to specify dia-
logue flow length, identify digressions, and decide

which digressions to include. Prompt-based meth-
ods lack this fine-tuned control and interpretability,
making precise modifications challenging. Graph-
based methods allow control over dialogue flow
length, allowing developers to balance precision
and recall effectively.

Integrating digressions into
dialogue flows enhances understanding of conver-
sational dynamics. As shown in Table 3, adding a
single digression improves all metrics by about 1
point. Graph-based methods facilitate precise iden-
tification and mapping of digressions, offering a
clear visual representation of dialogue progression,
which is beneficial for conversation modelling.

Robustness. Prompting-based approaches can be
brittle and influenced by the order of conversation
presentation, leading to inconsistent results. Graph-
based methods produce deterministic outputs, en-
suring predictable and consistent results regardless
of input order, which is crucial for reliable conver-
sation design.

6 Conclusion

Generating dialogue policies from a dataset of con-
versations can significantly reduce the effort re-
quired by conversation designers and domain ex-
perts to develop TODS. We propose a novel hybrid
LLM and graph-based method to extract dialogue
policies without relying on a predefined set of dia-
logue acts.

Our results are significant for three reasons. First,
we demonstrate that dialogue policies can be com-
puted using network flow in a graph of all possible
conversations for a given task. Second, modeling
conversations as sequences of canonical forms en-
hances explainability and controllability. Third,
incorporating digressions as high-flow paths in the
graph allows conversation designers to control the
granularity of dialogue policies.
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7 Limitations and Risks

The dialogue policies generated with the proposed
approach are not perfect and should not be used to
implement any TODS without careful inspection by
a conversation designer or domain expert. More-
over, we acknowledge that in most cases the ex-
tracted dialogue flows will be iteratively improved
by human experts. Therefore, our method is mainly
intended to serve as a productivity tool. As the
generated policies are expressed as sequences of
canonical forms expressed in English it provides a
good degree of explainability for the generated dia-
logue policies. At the same time, the mechanism
for identifying digressions helps control the gran-
ularity and coverage of the dialogue policies and
can be used by experts to analyze existing datasets.

A further limitation of our research is that we
have not fully investigated the impact of various
intent identification methods. For example, the
clustering algorithm and sentence embeddings used
by the intent normalization stage might influence
the performance of our graph-based method. At
the same time, other intent extraction methods de-
scribed in Section §2 should also be compared to
our proposed method. All these will go into future
work and experiments.

At last, while in our work we have shown that
the automatic evaluation using text generation met-
rics (e.g. BLEU, BERTSCORE) are correlated very
well with the human evaluation on 5 different con-
versational tasks, this may not be the case on other
conversation datasets. Therefore, we encourage de-
velopers that want to use this approach for evaluat-
ing the performance of the extracted dialogue flows
to check first that the automatic metrics are well
correlated with (at least a small) human annotated
dataset that measures overlap between policies and
conversations with domain experts.

The main risks of our approach is that the gen-
erated dialogue policies might contain canonical
forms that are irrelevant or even malicious, but are
extracted somehow from the corpus of conversa-
tions offered as input. However, we consider this
should not be the case as the extracted policies
should always be investigated and curated by a
conversation designer.

8 Broader Impact

Upon acceptance for publication, we aim to release
both the code and the generated dialogue policies
for the ABCD and SGD datasets. In accordance

with OpenAl terms of usage, this data would be
available only for research purposes and would
not be commercially usable. We also aim to re-
lease a set of conversations that are annotated with
Llama3-70B-Instruct to enable better annotation
quality. We consider that the existence of such a
tool for extracting dialogue policies would bene-
fit companies and developers that have access to
datasets of task-oriented conversations.
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A Implementation Details for Intent
Identification

A.1 Prompt Template for Creating Weak
Labels.

As mentioned in §3.1, we have used
text-davinci-003 from OpenAl to create
an initial set of weak labels for 200 conversations
from the ABCD dataset on 2 different tasks. For
this, we have used the following prompt:

Your task is to annotate conversational
utterances with intents expressed as
canonical forms. Canonical forms are
short summaries representing the intent
of the utterance - it is neither too
verbose nor too short. Here is an
example to show you how the task is to
be performed.

{example}

Annotate the following conversation in a
similar manner. if similar intents are
detected, make sure to use the same
canonical forms as in the example given.
for other ones, use the ones in the
example above as reference and craft
them. Each turn of the conversation
should be annotated with the
corresponding canonical forms.

{conv}

Output the annotated conversation with
canonical forms.

The usage of text-davinci-003 was based on
its performance in generating canonical forms used
for dialogue rails in NeMo Guardrails (Rebedea
et al., 2023). While the model has been deprecated
at the end of 2023, initial experiments show that the
new model, gpt-3.5-turbo-instruct achieves a
similar performance for this task. For all runs, we
have used greedy decoding with temperature equal
to 0.

A.2 P-Tuned LLM for Intent Identification
with Weak Labels

For this study, we make use of our in-house 43
billion parameter model as the base LM. The 43B
model is a decoder-only GPT architecture LLM
that has been trained on 1.1 trillion tokens. It has 48

layers and uses a vocabulary size of 256 thousand,
RoPE positional embeddings (Lee et al., 2021)
and SwiGLU activation (Shazeer, 2020) without
dropout. It was aligned using a combination of
publicly available and proprietary alignment data.
For p-tuning, we used a batch size of 8, learning
rate of 1e-4, number of virtual tokens as 30 and
trained for 50 epochs with early stopping. The
best performance was obtained at epoch 20. The
training data is structured such that the model is
trained to predict the canonical form for a partic-
ular turn given the conversation history up to that
point. The training data consists of 850 samples
and the validation data consists of 300 samples.

A.3 Intent Normalization

For SGD, we use agglomerative clustering with a
clustering threshold of 0.9 and Euclidean distance
as the metric. Similarly, for ABCD dataset the
clustering threshold is set at 0.7. We select these
clustering thresholds after running a hyperparam-
eter search over a range of clustering threshold
values (0.5-1.0).

B Examples of Generated Dialogue
Policies

In Table 8 we show the dialogue policies extracted
with the proposed graph-based method for 4 do-
mains from the SGD dataset. For each domain, we
can compare the main (happy) path with a flow con-
taining one additional digression added to the main
path. To tackle the branching of a flow (e.g. digres-
sion vs. main path) we are using some simple syn-
tactic features supported by Colang flows (Rebedea
et al., 2023), i.e. the special keyword when. This
works by traversing the digression path only when
the specific user intent in the when condition is met,
otherwise continuing with the main path.

In addition to the dialogue flows, each domain
also has a sample conversation (out of several hun-
dreds) used to generate the flows.

C Details for Prompting-Based Dialogue
Policy Generation

The following methodology has been used to gen-
erate the dialogue policy using prompting given the
corpus of conversations for a task.

After several iterations, we have used the fol-
lowing prompt which provides good results for the
task of generating a dialogue flow from a set of
conversations modelled using canonical forms.
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Here is a list of dialogue flows that
denote how conversations usually proceed
between a user and a bot. Your task is
to create a dialogue flow that best
represents the conversation flow given
all the dialogue flows below.

{conversations_with_canonical_forms}

What is the most commonly traversed path
in this set of conversations? Output it
following a similar format as the
conversations above. Only display the
output path. Do not add any comments or
other text.

Due to context length limitations, we utilize a
batch of 100 conversations as input for the LLM
(and the graph method). Following this, we extract
the dialogue flow from these conversations.

D Automatic Evaluation Metrics by
Domain

The evaluation is always conducted using a distinct
set of conversations that were not included in the
batch of 100 conversations used for extracting the
dialogue flows. For example, in a domain with
300 conversations, the dialogue flow is extracted
from the 100 conversations at a time and evaluated
against the remaining 200. This helps ensure a fair
evaluation and mitigates the risk of overfitting.

In Figs. 4 and 5 we provide the BLEU and
ROUGE scores for each task in the SGD and
ABCD datasets for the top two performing meth-
ods: Graph and GPT-4. In each graph, the tasks
are ordered from left to right based on the value
of the difference in performance on that metric be-
tween the proposed graph-based method and GPT-
4 prompting. We can easily see that the Graph
method is out-performing GPT-4 in more than 60%
of the tasks for both datasets.

E Manual Evaluation

For manual evaluation, we use 8 annotators. For
this task, we selected volunteers instead of relying
on crowd-workers. Each volunteer has at least a
MSc in Computer Science or related domain, be-
ing at least knowledgeable in NLP. Each annotator
was tasked with reviewing 25 pairs of conversa-
tion and associated dialogue flow. More, annota-
tors received a balanced distribution between flows

generated by the Graph-based method and by GPT-
4. The annotators are asked to map the canonical
forms in the dialogue flow to the corresponding
conversation turn, as well as assign a score to the
canonical form (4.3). The annotation Ul is shown
in Fig. 6. The annotators are not made aware of
which method is used to extract the dialogue flow
to prevent any potential bias.

Before starting the annotations, one of the au-
thors of the paper provided about 10 pairs of con-
versation and dialogue flow as samples annotations
and also a short guide of about 3-4 pages on the
annotation process. The guide included an explana-
tion of the task, the annotation UI, and had a short
lost of Q&A. The time required per annotator was
about 2 hours and the annotators were paid for this
task.

In order to have consistent manual annotations,
each pair of conversation and dialogue flow was
labelled by two different annotators. We have ob-
tained a substantial inter-rater agreement, Cohen’s
k=0.71, considering a binary classification task for
the canonical forms in the dialogue flow (matched
or not matched by a turn in the current conversa-
tion).

Metric Minimum Maximum Average Standard Deviation
BLEU 25.6 26.5 26.1 0.3
ROUGE-L  47.7 484 47.9 0.26

Table 6: Variance in BLEU and ROUGE-L metrics
across 5 runs of the prompting-based method using
gpt-4-turbo.

F Variance in LLM output

To evaluate the effect of altering the sequence of
conversations, we prompted gpt-4-turbo to ex-
tract the dialogue flows for all domains in the SGD
dataset. This process was repeated five times for
each domain, with the same set of conversations
in the prompt, but with their order randomized in
each iteration.

Table 6 indicates a relatively narrow range in
both BLEU and ROUGE scores indicating consistent
performance. However, determinism is preferred
as it ensures reproducibility and reliability in the
results.

19042



User - Precision | User - Recall | Bot - Precision | Bot - Recall
Graph 76.5 68.3 78.8 68.4
gpt-4-turbo 71.4 66.8 73.3 67.5

Table 7: Performance metrics of the graph-based approach and gpt-4-turbo model in terms of precision and recall
for user and bot canonical forms when compared with human annotations.

Mean BLEU Score by Domain (Descending Order of Difference) Mean rouge Score by Domain (Descending Order of Difference)

= Graph
= gpta-turbo

- Graph
0.6 == gpta-turbo
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ReserveCar

Domain

(a) BLEU (b) ROUGE-L

Figure 4: Performance obtained by the proposed graph-based method and the top performing baseline (gpt-4-turbo)
for the SGD dataset. The results are ordered from left to right on the value of the difference in performance between
graph-based and GPT-4.
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= Graph
- gpta-turbo | | I | |

- Graph
- gpt-a-turbo

shipping-issuecost | EEEEE—_:u

purc
subscrip

purchase-disputemistim

Domain Domain

(a) BLEU (b) ROUGE-L

Figure 5: Performance obtained by the proposed graph-based method and the top performing baseline (gpt-4-turbo)
for the ABCD dataset. The results are ordered from left to right on the value of the difference in performance
between graph-based and GPT-4.
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Dialogue Flow

Dialogue Flow with Digression

Conversation

user request to play song
bot ask for song to play

user provide song name

bot confirm request to play song
user confirm

bot inform movie is playing

user thank

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user request to play song

bot ask for song to play

user provide song name

bot confirm request to play song
user confirm

bot inform movie is playing

when user request to make transfer
bot ask for amount to transfer
user provide amount to transfer
bot confirm transfer request

user confirm

bot inform movie is playing

user thank

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user "I wish to play the song. Broadcast it on my display. I love Kacey Musgraves song."

bot "Which song do you need?"
user "I need the song Slow Burn."

bot "Kindly ensure that, Slow Burn is will play on TV."
user "Yes. it is perfect.”

bot "Song is started.”

user "Thank you so much.”

bot "Do you need any other help?”

user "I wish to make a transfer amount from my checking account to savings account of Jerry.

bot "How much to be transferred?"
user "Please transfer 1110 bucks."

bot "Kindly ensure that, $1,110 is transferred from my checking account to savings account of Jerry."

user "Yes. It is correct.”"

bot "The transfer is made successfully.”

user "I wish to play the movie on internet now."
bot "What movie do you wish to watch?"

user "Play Mary Magdalene with subtitles.”

bot "Kindly ensure that, playing Mary Magdalene without subtitles.”

user "Yes. What type of genre it is? Who is the director?”

bot "Movie started. It is a Drama movie directed by Garth Davis."

user "Thank you so much.”
bot "Do you need any other help?”
user "No. Thank you so much."
bot "Have a fantastic day.”

user request weather information
bot ask for city

user provide city

bot provide weather forecast

user request music

bot recommend song

user acknowledge recommend song
bot ask if song should be played
user confirm request to play song
bot confirm request to play song
user confirm

bot inform song is playing

user thank

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user request weather information
bot ask for city

user provide city

bot provide weather forecast
when user ask for humidity

bot provide humidity

user request music

bot recommend song

user acknowledge recommend song
bot ask if song should be played
user confirm request to play song
bot inform song is playing

user thank

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user "I need the weather forecast for the 7th."
bot "What city would you like to check the weather?"
user "Please check Ciudad de Mexico"

bot "For that day there is a 6 percent chaning of rain and the average temperature should be 93 degrees Fahrenheit.”

user "What will the humidity be? Will it be windy?"

bot "The humidity will be around 24 percent and the average wind speed 5 miles per hour.”

user "Thanks. Can you sind some songs for me?"

bot "I found 10 songs. Do you like Stitches by Shawn Mendes on the album Handwritten?"

user "That sounds great. Please play the son;
bot "Please confirm: play Stitches on the T
user "That is correct. What genre is that?"
bot "The song is now playing. It's a pop song."
user "Thanks."

bot "Can I assist you with something else?"
user "No thanks.”

bot "Enjoy your day.”

user request to find a song

bot suggest song

user confirm song recommendation

bot ask if user wants to play song

user request to play song on kitchen speaker
bot confirm request to play song on kitchen speaker
user confirm

bot inform song is playing

user thank

bot ask if any other help is needed

user thank and say goodbye

bot say goodbye

User request to find a song
bot suggest song

when user ask for genre

bot provide genre

user confirm song recommendation

bot ask if user wants to play song

user request to play song on kitchen speaker

bot confirm request to play song on kitchen speaker
user confirm

bot inform song is playing

user thank

bot ask if any other help is needed

user thank and say goodbye

bot say goodbye

user "I want to hear a song from nine years back."

bot "How about Alone by Alan Walker from the album Different World?"

user "What genre of music is that?"
bot "It’s labeled as a Pop song.”

user "Okay, that one will work. Please play it on the Kitchen speaker.”
bot "To confirm: You want to play Alone on the Kitchen speaker.”

user "Sorry, no. Please play it on the speaker in the bedroom.”

bot "Okay. So, I'll play the song Alone on the Bedroom speaker.”

user "That’s right. Please go ahead.”
bot "Sure. Enjoy the music!”

user "Thanks. That’s all for now.”
bot "Have a wonderful day!"

user express desire to watch a movie
bot ask for location

user provide location

bot suggest movies

user confirm

bot ask if user wants to buy tickets
user decline to buy tickets

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user express desire to watch a movie
bot ask for location

user provide location

bot suggest movies

when user ask for showtime

bot provide showtime

user acknowledge provide showtime
user confirm

bot ask if user wants to buy tickets
user decline to buy tickets

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user "Look for a movie for me to watch."
bot "Where are you located?”
user "Find me movies in Union City."

bot "There are 10 movies there. What do you think about Breakthrough, Captain Marvel or After?"
user "Captain Marvel sounds great. At what time could I watch it?"

bot "What date do you want to see it on?"
user "I'd like to watch it on the 7th of March."

bot "I found 1 showtime for Captain Marvel. There is one at 9 pm in Century 25 Union Landing & XD."

user "Sounds good."

bot "Do you want to buy tickets?"

user "No, I do not want to buy them right now."
bot "Do you need any more help?”

user "No, thanks."

bot "Enjoy your day.”

user request for cab

bot offer shared ride

user provide number of passengers and request shared ride
bot ask for destination

user provide destination

bot ask for shared ride

user confirm shared ride

bot confirm request for shared ride
user confirm

bot inform ride has been booked
user thank

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user request for cab

when bot ask for number of seats
user provide number of seats

bot ask for ride type

user provide preferred ride type
bot confirm request for ride

bot offer shared ride

user provide number of passengers and request shared ride
bot ask for destination

user provide destination

bot ask for shared ride

user confirm shared ride

bot confirm request for shared ride
user confirm

bot inform ride has been booked
user thank

bot ask if any other help is needed
user thank and say goodbye

bot say goodbye

user "I need to go to 19369 Stevens Creek Boulevard Suite 130 for which I need a cab with Luxury ride. Can you find on

bot "Can you tell me the number of seats that you need?"
user "Yes, I need only one.”

bot "Please confirm to book a Luxury cab with 1 seat to 19369 Stevens Creek Boulevard Suite 130."

user "can you check for a Cab with pool ride for 4 perso
bot "please confirm to book a Cab with Pool ride with 4 seats.”
user "Yes, that is okay for me."

bot "Your booking was

bot "will be there in 3 minutes.”
user "Yes, that is great, thanks for your work."
bot "Anything else you need?”

user "No, thanks, that’s all T need.”

bot "Have a good day.”

confirmed and the Cab is on the way to your location."
user "Can you tell me the exact time when the Cab will reach my place?”

Table 8: Several examples of extracted dialogue policies for different domains in SGD dataset using the proposed
graph-based method, with and without digressions, accompanied by a sample conversation from each domain.

19044



|Cunuersatiun

| Flow conversation mapping

Is conversation turn modelled by flow? |Flaw

user "l need a booking for a
dentist"

bat "Any particular dentist and
date you have in mind?"”

user "Book an appointment for
C-Dental X-ray on march 10th"
bot "What time would suit best?"
user "Make the date to the 3rd.
Anything available at marning
9:307"

bat "Sure, need your
confirmation. Booking
appointment for C-Dental X-ray at
9:30 am day after tomorrow.”
user "The dentist's name is Dr.
David |. Thompson. Is there any
slot available for 5:15 in the
evening”

bot "Sure, need your
confirmation. Booking
appointment with Dr. Dawid |
Thompson at 5:15 pm"

user "Yes, that is correct”

bot "Appointment is confirmed”
user "Thanks for your help."

bat "Anything else you need help
with?"

user "Mo thanks a lot.”

bot "Have a fantastic day."

Figure 6: Annotation UI for the Manual Evaluation
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user express desire to visit dentist
bat ask for specific dentist and
date

user provide name of dentist and
time of appointment

bot confirm appointment details

user confirm

bat inform appointment has been

confirmed

user thank and say goodbye

bot say goodbye



