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Abstract

The prevalence of information manipulation
online has created a need for propaganda de-
tection systems. Such systems have typically
focused on the surface words, ignoring the lin-
guistic structure. Here we aim to bridge this
gap. In particular, we present the first attempt
at using discourse analysis for the task. We con-
sider both paragraph-level and token-level clas-
sification and we propose a discourse-aware
Transformer architecture. Our experiments on
English and Russian demonstrate sizeable per-
formance gains compared to a number of base-
lines. Moreover, our ablation study empha-
sizes the importance of specific types of dis-
course features, and our in-depth analysis re-
veals a strong correlation between propaganda
instances and discourse spans.

1 Introduction

The widespread of disinformation and information
manipulation in various domains, such as politics,
economics, and health (e.g., COVID-19), has led
to an increased demand for fact-checking and pro-
paganda detection. To tackle this, several datasets
have been created to analyze online media and as-
sist in system development (Martino et al., 2020;
Maarouf et al., 2023). One of the recent competi-
tions in this field is Semeval 2023 Task 3 (Pisko-
rski et al., 2023), which introduces a multilingual
dataset with six languages. This paper specifically
addresses the most challenging task in the competi-
tion, namely persuasion techniques detection.

For propaganda detection, the most recent effec-
tive approaches employ encoder-based Transform-
ers as their backbone models, with some minor
task-specific or dataset-specific modifications (Ju-
rkiewicz et al., 2020; Liao et al., 2023; Wu et al.,
2023). However, these approaches have aimed
mostly to achieve the highest quality or compe-
tition scores.

John Hancock, the first
signer of the Declaration
of Independence, said,

Attribution

Continue steadfast and,
with a proper sense of

your dependence on God,
nobly defend those rights

“Resistance to
tyranny becomes

the Christian duty of
each individual…

Elaboration

Same-Unit

which Heaven
gave,

Elaboration and no man ought to
take from us.”

Appeal_to_Authority

Figure 1: A discourse tree for a piece of text annotated
with propaganda labels. The arrows point from nuclei
to satellites.

In contrast, we adopt a broader perspective and
aim not only to develop a qualitative approach, but
also to gain interpretation and understanding that
can facilitate progress in propaganda detection. To
this end, we analyze the linguistic structure of the
texts by examining the discourse features.

Among the various types of discourse represen-
tations available, the Rhetorical Structure Theory
(RST) suggested by Mann and Thompson (1988)
was selected for our analysis due to its widespread
usage and availability of high-quality open-source
parsers for multiple languages. According to this
theory, a text can be represented as a tree structure,
where the nodes correspond to text spans and are
connected by discourse relations such as Elabo-
ration, Joint, and Condition. Figure 1 illustrates
an example of a discourse tree constructed for a
real media text, with propaganda spans annotated.
Notably, the “Attribution” discourse span aligns
precisely with the “Appeal to Authority” propa-
ganda span. It is reasonable to observe this align-
ment, and further examples can be found in the
dataset. However, establishing a definitive set of
rules for matching between discourse and propa-
ganda is quite challenging.
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The primary objective of our research is to en-
hance the effectiveness of a Transformer-based ap-
proach for propaganda detection by integrating dis-
course information. This allows not only to im-
prove the quality of the model, but also to evaluate
the relationship between discourse and propaganda.

Our contributions can be summarized as follows:

• We modify a Transformer-based architecture
in order to integrate discourse features.

• The proposed approach greatly improves the
performance of the base model in text classi-
fication and token classification tasks for the
SemEval-2023 dataset in both English and
Russian languages.

• An ablation study is conducted to evaluate the
importance of specific discourse features.

• An in-depth analysis is conducted to examine
the errors made by the discourse-based model
and to investigate the actual correlations be-
tween discourse and propaganda.

2 Related Work

General View A fine-grained propaganda anal-
ysis was proposed by Martino et al. (2019), who
developed a corpus of news articles annotated with
18 propaganda techniques, considering separately
the task of technique spans detection and classifica-
tion. Subsequently, the dataset and its extentsions
were employed in several shared tasks, such as
SemEval-2020 (Martino et al., 2020) and SemEval-
2023 (Piskorski et al., 2023).

Transformer-based approaches have become
common in solving the propaganda detection task,
treating it as a token- or text classification problem
(Jurkiewicz et al., 2020; Wu et al., 2023). Recent
studies have utilized BERT-based models, such
as BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019), DeBERTa (He et al., 2021), ALBERT
(Lan et al., 2020), or their ensemble (Purificato
and Navigli, 2023). Liao et al. (2023) considered
XLM-RoBERTa and extended the base approach
by using a contrastive formulation of the loss func-
tion. Another approach proposed by Baraniak and
Sydow (2023) introduced a BERT-based hierarchi-
cal model that combines token classification and
multilabel token classification tasks.

We also focus on Transformer-based approaches,
but our analysis goes beyond the typical modifi-
cations associated with task formulation or base
dataset characteristics.

Instead, we additionally investigate the nature of
propaganda in terms of discourse structure in order
to enhance the interpretability of our approach.

Discourse In previous studies, the effectiveness
of discourse-aware measures has been demon-
strated in evaluating the quality of machine transla-
tion (Joty et al., 2017). We also consider some
discourse-based characteristics, but incorporate
them as features in our neural approach. Similarly,
Xu et al. (2019) enhanced extractive summarization
by combining discourse-based representations with
BERT embeddings.

The fact-checking task is closely related to propa-
ganda detection, as both involve analyzing the relia-
bility of information. Previous research has shown
that discourse integration techniques have been ef-
fective for this task. For instance, Karimi and Tang
(2019) developed the multitask model that incorpo-
rated discourse tree reconstruction as an auxiliary
loss. Chernyavskiy and Ilvovsky (2020b,a) utilized
pre-constructed discourse trees and encoded them
using a recursive neural network.

Regarding interpretable approaches, Yu et al.
(2021) conducted a study on classification-based
methods for propaganda detection. Nevertheless,
their analysis primarily concentrated on syntactic
and sentiment features, neglecting discourse fea-
tures. To fill this gap, our work investigates the
relationship between discourse trees and propa-
ganda spans, and underscores the importance of
specific discourse features in enhancing the effi-
cacy of neural approaches. Finally, an analogy can
be drawn with the study conducted by Rodríguez
et al. (2023), which suggested multi-task learning
with propaganda identification as the main task and
metaphor detection as an auxiliary task.

3 Methods

3.1 Preliminaries: RST
Rhetorical Structure Theory (RST) was proposed
by Mann and Thompson (1988). It posits that each
text can be represented as a tree structure, which is
constructed incrementally from the bottom-up. The
first step in RST analysis involves identifying and
segmenting the text into elementary discourse units
(EDUs), which are indivisible coherent units of
thought. These EDUs serve as the leaves of the tree
structure. Once the EDUs are identified, the text
spans are connected recursively using discourse
relations, such as “Summary”, “Attribution”, and
“Condition”.
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RST categorizes vertices into two types: “Nu-
cleus” and “Satellite”. Nucleus vertices contain
essential information, while Satellite vertices pro-
vide additional details. Certain relations, such as
“Joint” and “Same-Unit”, can be multi-nuclear.

Figure 1 demonstrates an example of a discourse
tree for a text from the SemEval-2023 dataset. This
tree comprises five EDUs, with the main Nucleus
EDU being “Resistance to...”, since all other nodes
are achievable from this one by arrows.

The theory is language-independent and parsers
have been already developed for multiple lan-
guages. In the case of English, we utilized the
Two-Stage discourse parser (Wang et al., 2017) for
its public availability and its proven state-of-the-art
performance in discourse parsing. Consequently,
we employed the list of discourse relations pro-
vided by this parser. Among the languages consid-
ered for the SemEval-2023 competition, we have
identified a parser for the Russian language, as
proposed by Chistova et al. (2020). Although it
has slightly lower quality compared to the English
parser, it covers a similar set of discourse relations.

3.2 Discourse Features
Considering the multicomponent nature of the dis-
course structure, we distinguish several types of
discourse features.

EDU boundaries (EDUB) This is a per-token
binary feature that identifies whether the token rep-
resents the beginning or the end of an EDU. For
instance, in Figure 1 the token “which” would be
assigned the value of 1, indicating that it represents
the start of an EDU, while “Heaven” would be as-
signed the value of 0. This rather simple feature
can be valuable as propaganda spans often consist
of multiple concatenated EDUs.

Nucleus-Satellite (NucSat) This is a per-EDU
binary feature that indicates whether a node in a
discourse tree is classified as Nucleus (label 1) or
Satellite (label 0). It can be easily projected to the
token level, since each token is associated with only
one EDU. In Figure 1, all tokens that are pointed to
by arrows will be assigned the label 0. This feature
is particularly relevant when the specific relation
name is not of primary importance, but rather the
presence of secondary information is important.
For instance, propaganda spans belonging to the
“Distraction” class often assume the inclusion of
a Satellite either within the phrase itself or in the
nearest dependent phrase.

Relations This feature encodes the discourse re-
lations of the corresponding EDUs. Here, we use
one-hot encoding to transform the relations into
integer vectors. In should be emphasized that rela-
tions from trees are assigned only to Satellite nodes,
while Nucleus nodes are given a default “span” re-
lation. Thus, the final feature has a size of N + 1,
where N represents the number of discourse rela-
tions in the chosen discourse parser. Again, each
token has a vector representation that is equal to the
vector representation of the corresponding EDU.

Positions All features described above only con-
sider the entire EDU information and did not take
into account the positions of tokens within the tree.
To address this limitation, we introduce a discourse-
based positional feature, which consists of two
parts: absolute position and path-based position.

The absolute position represents the EDU num-
ber in the discourse tree constructed for the entire
text. This feature is particularly useful when ana-
lyzing large texts that are divided into paragraphs
and it is needed to consider the relative position of
paragraph spans in the overall tree structure.

The path-based position is based on the path
from the root to the corresponding EDU leaf in
the discourse tree. This path is constructed sequen-
tially, assigning -1 when moving to the left vertex,
and 1 otherwise. Therefore, the path can be repre-
sented as a binary vector with a length not exceed-
ing the depth of the tree. To facilitate analysis, we
truncate the path and retain only the last p values.
Moreover, to ensure equal final vector length, we
pad shorter vectors with zeros on the left side.

In the given example depicted in Figure 1, the
node “which Heaven gave” is assigned an absolute
position of 4. Additionally, its path-based position
is represented as (0, 0, 0, 1, 1,−1, 1) for p = 7.
The dimension of the full position encoding is p+1.

Depth Considerations The previously described
features only encode the individual leaves (EDUs)
and do not consider high-level tree relations that
connect spans containing multiple EDUs. In the
example in Figure 1, the tokens from the span “and
no man ought to take from us” are not only “Same-
Unit” tokens, but also “Elaboration” tokens at a
lower depth. To incorporate these high-level re-
lations, we expand the NucSat and the Relation
representations by concatenating the embeddings
for all nodes located at a maximum depth of k from
the leaves. We pad with zeros the embeddings of
the vertices located at depth less than k.
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Figure 2: Model architecture for the two tasks: (a) token classification; (b) span classification (paragraph-level).
The trainable blocks of the model are indicated in a blue color. The colors in “Span Text” indicate individual EDUs,
and only these EDUs are used to calculate discourse features in the entire discourse tree.

For a depth limit of k = 3, the span we are
considering should be encoded using the follow-
ing sequence: [(Nucleus, Attribution), (Satellite,
Elaboration), (Nucleus, Same-Unit)].

The final discourse vector representation is
obtained by concatenating the encodings and has
a dimension of EDUB + k(NucSat + Relations) +
Positions = 1 + k(1 + (N + 1)) + (p+ 1).

3.3 Model Architecture

The propaganda detection task can be formulated
in several ways. In the SemEval-2023 competition
(Piskorski et al., 2023), the final quality is assessed
at the level of paragraph multilabel classification.
At the same time, the competition also provides the
token-based markup. Therefore, we consider two
task formulations: the span classification and the
token classification tasks.

Token Classification In the token classification
task, we consider token-level embeddings con-
structed using two model’s branches as depicted in
Figure 2 (a).

The first branch is a trainable neural architecture
that encodes tokens using a standard Transformer-
based backbone. This branch effectively learns
representations for tokens by considering their con-
textual information within the given span or para-
graph. The second branch considers the entire text
and extracts discourse features, as described in Sec-
tion 3.2. So, it utilizes the complete discourse tree
constructed by the discourse parser and computes
non-trainable features for the corresponding tokens
located solely within the EDUs of the respective
text span.

Hence, even if the span consists of one or two
EDUs, the discourse features will consider the
higher-level discourse dependencies across the en-
tire text.

The two types of embeddings are combined us-
ing a concatenation. Subsequently, each token rep-
resentation is passed through a trainable classifica-
tion head to obtain the final per-token predictions.
The classification head is comprised of one or two
linear layers that are separated by the RELU non-
linearity and a dropout layer.

Span Classification The architecture for the span
classification task is presented in Figure 2 (b) and
exhibits several distinctions. Firstly, it employs a
Transformer backbone to compute the embedding
for the entire span. This can be achieved either
through a pooling layer, similar to the approach
used in original DeBERTa, or by leveraging an
embedding solely for the ⟨CLS⟩ token, as done in
BERT or RoBERTa.

Additionally, in contrast to projecting EDU em-
beddings (per-EDU discourse features in Figure)
to the token level, we use a mean pooling strategy
to compute a full discourse-based representation.
Finally, the classification head is solely applied to
a concatenated vector that represents the complete
text span.

Loss To address an imbalance in the propaganda
classes, we utilize a weighted cross-entropy loss
function (token-based or span-based). The weights
are calculated based on the distribution in the train-
ing dataset. To prevent excessive dispersion, we
have set a maximum weight limit of 70.
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Model Setting micro F1 macro F1
DeBERTa base 0.3287 0.1621

+ NucSat 0.3423 0.1692
+ Relations 0.3751 0.1801
+ Positions 0.3620 0.1733

Purificato et al. (2023) 0.3756 0.1292
Wu et al. (2023) 0.3680 0.1719

Table 1: Performance on paragraph classification for
English. The quality is compared to the quality of the
top models proposed during the competition. EDUB
features are only applicable on the token level. The
standard deviation is less than 0.008 in all cases.

4 Datasets

In our experiments, we utilized the dataset provided
by the SemEval-2023 Task 3 Subtask 3 competi-
tion (Piskorski et al., 2023), which is devoted to the
persuasion technique detection task. This dataset is
regarded as the most relevant and comprehensive
publicly available resource. It encompasses news
articles in six different languages, each of which
has been annotated by experts using a set of 19
labels. Articles have been pre-partitioned into train,
validation, and test sets in competition. We em-
ployed these sets and compared our results with the
best approaches suggested during the competition.

To investigate the discourse structure, we em-
ployed pre-trained discourse parsers. While this
approach has certain limitations, such as potential
errors in the parsers, it provides a universally ap-
plicable approach that does not depend on human
resources. We have identified publicly available
parsers with MIT license for two languages: En-
glish (Wang et al., 2017) and Russian Chistova et al.
(2020); and compared results for these languages.

In this research, we utilize Transformers, elimi-
nating the need for any specialized preprocessing
techniques. The only preprocessing was to remove
all non-ascii characters from the articles.

5 Implementation Details

We fine-tuned the base-sized DeBERTa-v2 (He
et al., 2021) for English and the base-sized XLM-
RoBERTa (Conneau et al., 2020) for Russian.
These models have 184M and 125M parameters
respectively. The maximum sequence length was
set to 256 in all cases: we selected this value by
analyzing the training set. The models were trained
on batches of size 16, with a learning rate of 3e-5,
for 20-40 epochs. For all other hyper-parameters,
we used the default values.

Setting micro F1 macro F1
(1): base 0.1433 0.0908
(2): (1) + EDUB 0.1466 0.0923
(3): (2) + NucSat 0.1569 0.0991
(4): (3) + Relations 0.1542 0.0900
(5): (3) + Positions 0.1596 0.0956

Table 2: Performance of the DeBERTa-based models on
token classification for English. Metrics for ensemble
approaches from the competition are not available.

Regarding the hyper-parameters related to the
discourse features, we selected k = 2 and p = 7
using grid search on the development set.

We trained each model (setting) on a Tesla V100
32G GPU for approximately two hours.

6 Results

6.1 Experimental Results

In this research, we initially conducted experiments
using the English dataset. The results for the para-
graph classification and token classification tasks
are presented in Table 1 and Table 2 respectively.
As in the competition, we focused on the micro-
averaged F1 and macro-averaged F1 scores, and
specifically regarded micro F1 as the primary qual-
ity metric. At the same time, macro F1 assesses the
performance of infrequent classes that may have a
stronger correlation with discourse, and therefore is
indicative in our case. For the token classification
task, we employed BIO labeling and measured the
performance by considering only the tokens that
have a predicted or true tag other than “O”.

To evaluate the relative effectiveness of dis-
course features, we incrementally incorporated
these representations into our approach, starting
from simple ones and progressing to more complex
ones. We did not use EDUB features to classify
spans, since they only applicable at the token level.
Our results demonstrate that generally discourse
features exhibited quality enhancements in both
tasks. Notably, the most sizeable improvements
were observed when integrating discourse relations
into the classification of spans, as well as when
incorporating discourse types (Nucleus/Satellite)
into the token classification task.

In contrast, the inclusion of positional embed-
dings resulted in a marginal enhancement, and only
in the token classification task. This indicates that
these features might have a limited or potentially
negative impact on the overall performance.
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Model micro F1 macro F1
XLM-RoBERTa base 0.2411 0.1814

XLM-RoBERTa disco. 0.3120 0.2064
Hromadka et al. (2023) 0.3868 0.1888

Wu et al. (2023) 0.3184 0.2052

Table 3: Performance on paragraph classification for
Russian. A standard deviation is less than 0.012.

This could be attributed to the fact that propa-
ganda spans do not necessarily align with the be-
ginning and the end of a text, but rather can be
uniformly distributed over the text (discourse tree).
However, positions within a sentence, such as indi-
cators of introductory phrases, might still provide
valuable insights.

Most of the methods proposed during the com-
petition employed an ensemble of multiple Trans-
formers, potentially with modifications to the loss
function, such as the incorporation of weights. At
the same time, the primary objective of our research
is not to attain state-of-the-art results or construct
extensive neural ensembles. Instead, we aim to in-
vestigate the impact of discourse on Transformers
and propose a universal approach that can be easily
integrated with more complex methods. Neverthe-
less, we also conducted a comparison of our model
with the approaches proposed during the official
competition. The results in Table 1 demonstrate
that the discourse-enhanced DeBERTa achieved the
best macro F1 score and almost the best micro F1
score in the paragraph classification task. This in-
dicates that the incorporation of discourse features
even into the base Transformer model can result in
a substantial quality improvement and outperform
complex ensemble approaches.

In order to enhance our findings, we additionally
performed experiments on the Russian language
using the XLM-RoBERTa model. Table 3 demon-
strates the corresponding results. Here, we utilized
all embeddings except for the positional ones to
train the discourse-based model. It can be seen that
the incorporation of discourse information led to
a sizeable improvement in the performance met-
rics of the base model. As a result, the discourse-
enhanced XLM-RoBERTa achieved comparable re-
sults to the top-performing approaches in the com-
petition, particularly in terms of macro F1. These
findings demonstrate the universality of our pro-
posed approach, as it can be effectively applied to
different languages and Transformer architectures.

Label Freq. F1 disco F1 base
Loaded Lang. 22.94 0.594 0.520
Repetition 11.24 0.037 0.052
Exag.-Minim. 10.57 0.361 0.269
Flag Waving 4.63 0.306 0.212
Slogans 3.69 0.360 0.185

Table 4: Macro F1 scores for the base and discourse
models in paragraph classification for English. Fre-
quency is shown as a percentage of total paragraphs.

Label Freq. F1 disco F1 base
Loaded Lang. 22.94 0.254 0.231
Name Calling 17.19 0.406 0.366
Doubt 8.54 0.159 0.141
Appeal to Fear 6.78 0.124 0.166
Slogans 3.69 0.303 0.210

Table 5: Macro F1 differences for token classification.

6.2 Error Analysis
To evaluate the impact of different classes on over-
all quality, we assessed the quality of each pro-
paganda class (persuasion technique) individually.
This evaluation was performed by calculating the
binary F1 scores for the base model and the best
discourse-enhanced model. Table 4 and Table 5
present the classes that exhibited most indicative
differences in the paragraph classification and to-
ken classification tasks respectively.

In both cases, the best quality is primarily at-
tained through enhancements in frequency classes,
such as “Loaded Language” and “Name Calling”.
However, we should note that there was a slight
decline in the frequent “Repetition” class in the
context of span classification. This suggests that,
at the paragraph level, discourse features exhibit
a relatively weak correlation with the “Repetition”
propaganda technique.

The set of classes exhibiting the most substan-
tial improvements differs between the two tasks.
Nevertheless, the class “Slogans” is present in both
cases, and it demonstrates the highest relative im-
provement. Furthermore, improvements are also
evident for less common classes such as “Exagger-
ation Minimisation” and “Doubt”. In the following
section, we endeavor to provide an interpretation
for these improvements.

It is important to highlight that despite incorpo-
rating external information through discourse and
weights in the loss function, the effectiveness in
accurately classifying rare propaganda classes still
remains negligible or close to zero.
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Instances of such classes include
“Whataboutism”, “Red Herring”, and “Ap-
peal to Popularity”. Nevertheless, we have
established correlations with discourse structure
for them (see Section 7) that can enhance the
quality.

7 Discussion

This section aims to elucidate the importance of
incorporating discourse structure in the propaganda
detection task and investigate the interpretable cor-
relation between propaganda spans and specific
types of discourse features.

EDU boundaries As in the discourse features
construction approach described in Section 3.2, we
firstly analyzed the intersection of EDUs and pro-
paganda spans. To investigate intuitive correla-
tions, we utilized token-level labelling to calcu-
late character-based mean Intersection over Union
(mIOU) scores. Specifically, we examined the
EDUs that included a given propaganda span and
calculated the ratio of its length to the total length
of these EDUs. This process was performed for all
propaganda spans belonging to the selected class,
and the resulting values were averaged.

Table 6 shows the obtained mIOU scores and fre-
quencies for each of the 19 persuasion techniques.
The correlation between the most frequent classes
and EDUs is relatively small, as these classes are
more associated with individual words rather than
entire spans. In contrast, the rare classes are linked
to specific speech patterns and have a strong con-
nection with EDUs. However, due to their infre-
quency, it is challenging to achieve high recall
scores for these classes. Nonetheless, we observe
that in 9 out of the 19 propaganda classes, the in-
tersection with the corresponding EDUs is above
80%, indicating a substantial correlation.

Discourse Types Our another objective was to
investigate how discourse node types, specifically
Nucleus and Satellite features, can improve classi-
fication accuracy. To this end, we focused on exam-
ining types of EDUs and measured the percentage
of propaganda spans that were encompassed by
Nucleus leaves.

The results in Table 6 illustrate that the propa-
ganda spans primarily occur within Nucleus EDUs
(the proportion exceeds 0.5 in all cases). Notably,
in 6 out of the 19 classes, the proportion actually
surpasses 0.7.

Label Cnt. mIOU Nuc.
Loaded Language 1671 0.404 0.71
Name Calling 887 0.379 0.75
Repetition 496 0.389 0.69
Doubt 391 0.895 0.70
Exaggeration-Minimiz. 328 0.629 0.67
Appeal to Fear 269 0.830 0.67
Flag Waving 239 0.659 0.64
Causal Oversimplif. 179 0.910 0.59
Appeal to Authority 129 0.878 0.67
Slogans 116 0.661 0.64
False Dilemma 97 0.882 0.65
Conversation Killer 73 0.796 0.72
Guilt by Association 50 0.760 0.71
Red Herring 42 0.681 0.64
Appeal to Hypocrisy 24 0.880 0.65
Obfuscation Confusion 15 0.820 0.68
Appeal to Popularity 15 0.916 0.89
Straw Man 12 0.937 0.66
Whataboutism 9 0.933 0.56

Table 6: mIOU scores (based on propaganda spans
and EDUs) and Nucleus-based coverage of propaganda
spans for the English dataset. The indicative maximum
values are highlighted in bold and the minimum values
are underlined.

These classes include the most common ones,
such as “Loaded Language” and “Name Calling”,
and are generally located in the parts of the text
containing the main idea. At the same time, some
propaganda instances, such as “Causal Oversim-
plification” and “Whataboutism,” can also be fre-
quently found in the Satellites. This suggests that
propaganda can be employed to complicate the pri-
mary concepts of a text, substantially influencing
the structure and content of discourse.

Is should be emphasized that this correlation is
not symmetrical. While the majority of propaganda
spans are found within Nucleus nodes, only a small
percentage of Nucleus words are involved in pro-
paganda spans, typically ranging from 3% to 6%.

Discourse Relations Similarly to the analysis of
node types, we considered the coverage of propa-
ganda spans by discourse relations and vice versa.
To calculate the coverage of spans A relative to
spans B, we divided the sum of the lengths of
spans from the intersection of A and B by the sum
of the lengths of all spans in A. We performed the
summation across all documents. The results are
shown in Figure 3. We can see that propaganda
spans are frequently observed in the most prevalent
relation types: Elaboration, Joint, and Same-Unit.
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Figure 3: Propaganda spans coverage by discourse relations (character-based proportions). All values have been
rounded to the second decimal place. For each propaganda class, the most covered discourse relations are highlighted
in green (excluding three default and the most popular relations, namely Elaboration, Joint and Same-Unit).

Nonetheless, the following non-trivial correla-
tions are identified: “Appeal to Authority” and
“Obsucfation” tend to contain Attribution; “False
Dilemma” - Condition; “Conversation Killer” -
Contrast, “Straw Man” - Comparison and Contrast;
“Whataboutism” - Background and Temporal.

In this research, we also focus on inverse corre-
lations rather than direct ones, as we incorporate
discourse relations as features into our model. We
observe that propaganda spans are infrequent, re-
sulting in a considerable number of zeros in the
corresponding coverage table (see Appendix A).

We find that 10% of the Summary relations are
covered by the “Loaded Language” class; 13%
of the Topic-Comment relations are covered by
the “Doubt” class; whereas the “Exaggeration-
Minimisation” class is primarily associated with
the Comparison relation. Additionally, we observe
a correlation between the “Slogans” class and the
Evaluation relation, as well as between the “Appeal
to Fear-Prejudice” class and the Condition relation.

General Summary We can conclude that there
are discernible correlations between discourse fea-
tures and propaganda spans. However, the model
did not learned rare classes due to our major op-
timization of micro F1 and emphasis on the most
frequently occurring classes. Besides, there are
various ways of methods of feature construction
and encoding, and their investigation is one of the
directions for further research.

Furthermore, it can be inferred that Transformers
exhibit a fundamental understanding of discourse,
as evidenced by the fact that EDU boundaries did
not result in substantial enhancements in quality.

8 Conclusion and Future Work

In this paper, we investigated the efficacy of
discourse-enhanced Transformers in the context
of the propaganda detection task. Specifically, we
examined two different settings, namely paragraph
and token classification, using the English and Rus-
sian subsets of the SemEval-2023 dataset.

We suggested a modification of the base Trans-
former architecture to incorporate discourse fea-
tures. Our experimental results indicated that dis-
course information substantially enhances the per-
formance of the base models. We conducted a
comprehensive analysis to determine the relative
importance of each type of discourse feature. Fur-
thermore, our findings revealed a strong correlation
between propaganda instances and discourse spans.
We believe that this research contributes to the ad-
vancement of propaganda detection algorithms and
provides valuable insights into the role of discourse
in propagandistic texts.

Future work can focus on investigating addi-
tional types of discourse features, neural architec-
ture modifications, as well as exploring the gener-
alizability of the suggested approach.
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Limitations

The proposed approach is not limited to the spe-
cific languages or specific Transformer approaches.
However, there are certain limitations that need
to be considered. One limitation is the require-
ment for annotated data, which can be obtained
either through manual annotation or with the assis-
tance of a RST discourse parser. Another limitation
is the reliance on the encoder architecture of the
Transformer-based approach.

Ethics and Broader Impact

The training of large Transformer-based models
has been identified as one of the reasons leading to
global warming. Nevertheless, it is worth noting
that in our research these models were not trained
from scratch but instead underwent a fine-tuning
process. Additionally, our focus is primarily on
utilizing the base variants of these models, which
possess a lower number of trainable parameters.
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Figure 4: Discourse relations coverage by the propaganda spans (character-based proportions).
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0.01 0.01 0.00 0.01 0.00 0.01 0.00 0.02 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.02 0.01 0.00 0.03 0.01 0.01 0.01 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.01 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.01 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00

0.02 0.01 0.00 0.02 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.01 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.02 0.01 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Figure 5: IOU scores calculated based on the overlap between propaganda and discourse spans (character-based
proportions).

Figure 5 shows the IoU scores calculated based
on the overlap between propaganda and discourse
spans and EDUs associated with specific discourse
relations (character-based proportions). Generally,
the correlations observed in this case align with
the aforementioned findings. Here, the alignment
of the boundaries for propaganda spans and EDUs
also impacts the scores.

Therefore, the intersection between Topic-
Comment and “Doubt” spans is lower, whereas
between Condition and “False Dilemma No Choice”
spans it remains relatively high.

Overall, the identified correlations facilitate the
interpretation and analysis. At the same time, the
proposed model incorporates features that are not
limited to EDUs.
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