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Abstract

In the realm of dialogue systems, generated
responses often lack personalization. This is
particularly true in the medical domain, where
research is limited by scarce available domain-
specific data and the complexities of modeling
medical context and persona information. In
this work, we investigate the potential of har-
nessing large language models for personalized
medical dialogue generation. In particular, to
better aggregate the long conversational con-
text, we adopt topic-focused summarization to
distill core information from the dialogue his-
tory, and use such information to guide the con-
versation flow and generated content. Drawing
inspiration from real-world telehealth conver-
sations, we outline a comprehensive pipeline
encompassing data processing, profile construc-
tion, and domain adaptation. This work not
only highlights our technical approach but also
shares distilled insights from the data prepara-
tion and model construction phases.

1 Introduction

Medical dialogue systems hold significant poten-
tial for improving the efficiency of clinical work-
flows (Xu et al., 2021). As a specialized form of
task-oriented dialogue, medical dialogue typically
involves the completion of multiple tasks, includ-
ing diagnosis, question answering, and consulta-
tion (Althoff et al., 2016; Tian et al., 2019; Xia
et al., 2020; Gupta et al., 2020). There has been
significant progress in this research field of the di-
alogue system in past years with the development
of contextualized representation learning and neu-
ral language generation (Xu et al., 2019; Palanica
et al., 2019). However, the general-purpose conver-
sational interactive systems are proven to be inade-
quate, as they cannot adapt their responses to the
unique medical histories and the diverse user pref-
erences and personalities (Li et al., 2016; Mazaré
et al., 2018). Personalized dialogue systems, tai-
lored to the specific needs and characteristics of dif-

Figure 1: One dialogue example for “physical activity
customized coaching” based on the personalized medi-
cal dialogue generation.

ferent users, can potentially bridge this gap (Ghosh
et al., 2018; Schloss and Konam, 2020). By leverag-
ing patient profiles, such as medical records, demo-
graphic information, and previous interactions, the
personalized systems can facilitate more nuanced,
empathetic, and context-aware conversations. This
level of personalization not only enhances patient
engagement and satisfaction, but also has the po-
tential to improve healthcare outcomes by fostering
adherence to treatment plans and providing tailored
health education.

In this work, we conduct a case study on a clini-
cal conversation scenario. Because of the chronic
nature of diabetes and its associated complications,
it requires constant attention and regular follow-up
operation (Piette et al., 2000; Lawson et al., 2005).
In practice, nurses schedule calls with patients to
track their compliance status and health condition,
provide general education, and customized coach-
ing and lifestyle advice (Piette et al., 2001; Kivelä
et al., 2014). To facilitate the communication pro-
cess and deliver more efficient health management,
the follow-up calls are organized according to a
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medical protocol and telecarers adjust the conver-
sation topics based on the patient’s lifestyle man-
agement status and medication records (Kirkman
et al., 1994; Taylor et al., 2003). This renders the
follow-up call a representative use case for per-
sonalized dialogue generation. For instance, cus-
tomized coaching is an effective patient education
method (Kivelä et al., 2014), and its sub-topics
are strongly correlated to the patient profile (as the
example shown in Figure 1). The challenges of
developing a personalized medical dialogue system
come from three fundamental aspects: the lack of
domain-specific data (Zhou et al., 2022); the com-
plexity of modeling medical context and persona
information (Liu et al., 2022a); and how to exten-
sively evaluate the system (Abbasian et al., 2023).
Moreover, due to the verbal nature of human spo-
ken dialogues, the follow-up calls are often lengthy
by covering various topics, which results in a low
information density. The noisy long context also
poses challenges for modeling and generation. We
thus propose and adopt topic-focused summariza-
tion to distill and aggregate core information of
the dialogue context, and use such information to
guide the subsequent conversation flow and content
generation.

In practice, to bootstrap the data-driven ap-
proaches, we construct a sample set derived from
human spoken conversations, and we leverage the
advancements in Large Language Models (LLMs)
(Ouyang et al., 2022; Touvron et al., 2023b) for de-
veloping the dialogue system, which have demon-
strated their exceptional language understanding
and generation capabilities in the medical domain
(Singhal et al., 2023). We add user profile infor-
mation to produce personalized conversation, and
improve the generation coherence based on topic-
level context aggregation. Experiments show that
our proposed method can substantially improve the
generation quality, especially in the long context
setting. This work not only highlights the technical
approach but also shares distilled insights from the
data preparation and model construction phases.

2 Related Work

Medical Dialogue Generation Medical dialogue
systems aim to provide medical services for pa-
tients (Xu et al., 2021). As one specialized form
of a task-oriented dialogue system, many previ-
ous studies focus on making diagnostic predictions
after gathering patients’ information of symptoms

(Wei et al., 2018; Xu et al., 2019; Zhou et al., 2021),
and healthcare counseling (Cao et al., 2019; Shen
et al., 2020). Data-driven approaches and methods
are proposed and applied for medical dialogue gen-
eration upon the development of large-scale med-
ical dialogue datasets such as MedDialog (Zeng
et al., 2020) and MedDG (Liu et al., 2022a), and
the scarcity of domain-specific data still poses this
task as a low-resource challenge (Lin et al., 2021).

Personalized Dialogue Systems One-size-fits-all
approaches to human-machine communication
have shown limitations in accommodating the di-
verse needs, preferences, and contexts of individual
users. By contrast, personalized dialogue systems
(Li et al., 2016; Mazaré et al., 2018) offer the po-
tential to transcend these limitations by tailoring
interactions to unique characteristics and require-
ments, thus raising much research interest. In par-
ticular, improving the modeling of persona or user
information is one of the key points, and there are
different approaches proposed in previous studies,
such as explicitly utilizing pre-defined persona at-
tributes to generate conditional responses (Qian
et al., 2018; Olabiyi et al., 2019), constructing user
embeddings to enhance personalized dialogue gen-
eration (Li et al., 2016; Chan et al., 2019), and
building implicit user information from dialogue
history (Al-Rfou et al., 2016; Ma et al., 2021).

Language Models as Conversational Agent
Leveraging pre-trained language backbones for
building conversation agents has seen remarkable
progress recently (Liao et al., 2023), and the re-
cent large language models have demonstrated im-
pressive capabilities in both open-domain and task-
oriented scenarios (Zhang et al., 2020; Thoppilan
et al., 2022). Instruction tuning is one efficient and
effective way to enable the conversational capa-
bilities of large language models, such as Alpaca
(Taori et al., 2023) and Vicuna (Chiang et al., 2023).
It has been proved that using reinforcement learn-
ing with human feedback can further optimize lan-
guage models for human-machine interaction, and
the LLMs not only take conversation in a human-
like manner, but also can do task solving and com-
plex reasoning (Ouyang et al., 2022). Furthermore,
LLMs demonstrate strong language understanding
and generation capabilities in various downstream
tasks that require certain domain knowledge (Wang
et al., 2022; Hendrycks et al., 2020) (even in the
zero-shot setting), which benefits from their large-
scale pre-training (Touvron et al., 2023a).
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Intent Topic Type Example

Information Gathering Identification, Medical Experience,
Appointments, Programme, Vitals,
Insulin, Hyper/Hypo Incident, Base
Compliance

[Topic: Vitals] Nurse: Can you tell me your blood
sugar level four hours after dinner? Patient: If I re-
member correctly, it was around 13.4. Nurse: And
what about your post-dinner reading? Patient: Ah, yes.
After dinner, it was around 23 to 24, if I’m not wrong.

General/Customized
Coaching

Self-Monitoring, Diet Management,
Insulin, Physical Activity, General
Education

[Topic: Diet Management] Nurse: From a dietary
perspective, do you have any issues? Patient: no no
Nurse: Are you okay with your diet? Patient: Yes, I’m
fine. Nurse: Okay, good. A bit difficult, but you have
to control it. Patient: I know, I have to be disciplined
for my own health.

Other Introduction, Social Chatting, Finan-
cial and Social Aid

[Topic: Social Chatting] Nurse: Never mind, this com-
puter is taking a while to respond. Patient: Okay,
Okay. Nurse: We’ll have to wait for a bit. Patient: Ok,
no problem.

Table 1: List of the dialogue topics and their intent categorization.

3 Personalized Dialogue Generation:
Data Preparation & Refinement

In this work, we conduct a case study on personal-
ized follow-up calls for diabetes patients. Diabetes
is a chronic metabolic disorder characterized by
abnormal glucose regulation, and effective manage-
ment of diabetes is essential to mitigate its associ-
ated complications and improve patients’ overall
quality of life (Lawson et al., 2005). In practical
use cases, the general-purpose messages may not
adequately address the unique needs of individual
patients. For example, customized coaching of
physical activity should take into account factors
such as the patient’s age, comorbidities, lifestyle,
and psychosocial aspects. By recognizing the het-
erogeneity of diabetes patients and offering tailored
coaching interventions, it is useful for improving
health management.

3.1 Raw Data Collection and Statistics

The raw data are extracted from call recordings
of diabetes health management conversations (Liu
et al., 2023) and fully anonymized.1 Speech tran-
scribers are employed for manual speech-to-text
conversion to ensure quality. Speaker roles (e.g.,
nurse, patient, caregiver) are added to each utter-
ance, and the informal and spontaneous styles of
spoken dialogues such as back-channeling, hesi-
tation, and repetition are preserved. The dialogue
segmentation and topic categorization are manually

1This research study was approved by the SingHealth and
A*STAR Institutional Review Boards. Participants enrolled
in the healthcare programme consented to use of anonymized
versions of their data for research.

Figure 2: Feature visualization of segment embeddings
via t-SNE. The colored points denote topically coherent
segments labeled with different topics.

performed.2 Our linguistic annotators are familiar
with clinical conversations, and have finished a
training session on diabetes health management.
Topic categories are built on the medical protocol
refined by the healthcare provider. Moreover, there
have been interactions for the corpus construction,
where we collect feedback from nurses, refine the
annotation scheme, and update the whole corpus.

The transcribed dataset contains 856 transcripts.
Depending on the patient’s medical history and
phases of the healthcare programme, nurses sched-
ule their follow-up calls differently, and this re-
sults in length and topic variation. We obtain the
segment representations from an unsupervised sen-
tence embedding model (Gao et al., 2021), and use
t-SNE (Van der Maaten and Hinton, 2008) to il-
lustrate their distribution in a 2-dimensional space.
As shown in Figure 2, dialogue utterances in dif-
ferent topics are semantically diverse and distinct.
Moreover, there are two major types of dialogue

2All dialogue examples in this manuscript are dummy data
for demonstration purposes.
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Figure 3: One dummy example of the spoken language
conversion. Sentences are normalized and adjacent ut-
terances with the same speaker are combined.

intent: information gathering and general and cus-
tomized coaching. As shown in Table 1, there are
four topics that are strongly related to customized
coaching: physical activity, diet management, in-
sulin, and self-monitoring, which usually shows
a strong dependency on the dialogue context, as
nurses will adjust the dialogue content based on the
patient’s response and feedback.

3.2 Spoken Language Conversion

While both human-human and human-machine
medical conversations are task-oriented and top-
ically organized, they demonstrate distinct linguis-
tic characteristics, especially from the lexical and
syntactic perspectives (Bernsen et al., 1996). More
specifically, compared with real-world spoken dia-
logues, there is much less informal and colloquial
wording in the human-machine interaction (Hill
et al., 2015). Directly training on the raw tran-
scripts will result in issues such as verbose sen-
tences, unnecessary repetition, and incomplete ut-
terances. Therefore, to improve the formality and
readability of machine-generated responses, we
conduct a spoken language conversion on the tran-
scribed samples. As the example shown in Figure
3, there are three basic pre-processing steps: (1)
We adopt an off-the-shelf text normalization model
to process the utterances (Liu et al., 2022b). The
colloquial sentences are paraphrased and the gram-
mar errors are corrected. (2) We further normalize
the utterances by reducing other common spoken
language features such as repetition, pauses, and
fillers. (3) To construct the turn-by-turn interaction
for human-machine conversation, adjacent utter-

Figure 4: One dummy example of the patient profile.
The basic information and summary from information
gathering topics are collected.

ances with the same speaker are combined.3 In
our corpus preparation, we observe that the nor-
malization step brings substantial changes in most
utterances, and the processed sample set is signifi-
cantly distinct from the raw dialogue data.

3.3 Patient Profile Construction

Considering each patient’s health condition and
personal preferences, telecarers adjust their health
management advice and provide general and cus-
tomized coaching (Piette et al., 2000; Lawson et al.,
2005). For instance, when discussing the type and
frequency of physical activity, nurses should ask
patients who have hypoglycemia symptoms to pay
more attention to their sugar levels during exer-
cise. Therefore, a feature-rich profile should in-
clude both basic demographic information, and
up-to-date health condition of patients. To this end,
aside from the basic information (e.g., age, gender,
scheduled call phase) extracted from a structured
database,4 we also collect the key discussed points
from the information gathering topics, as shown
in Figure 4. In our clinical data, the gathered in-
formation from each follow-up call is recorded in
a human-written summary. When such manually
collected information is not available, automated
approaches such as entity and event extraction can
also be used for information extraction.

4 Context Aggregation via Topic-focused
Summarization

Due to the complexity and verbose nature of hu-
man spoken dialogues (Sacks et al., 1978), and
the necessity to cover multiple topics in clinical
follow-up calls, nurse-to-patient conversations are

3Since our raw data contain topic-level annotation, we
conduct the normalization process on each topic segment.

4Both language and structured data are fully anonymized,
without any identifiable personal information.
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Figure 5: One dummy dialogue example in two topics.
Frames indicate topically-coherent segments, and their
corresponding label is highlighted.

often lengthy and thus characterized by lower infor-
mation density than other document formats. For
instance, in our transcribed calls, the maximum,
median, and minimum utterance numbers are 1996,
221, and 21, respectively; the maximum, median,
and minimum number of words are 16701, 1684,
and 70, respectively. Nearly 5% samples (at the
95% quantile) are comprised of more than 800 ut-
terances (6000 words). This requires models to
precisely capture the core information from the
long dialogue context and poses challenges for di-
alogue systems in both modeling and generation.
In this work, we propose and adopt topic-focused
summarization, to distill and aggregate the salient
pieces from a noisy dialogue context. The refined
context is then leveraged to guide the subsequent
generation, and improve relevance and coherence.
More specifically, we leverage the large language
models to generate dialogue summaries for each
dialogue snippet about a certain topic, and concate-
nate them as the history context. We conduct the
following steps to build samples for training the
data-driven approach:

4.1 Topic Segmentation and Categorization

First, each dialogue is processed with topic seg-
mentation and topic categorization, as shown in
Figure 5. This step is to parse the conversation into
coherent segments, and helps identify the under-
lying structure of the dialogue. Here we use the
manual annotated information in both the training
and testing process: each training sample is to gen-
erate one coherent dialogue segment with a topic
label and previous dialogue context, and it ends
with a ‘<topic-end>’ token for boundary model-
ing and a topic label of next segment prediction,
which is a supervised approach for the dialogue
topic modeling.

Figure 6: One dummy example of topic-focused sum-
marization. The corresponding topic label is in brackets.

4.2 Topic-focused Summarization
For each identified segment, we then distill the
core information by using a dialogue summariza-
tion model. In our preliminary study, we found
that prompting large language models can pro-
duce reasonable dialogue summaries in the clinical
scenario. We thus employ a state-of-the-art open
model (i.e., Mistral-7B-Instruct-v0.2) for this step.5

As shown in Figure 6, the summarizer is able to
capture salient spans in the dialogue, and generate
a concise version. Moreover, to better incorporate
the dialogue topic information (Liu et al., 2019),
we add their corresponding topic label before each
summary.

4.3 Dialogue Generation Integration
The generated summaries serve as the historical
context for the dialogue system. Since there is more
than one topic segment in the conversation, we con-
catenate all summaries as one context and feed it
into the system for subsequent generations. The
response generation process is informed by a con-
centrated version of the dialogue history, empha-
sizing relevance and topic coherence. This enables
the system to generate responses that are not only
contextually appropriate but also enriched with the
distilled essence of the prior conversation.

5 Personalized Dialogue Generation:
Training & Evaluation

5.1 Task Definition
In a multi-turn human-machine conversation, we
define Ci as the profile of the user i, and at a turn t,
Ut is the user input and St is the system’s response.

5The user prompt for the summarization step is “Given the
following nurse-patient dialogue about <topic-label>, please
write a concise summary: <dialogue-content>.”
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Figure 7: Overview of the pipeline for training and inference with personalized medical dialogue generation.

Basically, for modeling the dialogue history, all
previous turns are concatenated and fed to the sys-
tem as input: H = [U0, S0, U1, S1, ..., Ut−1, St−1].
In our framework of personalized dialogue gener-
ation with context aggregation, the user profile C
and topic-focused summaries Hsummary are also
part of context information. Therefore, at a turn t,
the system’s response St is conditioned on profile
information Ci, summarized context Hsummary,
in-topic context Htopic and user’s current utterance
Ut, which are concatenated as a single sequence.
To allow for handling descriptive profiles, we re-
tain the profile Ci in the form of natural language
text, in contrast to previous studies that encode the
profile features via one-hot encoding and limit the
model’s accessibility to various features.

5.2 Adapting LLMs as Conversation Agents

Large language models have been shown to achieve
remarkable performance across a variety of natural
language tasks. Aside from their versatile capa-
bilities of language understanding and generation
where expert knowledge is not required, LLMs
also show impressive results in medical document
processing and decision support, and obtained com-
parable scores in medical examinations to human
(Singhal et al., 2023). By learning from large vol-
umes of text data to predict the subsequent tokens,
LLMs with the auto-regressive framework can gen-
erate coherent, fluent, and reasonable responses
to diverse prompts, and they are adopted as the

conversation agents via in-context learning and in-
struction tuning (Chiang et al., 2023). To leverage
the large-scale language backbone and adapt it to
our domain-specific use case, we conduct experi-
ments on some representative large language mod-
els, such as LLaMA (Touvron et al., 2023b) and
Mistral (Jiang et al., 2023) on the profile-aware di-
alogue samples6, and improve the efficiency of the
training process from data and model perspective.

5.2.1 Parameter-Efficient Training
One major challenge of utilizing LLMs is the high
demand for computational resources for adaptive
training. To fine-tune LLMs in a low-resource
setting, here we employ parameter-efficient ap-
proaches: Low-rank adaption (LoRA) (Hu et al.,
2021) and QLoRA (Dettmers et al., 2024). Pre-
vious studies show that the over-parameterized
models in fact reside on a low intrinsic dimension.
Compared with full-parameter training, LoRA and
QLoRA update to the weight matrices with a low-
rank matrix factorization, and significantly reduces
the number of trainable parameters, and speeds up
training with little impact on the final performance.

5.2.2 Dialogue-level Efficient Training
Given one multi-turn dialogue sample, at the fine-
tuning stage, generally, only the system responses
are used for loss calculation and weight updating.
In practice, if we split a n-turn dialogue into n

6All open models used in this work are only for research
use. We follow their corresponding license in our experiments.
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Model Type BLEU-2 BLEU-3 ROUGE-1 ROUGE-2 ROUGE-L SimCSE

LLaMA-2 7B 4.314 2.517 12.75 2.500 13.09 28.90
+ Utterance Normalization 5.752 3.521 17.04 4.052 18.24 41.89
+ Context Aggregation 7.087 4.533 18.49 4.183 20.36 44.40

LLaMA-2-Chat 7B 4.530 2.788 13.00 2.553 13.18 28.46
+ Utterance Normalization 7.849 5.205 18.84 6.001 21.05 42.95
+ Context Aggregation 9.313 7.344 20.27 6.492 21.96 44.38

LLaMA-2-Chat 13B 4.526 2.625 12.78 2.711 13.85 29.77
+ Utterance Normalization 8.160 5.596 20.99 5.205 23.88 45.13
+ Context Aggregation 10.53 7.227 22.77 6.544 26.16 49.03

Mistral-7B 4.434 2.406 13.06 2.501 14.28 30.06
+ Utterance Normalization 8.782 6.441 19.74 6.353 21.75 42.97
+ Context Aggregation 11.29 8.248 21.68 10.11 25.34 48.98

Mistral-7B-Instruct-v0.2 4.878 2.957 14.34 2.901 13.28 28.86
+ Utterance Normalization 7.942 5.341 18.96 6.541 21.88 46.24
+ Context Aggregation 11.76 8.358 22.36 9.783 26.40 53.19

Table 2: Experimental results with automated evaluation metrics on topically-coherent dialogue generation.

turn-level samples, the learning step increases by a
factor of n. To improve training efficiency, here we
leverage the properties of causal language models
since each token only depends on its precedent
tokens. Therefore, we feed the entire dialogue
sequence to the decoder-only model, and mask out
the user utterances, and compute the loss of all
system responses in parallel.

5.2.3 Balanced Data Sampling
Since the sample number of customized coach-
ing is limited, we mixed dialogue segments from
other topics for training data augmentation. The
frequency distribution of different topics is imbal-
anced. For instance, compared with the topic “oral
medication”, the “general education” is more fre-
quently discussed and presents a larger utterance
number. When fine-tuning the language backbone,
a diverse and balanced sample set can bring higher
performance, we thus construct the training set by
sampling a balanced ratio at the topic level.

6 Experiments and Results

6.1 Experimental Setting

The processed conversational data (5.0K topic-
level dialogue samples) are used for training, and
we randomly select 10% for validation and test-
ing (0.5K samples) respectively. The maximum
length of the dialogue sequence is set at 2048.
AdamW optimizer is used with a learning rate of
1e-5, the batch size with gradient accumulation
is set at 64, and the epoch number is 5. Best
checkpoints are selected based on validation re-
sults using cross-entropy loss. Models are imple-

mented with PyTorch7 and HuggingFace Trans-
formers8. Parameter-efficient fine-tuning is applied
with PEFT (Mangrulkar et al., 2022), and the rank
k in LoRA adaptation is set at 16. Following pre-
vious work, we add the projection layers of the
Transformer network to the LoRA training pro-
cess, and the trainable parameter sizes of LLaMA-
2-7B/Mistral-7B and LLaMA-2-13B are 2.32M
and 3.63M, respectively. All experiments are run
on a single Nvidia A100 GPU with 40G memory.

6.2 Evaluation Metrics

Following previous work (Shen et al., 2020),
we use two lexical automated evaluation met-
rics: BLEU (BLEU-2 and BLEU-4) and ROUGE
(ROUGE-1, ROUGE-2 and ROUGE-L) (Lin,
2004), as well as the embedding-based metrics Sim-
CSE (Gao et al., 2021). All reported scores are re-
scaled to percentage values. For each topically co-
herent dialogue segment ended with ‘<topic-end>’,
we calculate the averaged evaluation scores of each
nurse’s utterance. Speaker role tokens (e.g., Nurse,
Patient) and model-generated special tokens (e.g.,
</s>, [INST]) are not included.

6.3 Evaluation Results & Analysis

We use a hold-out test set to evaluate the generated
nurse responses. In our experiments, we indicate
gold topic labels for model comparison. Since per-
sonalized dialogue generation is mainly for deliver-
ing customized education or consultation, we thus
focus on evaluating the four customized coaching

7https://pytorch.org
8https://github.com/huggingface/transformers
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Model Type BLEU-2 BLEU-3 ROUGE-1 ROUGE-2 ROUGE-L SimCSE

LLaMA-2-Chat 7B 7.012 4.336 17.79 3.848 19.98 41.80
- Context Aggregation 5.997 3.409 16.67 3.101 17.42 35.75
- Patient Profile 4.473 3.166 11.24 2.630 11.02 29.85

LLaMA-2-Chat 7B 8.334 5.554 18.40 5.760 21.24 43.20
- Context Aggregation 6.019 3.757 17.65 3.221 19.65 38.28
- Patient Profile 4.509 3.190 11.53 2.981 11.63 30.42

Mistral-7B 9.636 7.022 21.53 7.319 23.14 48.65
- Context Aggregation 6.914 5.065 15.68 4.751 18.47 35.72
- Patient Profile 5.303 3.682 12.52 2.673 13.79 34.78

Mistral-7B-Instruct-v0.2 10.19 7.282 21.31 7.520 24.19 48.30
- Context Aggregation 6.062 4.252 15.28 3.808 17.30 36.12
- Patient Profile 5.136 3.508 12.06 2.351 13.51 35.11

Table 3: Ablation study on the context aggregation via topic-focused summarization at the inference stage.

topics: self-monitoring, diet management, insulin,
and physical activity.

6.3.1 Dialogue Generation Evaluation
Table 2 shows the results of dialogue generation
by training the representative open LLMs (e.g.,
LLaMA, Mistral). Here we report evaluation re-
sults of modeling training with our proposed en-
hancements: the human spoken dialogue data re-
finement (i.e., utterance normalization) and con-
text modeling and aggregation (i.e., utilizing topic-
focused summarization). As shown in Table 2,
the generation quality benefits a lot from adopt-
ing utterance normalization on all tested models
and at all metrics. This is because human con-
versations contain many spoken linguistic features
such as fillers, thus training on the original noisy
spoken data affects the generation quality signif-
icantly, models tend to produce less meaningful
and fluent sentences. Therefore, to build reason-
able human-machine conversational interaction, it
is necessary to include the normalization step in the
spoken dialogue samples. On the other hand, com-
pared with other language generation tasks such as
machine translation, the overall evaluation scores
of dialogue response generation are at a low level,
this is mainly due to the utterance diversity in the
nurse-patient conversations.

Moreover, adding context aggregation with
topic-focused summarization also significantly im-
proves the scores, demonstrating its effective-
ness of coherent personalizing response genera-
tion. Considering the scoring alignment between
lexicon-based and embedding-based metrics, the
overall evaluation ranks are consistent across the
three tested metrics: BLEU, ROUGE, and Sim-
CSE. Upon the summarization process, the histor-
ical context length can be reduced to 20% of the

original length, with dense information in a for-
mal wording. This is also beneficial for the model
to capture important features to organize the sub-
sequent generations. Surprisingly, in our experi-
mental setting, we observe that instruction-tuned
models (e.g., LLaMA-2-Chat, Mistral-7B-Instruct)
did not show substantial gain over the pre-training
foundation models, and scores become even lower
in some metrics (e.g., BLEU-2, ROUGE-2) when
training with utterance normalization. As LLMs
contain massive prior knowledge from large-scale
pre-training, both model types could achieve the
same dialogue modeling and generation capabili-
ties after domain-specific adaptation on one down-
stream task.

6.3.2 Leveraging LLMs as Evaluator
Recent work shows that the LLMs can be used as
evaluators for various NLP tasks, and present a
high correlation with human preference (Li et al.,
2023). Here we use GPT3.5-turbo for the automatic
evaluation. We feed generated utterances from our
trained Mistral-7B-Instruct-v0.2, and compare the
vanilla model with our model upon normalization
and context aggregation, by predicting which re-
sponse is better. We sampled 30 utterances for
evaluation, and the winning rate of the enhanced
model is 0.80, demonstrating the effectiveness of
our proposed methods.

6.3.3 Ablation Study on Context Aggregation
We conduct an ablation study on the context ag-
gregation of topic-focused summarization. In our
preliminary experiment, we observe that the first
three utterances from the nurse of each topically-
coherent dialogue segment show more dependency
on the historical context, due to the explicit topic
shift (e.g., from symptom checking to customized
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coaching of insulin). Therefore, at the inference
stage, we collect the first-3 generated utterances of
each topic, and compared models with and with-
out adding the aggregated summaries. As shown
in Table 3, all evaluation scores drop significantly
when the historical summaries are removed, for all
tested models (e.g., LLaMA, Mistral). This demon-
strates that nurse dynamically change their topic
during the conversation, the topic-specified ques-
tions in certain topics depend on the information
they collect from the patient.

6.3.4 Ablation Study on Patient Profile
We conduct an additional ablation study on the
patient profile. Following the previous step, at the
inference stage, we still collect the first-3 generated
utterances of each topic, and compared models with
and without adding the patient profile information.
As shown in Table 3, the generation performance
for all tested models (e.g., LLaMA, Mistral) drops
significantly when no profile is provided. For in-
stance, in the topic ‘Diet’ we observe that models
tend to generate common questions (e.g., “how
is your diet?”) when there is no profile and di-
alogue context. In comparison, models can ask
more targeted questions (e.g., “What about your
sugar intake? Do you consume sweetened bever-
ages?”), which are more informative, especially at
the beginning of each topic segment.

7 Conclusion

In this work, we investigated the feasibility and ef-
fectiveness of leveraging language language mod-
els for personalized medical dialogue generation.
We conducted a case study on healthcare follow-
up calls for diabetes management. Inspired by
real-world conversations, we built a data prepa-
ration and refinement pipeline for spoken conver-
sation processing, user profile construction, and
proposed topic-focused summarization to distill
and aggregate the historical context. To exploit
the potential of LLMs, we applied efficient model
training methods for domain adaptation. Our ex-
perimental results showed that context aggregation
via topic-focused summarization is beneficial for
long-context modeling and coherent generation.

Limitations

The data and model used in this work are in En-
glish, thus to apply the approach to other languages,
it will require training data on the specified lan-

guage or using multilingual language backbones.
While our proposed methods are general, when
adopt them to other conversational data, in-domain
annotation is required to obtain reliable results.
Moreover, the hallucination made by large lan-
guage models is an open problem, and the system
generations in clinical scenarios still need human
verification and intervention if necessary.
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