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Abstract

Derivationally related words, such as “run-
ner” and “running”, exhibit semantic differ-
ences which also elicit different visual scenar-
i0s. In this paper, we ask whether Vision and
Language (V&L) models capture such distinc-
tions at the morphological level, using a a new
methodology and dataset. We compare the re-
sults from V&L models to human judgements
and find that models’ predictions differ from
those of human participants, in particular dis-
playing a grammatical bias. We further investi-
gate whether the human-model misalignment
is related to model architecture. Our methodol-
ogy, developed on one specific morphological
contrast, can be further extended for testing
models on capturing other nuanced language
features.

1 Introduction

Vision and language (V&L) models are trained to
ground linguistic descriptions in visual data. These
models differ in pre-training and architecture. In
particular, there are differences in the cross-modal
information exchange between the textual and vi-
sual streams of the models (Frank et al., 2021; Par-
calabescu and Frank, 2022), even though some-
times, as shown for V&L models based on the
BERT architecture (Devlin et al., 2019), architec-
tural differences have little impact on downstream
performance for many benchmarks (Bugliarello
et al., 2021).

Pre-trained V&L models achieve high perfor-
mance on diverse benchmarks, such as question
answering, image retrieval and word masking (Tan
and Bansal, 2019). However, they have limita-
tions in tasks requiring fine-grained understanding
(Bugliarello et al., 2023), including the ability to
reason compositionally in visually grounded set-
tings (Thrush et al., 2022), distinguish spatial rela-
tionships and quantities (Parcalabescu et al., 2020,
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2022), and identify dependencies between verbs
and arguments (Hendricks and Nematzadeh, 2021).
Most of these fine-grained linguistic phenomena
are at the interface between syntax and semantics.

Far less attention has been paid to grounding
fine-grained linguistic features at the morpholog-
ical level. We aim to address this gap by investi-
gating multimodal alignment at the morphological
level. We focus on derived nouns with the agen-
tive suffix -er (e.g. baker) and the corresponding
verbal form (baking). Such derivationally related
pairs involve both category-level and semantic con-
trasts, with corresponding differences in the typical
visual scenarios they evoke. For instance, human
judges would accept the description x is baking
for a variety of visual scenes depicting a person
(hereafter referred to as ‘the subject’) performing
a particular action. Only a subset of such images
would, however, also be judged as corresponding
to x is a baker, since the agentive noun introduces
additional expectations, for example about the way
the subject is dressed or the physical environment
they are in. By analysing the same stem (e.g. bake)
in different parts of speech, we explore the ability
of V&L models to capture the subtle differences
in meaning and visual representation. To do this,
we rely on a zero-shot setting in which we test
the probability with which pretrained V&L models
match an image to a corresponding text contain-
ing an agentive noun or a verb, comparing this to
human judgments about the same image-text pairs.

Our contributions are: (i) a methodology for
testing V&L models on morphological contrasts;
(ii) a dataset of images that highlights the contrast
between verbs and derived nouns, annotated with
human judgements; (iii) an analysis of the V&L
models’ predictions on the contrast between deriva-
tionally related verbs and nouns, in comparison to
human judgements.
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2 Related work
2.1 Models

Various V&L model architectures have been pro-
posed, differing a.o. in the way visual vs. textual
features are processed. One important distinc-
tion, common among models based on the BERT
architecture, is between single- and dual-stream
models. The former concatenate inputs in the
two modalities and process them through a com-
mon transformer stack; the latter first process each
modality through its own transformer stack, be-
fore performing cross-modal attention at a later
stage (Bugliarello et al., 2021). Another influen-
tial architecture is the dual encoder (Radford et al.,
2021), which is trained to project visual and tex-
tual embeddings into a common multimodal space.
Among their pretraining objectives, BERT-based
V&L models typically include image-text match-
ing, whereby the model returns a probability that
an image corresponds with a caption. Thus, such
models can be tested zero-shot on image-text pairs.
For dual encoders, similar insights can be obtained
by comparing the distance in multimodal space
between a text and an image embedding.

We aim to understand the impact of these ar-
chitectures on the morphological contrast between
word categories and whether the classification de-
pends on specific visual information. Three models
with different architectures and pre-training phases
are tested: CLIP (Radford et al., 2021), ViLT (Kim
etal.,2021), and LXMERT (Tan and Bansal, 2019).

CLIP employs a dual encoder architecture and
projects image and text embeddings in a common
space, such that corresponding image-text pairs
are closer than non-corresponding ones. CLIP is
pre-trained using cross-modal contrastive learning
on internet-sourced image-text pairs, resulting in
strong multimodal representations (Radford et al.,
2021). Two different visual backbones are used
for the image encoder: ResNet50 (He et al., 2016),
which uses attention pooling; and the Vision Trans-
former (Dosovitskiy et al., 2020) which is modified
by the addition of an additional layer normalisa-
tion to the combined patch and position embedding.
The text encoder is a Transformer which operates
on a lower-cased byte pair encoding (BPE) repre-
sentation of the text. CLIP computes the cosine
similarity between an image and a text.

LXMERT follows a dual-stream approach, util-
ising three encoders: an object relationship encoder
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which acts upon the output of a faster-RCNN visual
backbone (Ren et al., 2015), a language encoder,
and a cross-modality transformer stack which ap-
plies attention across the two modalities. The pre-
training involves five tasks, including masked cross-
modality language modelling and image question
answering, enabling the model to establish intra-
modality and cross-modality relationships (Tan and
Bansal, 2019). LXMERT is also pretrained with
an image-text alignment head, which computes the
probability that a text and an image correspond.

VILT (Kim et al., 2021) is the simplest V&L ar-
chitecture used in this study. It is a single-stream
model in which a single transformer stack pro-
cesses the concatenation of visual and textual fea-
tures. In contrast to other models, no pre-trained
visual backbone is used; rather, the model works
directly on pixel-level inputs, in the spirit of Doso-
vitskiy et al. (2020). It has been shown that the
usage of word masking and image augmentations
improves its performance (Kim et al., 2021). In
ViLT, the embedding layers of raw pixels and text
tokens are shallow and computationally light. This
architecture thereby concentrates most of the com-
putation on modelling modality interactions. Like
LXMERT, ViLT is also pre-trained with an image-
text alignment head, in addition to the multimodal
masked modelling objective.

2.2 Related studies

Our work is related to studies focusing on the typ-
icality of the word-image relationship and the in-
terplay with category labels for images depicting
people. For example, people can be described us-
ing generic expressions referring to gender or more
specific expressions highlighting individual prop-
erties or aspects. Visual properties that align with
our conceptual knowledge of the noun may lead us
to prefer agentive expressions over generic nouns
such as “man” or “woman” (Corbetta, 2021). Gual-
doni et al. (2022a,b) proposed ManyNames, a small
dataset that explores the factors that affect naming
variation for visual objects, for instance, the dif-
ferent conceptualisations of the same object (e.g.,
“woman” vs. “tennis player”) or the disambigua-
tion of the nature of the object (e.g., “horse” vs.
“pony”’). Understanding the effects of context and
naming preferences is crucial for V&L models to
gain comprehensive understanding of visual scenes.
The typicality of the context determines the occur-
rence of specific names based on the global scene



Noun Verb Noun Verb
supporter  supporting lover loving

baker baking surfer surfing
runner running swimmer swimming
hunter hunting driver driving
painter painting skier skiing
walker walking dancer dancing
singer singing gamer gaming
teacher teaching reader reading
cleaner cleaning smoker smoking

Table 1: Noun-verb pairs in the Scenario Refiner dataset

where the subject is situated.

The current study explores the impact of typ-
icality of the context at the morphological level.
Derivational relations, relating two words or whole
paradigms of words (Bonami and Strnadova, 2019),
involve contrasts at different levels, including form,
syntax — where the words are related but belong to
different word categories — and semantics, where
the meaning of one member contrasts with the
meanings of the other members. For instance, run-
ner and run belong to the same paradigm, but the
suffix -er changes the word category and alters the
referential meaning of the verb. For example, “the
man is a runner” evokes a fit person who frequently
trains, while “the man is running” could equally
well portray a man casually running to catch a train.
Thus, derived noun subjects should embody char-
acteristics of the verb and/or common knowledge.
Therefore, syntactic and relational knowledge has
to be integrated with semantic knowledge, com-
mon imaginary and visual information, as has been
argued from the language acquisition perspective
(Tyler and Nagy, 1989).

3 Methodology

3.1 Dataset

We create the Scenario Refiner dataset highlight-
ing the cognitive and semantic differences between
the verb and its derived noun by contrasting one
image with two annotations. The dataset is based
on 18 word pairs, each consisting of a verb in the
-ing form and a derived agentive (-er) noun. The
pairs are summarised in Table 1. The lexical pairs
are classified into four conceptual domains: the
professional domain (like baker or teacher), the
sports domain (like runner or skier), the artistic
domain (like dancer or painter), and general (lover
or smoker).

Six images were selected for each of the 18
word pairs. These were manually selected from
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Annotation 1: The man and the woman are supporters
Annotation 2: The man and the woman are supporting

Annotation 1: The woman with pink gloves is a driver
Annotation 2: The woman with pink gloves is driving

Figure 1: Sample of stimuli for supporter-supporting
and driver-driving

various sources: Visual Genome (Krishna et al.,
2017), Wikipedia Commons, MSCOCO (Lin et al.,
2014) and Geograph (https://www.geograph.
org.uk/).

For the 18 word pairs, we want to compare im-
ages which correspond to the stereotypical repre-
sentation of the agent role described by the derived
noun, versus the more general scenario described
by the verb. In order to depict the subject denoted
by a derived noun, the images need to include addi-
tional information compared to the verb, for exam-
ple, specific objects like tools or outfits for painter
or surfer; or a specific environment like a stage
for dancer or singer. The verbs correspond to a
more general scenario, which creates a linguistic
and visual contrast with the scenario evoked by the
derived noun. This allows us to examine the con-
trast in parts of speech and their typicality within
the defined global scene (Gualdoni et al., 2022b).

For each word pair, 6 images were selected.
Each image is accompanied by two captions, as
shown in Figure 1. Each caption received a judge-
ment on a Likert scale.

3.2 Data collection

We implemented a survey on Qualtrics and dis-
tributed it on Prolific. The survey included 162
images, consisting of 54 fillers and (18 x 6 =) 108
target images representing the 18 selected lexical
pairs.
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Our survey also included fillers of several types.
In one type, images were accompanied by a verb-
based description and a derived noun in -er, en-
hanced by an adjective based on the mood or facial
expression of the depicted subjects. For instance, a
smiling subject wearing appropriate outfit on a ski
slope was paired with the captions “The man is a
happy skier” and “The man is skiing”. This type of
filler aimed to investigate if participants would alter
their evaluation when the mental representation of
the derived noun is reinforced by additional linguis-
tic information. Another type of filler contrasted
the verb and its derived adjective in -ive, offering
insights into the classification of other members
in the morphological paradigm. For example, four
men intensely engaged in a video game were paired
with the sentences “The men are competitive” and
“The men are competing”. A third type of filler
contrasted verbs to bare adjectives, descriptive or
emotional, to determine participants’ preference
between verbal and adjectival descriptions. For in-
stance, a couple swimming happily in a lake was
matched with “The man and woman are happy” and
“The man and woman are swimming”’; an image
of a man speaking in a classroom was paired with
“The man is upright” and “The man is teaching”.
The fourth type of filler included images with true
and false descriptions of the visual content, used
to maintain participants’ attention and allowing to
control the quality of their responses.

For each image, participants were asked to what
extent both captions describe the visual scenario,
using a seven-point Likert scale ranging from fo-
tally disagree to totally agree. By asking to evalu-
ate both captions for each picture, it is possible to
extract a reliable measure of contrast between the
derived noun and the verb.

In order not to risk rough human evaluations
and minimise participant dropout rates due to the
length of the survey, the target images were divided
equally between two surveys (each with a total of
81 images where 54 were target images and 27
fillers).

Twenty native British English speakers com-
pleted the online questionnaire and were randomly
assigned to one of the two surveys. Thus, each
image is evaluated by 10 participants for both cap-
tions. For the instructions see Appendix A
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4 Results

Our analysis proceeds in two stages. We first con-
sider the category preference: for an image with
two captions (one with a derived noun and one
with a verb), we ask whether human judges (resp.
V&L models) exhibit a preference for the noun or
the verb with respect to a given image. We then
compute correlations between the preferences ex-
hibited by human judges and by models for the two
categories.

4.1 The word category preference

To analyse which of the two captions is preferred
for each image by human judges, we compare the
average ratings of the annotations. For V&L mod-
els, we consider the difference in probability esti-
mated by a model’s image-text matching head (in
the case of VILT and LXMERT) for the caption
containing the noun or verb, or the difference in
cosine distance between image and caption embed-
dings (in the case of CLIP). Note that we include
results for three versions of CLIP, with different
visual backbones. We use a Fisher test to determine
whether there is a significant difference in category
preference between human judges and V&L mod-
els.

Table 2 displays the proportion of times the de-
rived noun or the verb was preferred by humans
and by each of the models.

Human judgments Overall, human judges ex-
hibit a preference for captions containing the verb,
with only a small percentage of preferences for cap-
tions containing agent nominals. These types of
classifications are distributed across different do-
mains. This could be due to variation in the images
in the extent to which they gave clear visual cues as
to the role of the person depicted. There were some
exceptions to this trend. In the sports domain, these
included images of a skier wearing skiing gear with
a cape, and a couple of surfers in surfing attire with
surfboards. In the profession domain, they included
two images depicting individuals engaged in driv-
ing and one image of teachers with pupils posing
for a class photo. Four agent nominals belonged
to the artistic and general domains, such as images
of women dancing on a stage, two subjects get-
ting cigarettes, and a woman in a bookshop. On
the other hand, the difference in preference some
noun-verb pairs was lower than for others (with dif-
ferences in the 0-0.5 range). An example is shown
in Figure 2, where participants interpreted both



(a) M =5.50 (noun, verb), SD
= 1.20 (noun, verb)

(b) M = 6.30 (noun, verb), SD
=0.90 (noun, verb)

(¢) M =5.30 (noun, verb), SD
=0.90 (noun), 1.00 (verb)

Figure 2: Mean (M) human judgments and standard
deviations (SD) for an example image set corresponding
to lover-loving.

captions as appropriate. Interestingly, the versions
of CLIP and LXMERT seem to agree with the hu-
man ratings in this example, showing low contrast
between the verb and the noun, with LXMERT as-
signing higher probability to verb caption for (c)
and CLIP estimating lower distance between image
and verb caption for (a). On the other hand, ViLT
assigned a higher probability to the verbal caption
for all the images in Figure 2.

V&L models Unlike participants, V&L models
exhibit a tendency to prefer deverbal nouns to
verbs. The exceptions are CLIP with the ViT-B/32
backbone, and ViLT, both of which have a slightly
higher preference for captions with verbs. The per-
formance of CLIP seems to depend on the visual
backbone. Of the three versions, ViT-L/14 displays
the greatest similarity to human judgments. We ob-
served a tendency for ViT-B/32 to prefer captions
with derived nouns where there are clear visual
cues suggesting a role or activity, such as the mi-
crophone and the stage in Figure 3. In contrast,
while CLIP-RNS50 prefers the noun caption in Fig-
ure 3(a), it shows the opposite trend, in favour of
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(a) noun: M = 6.20, (b) noun: M = 6.20,
SD =1.17; verb: M SD = 1.17; verb: M

=6.50,SD=1.02 =6.50,SD=1.02

Figure 3: Mean (M) human judgments and standard
deviations (SD) for an example image set corresponding
to singer-singing

Derived noun Verb
Humans 8.3% 91.7%
CLIP ViT-L/14@336px 51.9% 48.1%
CLIP RN50x64 52.8% 47.2%
CLIP ViT-B/32 49.1% 50.9%
ViLT 472%  52.8%
LXMERT 51.9% 48.1%

Table 2: Preference for derived noun vs. verb, in human
judgments and V&L model image-text alignment.

the verb-based caption, in (b), perhaps because the
stage is less clearly visible.

The difference between the judgements of hu-
mans vs. V&L models is statistically significant
(Fisher’s exact test, p < 0.001 for all contrasts be-
tween models and human judgments).

4.2 Correlations between judgements

We also estimate the correlation between human
and automatic judgements as a more fine-grained
measure than binary preference. Overall, the corre-
lation between the human and the automatic judge-
ments varies depending on architecture and on the
conceptual domain.

We assess correlations between three kinds of
values: the (human- or model-produced) scores
for a) noun and b) verb-based captions, as well as
¢) the difference between the noun and verb scores.
We refer to the latter as the morphological contrast.

Participant consistency To assess the consis-
tency of collected human judgements, we split par-
ticipants randomly into two equal-sized samples
and calculate Pearson correlation coefficients be-
tween the average scores of the two samples. The
resulting correlation coefficients for all conceptual
domains are reported in Table 3. Correlation coef-
ficients for noun, verb and contrast are generally
consistent, with the exception of the artistic do-



main, for which correlations between judgments
for verb-based captions, and as a consequence, also
for the contrast, exhibit more variation.

Models vs human judgments Table 4 displays
the overall correlations between human judgments
and model image-text alignment for verbs, nouns
and the morphological contrast. The correlations
are moderate-to-weak, suggesting a lack of align-
ment between human intuitions and V&L models.
This is consistent with our earlier observation that
models tend to exhibit different preferences for
nouns versus verbs, compared to humans. Interest-
ingly, VIiLT emerges as the most correlated model
with human judgement in the verbal evaluation, but
it exhibits the least correlation in the evaluation
of the derived noun. Additionally, ViLT displays
a moderate positive relationship with the contrast
between verb and derived noun, whereas the other
models demonstrate weaker positive correlations or
very weak negative correlations with this particular
contrast.

Table 5 breaks down correlations by concep-
tual domain. In the professional domain, corre-
lations are generally stronger, especially for ViLT,
LXMERT and CLIP ViT-B/32. Overall, it appears
that models correlate with human judges in some
domains more than others. Nevertheless, correla-
tions are often negative, and these results suggest a
qualitative difference between the image-text align-
ment performed by models, and the types of knowl-
edge and inferences that humans bring to bear to
support the grounding of nominal agentive versus
verbal forms in visual stimuli.

5 Discussion

The findings revealed a discrepancy between mod-
els and human judgments. Humans displayed a
preference for captions containing verbs, whereas
V&L models exhibited a preference for nominal
descriptions. Participants prefer the derived noun
only for a few instances that had additional char-
acteristics elicited by visual elements, or by the
kind of action performed by the human subjects in
the images. For instance, they prefer the derived
noun for two images showing a person getting or
purchasing cigarettes (smoker-smoking), meaning
that participants interpreted the intention as a char-
acteristic that corresponds to the derived noun. In
contrast, the tested models appeared to prioritise
more the action itself rather than the individual who
performs the action.
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However, examining certain lexical pairs, we
observed a greater variance in the pattern of inter-
pretation, highlighting the difficulty in defining the
human evaluation of the derived noun. For exam-
ple, in the sport domain, participants rarely seem to
rely on the outfit worn by the subject to base their
interpretation, with the exception of skier, which
happened to be paired only with an image of a
subject also exhibiting their competition number.
As a surprising contrast, two pictures for runner-
running similarly depicted subjects with their com-
petition numbers are not evaluated as such by par-
ticipants. Specifically, one image depicts a man
running in a race track, while the other image de-
picts three men wearing specific outfits running in
the countryside. The contrast between the means of
the human evaluation is less than or equal to 0.50,
indicating the preference for the verbal description.

The models, too, exhibit variety in the subject
classification for these images. For example, while
CLIP-ViT-L/14@336p, CLIP-ViT-B/32 and ViLT
display a similar preference for the nominal form,
as humans do, for skier-skiing, CLIP-RN50x64
and LXMERT prefer the verb-based caption. Sim-
ilarly, while participants slightly prefer the verb
for the subjects wearing a competition number for
runner-running, models prefer the nominal descrip-
tion. The three versions of CLIP strongly prefer
the derived noun for these subjects, ViLT prefers
the verbal description only for the single subject
running in a race track and LXMERT prefers the
verbal description only for the three subjects run-
ning in the countryside. While CLIP exhibited a
preference for the derived noun in presence of addi-
tional visual elements, VILT and LXMERT do not
seem to base their preference on such a visual cue
since they assign a high probability to the verbal
description too.

6 Conclusion

We studied the morphological difference between
derived nouns in -er and verbs for visual ground-
ing, comparing human judgements with pre-trained
Vision and Language models. The dataset we pre-
sented allows us to assess vision and language mod-
els on their understanding of verbs, deverbal agent
nouns, and most importantly the contrast between
the two. Our results show that while some models,
especially ViLT, show strong results for some of
the conceptual domains, they do not support the
conclusion that models ground the morphological



Derived noun Verb Morphological contrast

Domain

Professional domain 0.76
Sport domain 0.69
Artistic domain 0.79
General 0.92
All domains 0.80

0.84 0.75
0.70 0.60
0.31 0.51
0.88 0.94
0.81 0.78

Table 3: Human judgements: Pearson correlations of judgments for captions containing derived nouns and verbs,

and for the difference (contrast).

Model Derived noun Verb Morphological contrast
CLIP ViT-L/14@336px 0.13 0.08 0.15
CLIP RN50x64 0.09 0.08 -0.01
CLIP ViT-B/32 0.09 0.18 0.08
ViLT 0.07 0.26 0.32
LXMERT 0.16 0.03 0.21

Table 4: Human judgments and V&L models overall: Pearson correlations between human judgements and model
image-text alignment for captions containing derived nouns, verbs, and the contrast between them.

differences between derived nouns and verbs in a
humanlike way.

Highlighting and investigating such a morpho-
logical and cognitive difference can refine and im-
prove the alignment of textual and visual input of
V&L models. By exploring the visual classification
at the morphological level, the aim was to inves-
tigate not only the linguistic and morphological
influence in the automatic recognition of subjects
carrying certain visual information, but also to in-
dividuate which architecture of the model better
executes the task. In our study, the single-stream
ViLT model tends to correlate better with human
judgments. Nevertheless, these results are based on
a relatively small test set and focus on a restricted
set of models, with much scope for further experi-
mentation. In an effort to encourage the community
to undertake further investigation of these phenom-
ena, we have shared our code and our dataset text.!.
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A Appendix

Instructions for participants:

Welcome to our survey! Our project focuses
on improving existing annotation accompanying
pictures. You will be presented with pictures and
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asked to indicate to which degree you agree with
some statements. The study should take you around
15-20 minutes to complete. Your participation in
this research will be paid only if you complete
the survey. Please make sure to be redirected to
Prolific at the end of the survey. In such a way,
we can check if you completed the study and pay
your participation.The ProlificID and all the sensi-
tive data will be deleted once the payment is done.
In the next page, you will be able to read more
about the study and how we are doing with the data.
If you would like to contact us to receive more
information about the annotation project, please
c.tagliaferril @students.uu.nl or d.paperno@uu.nl.
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