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Abstract

We test the GPT3 language model in zero- and
few-shot acquisition of lexico-semantic knowl-
edge in Portuguese, with simple instruction
prompts, and compare it with a BERT-based
approach. Results are assessed in two test sets:
TALES and the Portuguese translation of BATS.
GPT3 outperforms BERT in all relations, with
the few-shot approach being the best overall
and for the majority of relations. Scores in
both datasets further suggest that, despite their
different creation approaches, they are equally
suitable for this kind of evaluation.

1 Introduction

Large Language Models (LLMs) (Petroni et al.,
2019) have been exploited in the acquisition of
semantic relations, and as potential knowledge
bases. When considering lexico-semantic relations,
such models could be seen as alternatives to word-
nets (Fellbaum, 1998).

BERT (Devlin et al., 2019), a bidirectional LLM
pretrained on the masked language modelling task,
is the most explored model in previous works, with
fewer having explored GPT models (Radford et al.,
2019; Brown et al., 2020). However, GPT3 is
known for its adaptation to many tasks, often with-
out requiring additional training, in zero- or few-
shot approaches.

We take steps on the exploration of GPT3 for ac-
quiring lexico-semantic knowledge in Portuguese,
which contributes to better understanding this
black-box model and to conclusions on its potential
as a lexical knowledge base. Lexico-semantic rela-
tions are obtained through instruction-like prompts,
in both zero- and few-shot learning scenarios. Per-
formance is compared with previously used meth-
ods based on lexical patterns and masked lan-
guage modelling with BERT (Gonçalo Oliveira,
2023). Experiments are performed in two analogy
test sets, TALES (Gonçalo Oliveira et al., 2020)
and a recent translation of the Bigger Analogy

Test Set (BATS) (Gladkova et al., 2016) to Por-
tuguese (hereafter, BATS-PT). Reported experi-
ments are the first using the latter dataset, so we
also look at differences between BATS-PT, result-
ing from manual translation, and TALES, created
automatically from lexical resources in Portuguese.

Despite the simple and direct prompts used
in GPT3, the BERT-based approach was outper-
formed overall and for every relation, with the best
performance achieved by the few-shot approach.
Moreover, scores in BATS-PT and TALES were
not much different, which suggests that, despite
their different creation approaches, they are equally
suitable for this kind of evaluation.

The remainder of the paper is structured as fol-
lows: Section 2 overviews work on relation ac-
quisition and analogy solving; Section 3 describes
the experimentation setup; Section 4 reports and
discusses the results; Section 5 concludes it.

2 Related Work

Semantic relations have been obtained from pre-
trained word embeddings, with simple analogy
solving methods, such as: the vector offset with a
single example (Mikolov et al., 2013); the average
offset or a classifier of related words learned from
a set of examples (Gladkova et al., 2016). These
were assessed in the then proposed BATS, a test
set that covers several relations types, including
lexico-semantic relations.

More recently, semantic relations were obtained
from Transformer-based LLMs, by prompting mod-
els with handcrafted (Petroni et al., 2019; Ushio
et al., 2021) or induced lexical patterns (Bouraoui
et al., 2020), in some cases (Bouraoui et al., 2020;
Ushio et al., 2021) also assessed in BATS.

Pretrained models are generally used, as knowl-
edge tends to be forgotten during the fine-tuning
process (Wallat et al., 2020). Much work ex-
ploits BERT, by taking advantage of masked lan-
guage modelling for acquiring relations with cloze-
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style prompts (e.g., Paris is the capital of

[MASK]). GPT, another popular model, has not been
so explored, also due to access limitations. Yet,
there are examples using models of this family: an
approach based in GPT2 (Radford et al., 2019) out-
performed BERT and other LLMs in BATS (Ushio
et al., 2021); a method (Liu et al., 2021) was pro-
posed for searching for the best prompts when ac-
quiring semantic relations with GPT2; and, among
many tasks, GPT3 (Brown et al., 2020) was origi-
nally tested on a dataset of 374 analogies in English,
in zero- and few-shot scenarios.

Lexico-semantic relations are especially chal-
lenging to acquire and to assess because, in op-
position to morphological and to several encyclo-
pedic relations (e.g., capitalOf, hasCurrency),
they are not functions (e.g., a concept often
has many hyponyms or parts). For Portuguese,
related work has focused on these relations:
word embeddings were exploited for enriching
OpenWordNet-PT (Gonçalo Oliveira et al., 2021);
BERT was used for the detection of hyponymy
pairs (Paes, 2021), and for completing a range
of lexico-semantic relations (Gonçalo Oliveira,
2023). The latter was assessed in TALES, simi-
lar to BATS, but for Portuguese. Previous work
for Portuguese (Gonçalo Oliveira, 2022) has also
suggested that GPT2 was not a good option for val-
idating instances of lexico-semantic relations, and
BERT would be better suited.

3 Experimentation Setup

This section describes the datasets and models used
in this work, the approach for testing GPT3, and
the adopted evaluation metrics.

3.1 Datasets

BATS comprises 40 files, each targeting a different
linguistic relation. Each file has 50 entries, with
two columns: a source word and a list of target
words, related to the former by the relation speci-
fied in the filename.

Relations are organised in four groups: gram-
matical inflections, word-formation, lexicographic
and encyclopedic relations. BATS was originally
created for English, but the files of the ten lexi-
cographic relations have recently been translated
into several languages, in the scope of a use case in
the NexusLinguarum COST Action1. These files
comprise: hypernyms (animals, miscellaneous);

1
https://nexuslinguarum.eu/

hyponyms, meronyms (whole-substance, member-
group, whole-part); synonyms (intensity, exact);
antonyms (gradable, binary). We use the Por-
tuguese translation of BATS. Table 1 illustrates
this dataset with one line for each covered relation,
its original BATS identifier, and an example entry.

TALES is a similar test set, but created automati-
cally, based on the most frequent relations and their
instances in ten Portuguese lexical resources. It
adopts the same format as BATS, but covering 14
lexico-semantic relations, which are not exactly
the same: has-hypernym and hypernym-of, each
between abstract nouns, concrete nouns, and verbs;
part-of, has-part; purpose-of, has-purpose; syn-
onym (nouns, verbs, and adjectives); antonym (ad-
jectives).

Both BATS and TALES can be used for assess-
ing language models in the acquisition of lexico-
semantic knowledge, based on predicting the target
words for a given source.

3.2 Models

Two transformer models were used for acquiring
lexico-semantic relations in Portuguese. GPT3 is
an auto-regressive LLM with 175B parameters,
96 attention layers and a 3.2M batch size. We
have used the text-davinci-003 engine, available
through the OpenAI API2. GPT3 is known to be
multilingual, and may thus be prompted in Por-
tuguese for generating text in this language. Tem-
perature was set to 0.1, to force the model to pro-
duce the most probable sequences, and to avoid a
non-deterministic behaviour. The results of GPT3
are compared to those by BERTimbau-large (Souza
et al., 2020), a BERT model pretrained for Brazilian
Portuguese, with 24 layers and 335M parameters,
which can be seen as a baseline.

3.3 Approach

GPT3 was used in two scenarios in which it is
known to perform well: zero-shot, where the model
was prompted with an instruction that included the
source word; and few-shot, where a similar prompt
was concatenated to the same instruction instan-
tiated for five examples of the same type, each
followed by the respective list of target words. We
used simple generic instructions asking for ten re-
lated words and changed the relation name accord-
ingly (see Table 2). Since GPT3 is very flexible
with its prompts, we did not put much effort on

2
https://openai.com/api
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ID Relation Entries
L01 Hypernyms (animals) anaconda cobra/réptil/boa/serpente/ofídio

(anaconda snake/reptile/boa/serpent/ophidian)
L02 Hypernyms (misc) banheira contentor/artefacto/unidade/objeto/...

(tub container/artefact/unit/object)
L03 Hyponyms igreja capela/abadia/basílica/catedral

(church chapel/abbey/basilica/cathedral)
L04 Meronyms (whole-substance) atmosfera gás/oxigénio/hidrogénio/nitrogénio/...

(atmosphere gas/oxygen/hydrogen/nitrogen)
L05 Meronyms (member-group) pássaro bando

(bird flock)
L06 Meronyms (whole-part) academia faculdade/universidade/instituto

(academia college/university/institute)
L07 Synonyms (intensity) choro grito/chio/guincho/berro/pranto

(cry scream/shriek/screech)
L08 Synonyms (exact) fazenda tecido/têxtil/pano

(cloth fabric/material/textile)
L09 Antonyms (gradable) capaz cobra/réptil/boa/serpente/ofídio

(able unable/incompetent/unequal)
L10 Antonyms (binary) anterior posterior

(anterior posterior)

Table 1: Example entries in the Portuguese BATS files and their English translation (original).

their tuning, and leave this for future work. Still,
we empirically discovered that prompts should
specifically ask for Portuguese words, otherwise we
would risk that, for some entries, GPT3 generates
words in other languages, often Spanish. Moreover,
including the number of required answers, in this
case, 10, conditions the model to generate a num-
bered list of this size, in any case, easy to parse.
Since the number of target words in the dataset
is variable and it would be incoherent to give ex-
amples asking for ten but followed by a different
number, we drop the 10 from the instructions in the
few-shot approach.

The BERT approach followed Gonçalo Oliveira
(2023) closely. BERT was prompted with a set
of masked lexical patterns indicative of the target
relations — e.g., a [MASK] é um tipo de <s>

(in English, [MASK] is a type of <s>) for hy-
ponyms. For TALES, we relied on the same pat-
terns3, also used for relations in BATS-PT. We only
had to make a few additions to the part-of patterns,
to better cover the whole-substance and member-
group sub-types.

Differently from previous work, instead of look-
ing at individual performances for each pattern, we
add a “training” step where the best patterns are
selected for each relation. The final top-10 predic-
tions result from ranking the top-10 predictions of
each of the top-5 patterns, considering their overall
scores, given by the model — if there were patterns

3BERTimbau patterns for TALES are available from
https://github.com/NLP-CISUC/PT-LexicalSemantics/

blob/master/Patterns/BERT_patterns_for_TALES_v2.txt

ex aequo, more than 5 patterns could be selected,
which happened in some cases.

In order to select the best patterns, datasets were
split into training and test. This had been done in
BATS, for instance, by Bouraoui et al. (2020), who
opted for 90%–10%, and by Rezaee and Camacho-
Collados (2022), 50%–50%. The latter was our op-
tion: one half of the entries was assigned to the train
portion, and the other to the test.4 A 90%–10%
split was not seen as an option because testing
in only five examples (10%×50) of each relation
would be too narrow for any conclusions.

Splitting the dataset was not necessary for GPT3
but, for comparison over the same data, we also
run GPT3 in the test portion only. Moreover, in the
few-shot scenario, the five given examples were
randomly selected from the training portion, which
introduced some variability in the prompts.

3.4 Metrics

Accuracy (Acc) is a common metric for assess-
ing analogy solving in datasets like BATS. It com-
putes the proportion of source words for which the
first prediction is one of the targets. Since this is
too restrictive for most lexico-semantic relations,
we also compute the more relaxed Accuracy@10
(Acc@10) — i.e., the proportion of source words
for which one of the targets is among the top-10
predictions; and the Mean Average Precision@10
(MAP@10), which, considering that there may be

4For reproducibility, we make the TALES splits available
at https://github.com/NLP-CISUC/PT-LexicalSemantics/

tree/master/TALESv1.1_splits.
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ID Prompt
L01 / L02 lista 10 hiperónimos, em português, da palavra <s>:
L03 lista 10 hipónimos, em português, da palavra <s>:
L04 lista 10 substâncias, em português, da palavra <s>:
L05 lista 10 conjuntos ou grupos, em português, da palavra <s>:
L06 lista 10 partes, em português, da palavra <s>:
L07 / L08 lista 10 sinónimos, em português, da palavra <s>:
L09 / L10 lista 10 antónimos, em português, da palavra <s>:

Table 2: Prompts used for relation acquisition from GPT3. Each translates to list 10 <r>, in Portuguese,

of the word <s>:, where r is a name typically given to the related words, and s is the source word.

more than one correct answer in the top-10, ac-
counts for the number of predicted target words
and their ranking.

4 Results and Discussion

Tables 3 and 4 report on the scores of the three
tested approaches, respectively in BATS-PT and in
TALES. Scores are presented for each relation and
as an average of all. In addition to zero- and few-
shot with GPT3, we tested three variations of the
BERT approach, with the best patterns optimised
for each metric. However, since differences were
minimal, we present only the scores of the patterns
optimised for accuracy.

The few-shot approach is clearly the best in both
datasets. In BATS-PT, it achieves the best perfor-
mance in every relation in each of the three met-
rics, except for meronyms (member-group), with
the best scores in two metrics, and for synonyms
(intensity) and antonyms (gradable), with the best
score in only one (in ex aequo). In TALES, the
results are quite similar. Only in a handful of cases
few-shot is outperformed by zero-shot (or has the
same score), and fewer yet by BERT. Surprisingly,
despite no training nor prompt tuning, zero-shot
GPT3 is better than BERT for almost every relation
and metric.

Performance is variable across relation types.
In BATS-PT, hypernyms (animals) is one of
the best relations for all approaches, whereas
zero- and few-shot perform equally well for
antonyms (gradable). Lowest performances by
few-shot are for meronyms (member-group) and
synonyms (intensity), the same as for the zero-
shot. Specifically in the member-group rela-
tion, we observe some confusion with hyper-
nymy and co-hyponymy (e.g., parlamentar [par-
liamentarian] and legislador [legislator] for
senador [senator]) and, for zero-shot, answers that
are groups of other things (e.g., rebanho [herd] or
matilha [pack], for pássaro [bird]). In few-shot,

however, shorter lists are generated, often with less
or no incorrect answers.

In TALES, all approaches perform especially
well for antonyms, and zero-shot achieves top-
performance in synonyms (verbs). The other syn-
onymy relations are among the top-performing in
few-shot, whereas the best performance of BERT
is for has-hypernym (abstract).

We highlight that the average scores in BATS-PT
are not substantially different from those in TALES.
Overall, few-shot performs slightly better in BATS-
PT, and zero-shot in TALES. BERT is very similar
in both test sets. Moreover, there is a similar trend
for equivalent relations: models generally perform
better for antonymy and hypernymy, and worse
for meronymy. BATS-PT was not originally cre-
ated for Portuguese, but it is the result of thorough
manual translation, whereas TALES was created
specifically for Portuguese, but automatically. To
some extent, this validates the approach adopted
for creating TALES. But it does not mean that any
of the datasets cannot be improved. In fact, low
scores in TALES’ has-part and part-of relations
can be partially explained by limitations of the
dataset. TALES is based on redundancy across lex-
ical resources and the following reasons may result
in less consensual and incomplete entries: (i) to
reach the 50 entries, has-part and part-of are the
relations for which required redundancy was the
lowest (Gonçalo Oliveira et al., 2020); (ii) there are
several sub-types of meronymy, defined differently
across resources.

Reference scores for TALES (Gonçalo Oliveira,
2023) use the same BERT-based approach, but
in the full dataset, without combining patterns.
Though not comparable, differences suggest that
the combination of patterns is not always benefi-
cial. Yet, the best patterns have to be selected from
part of the data. Moreover, we should add that,
with only 50 entries, the train-test split has a notice-
able impact on the selection of patterns and on the

361



Relation BERT GPT3 (zero-shot) GPT3 (five-shot)
Acc Acc@10 MAP@10 Acc Acc@10 MAP@10 Acc Acc@10 MAP@10

L01 0.76 0.92 0.60 0.84 0.96 0.79 1.00 1.00 0.93
L02 0.42 0.88 0.35 0.29 0.71 0.43 0.42 0.96 0.62
L03 0.21 0.50 0.24 0.46 0.58 0.44 0.50 0.67 0.50
L04 0.24 0.60 0.31 0.20 0.36 0.24 0.52 0.68 0.53
L05 0.08 0.44 0.19 0.04 0.08 0.06 0.20 0.28 0.24
L06 0.00 0.20 0.04 0.20 0.40 0.22 0.32 0.64 0.38
L07 0.08 0.12 0.09 0.36 0.72 0.44 0.20 0.72 0.43
L08 0.12 0.32 0.14 0.48 0.68 0.50 0.60 0.92 0.73
L09 0.32 0.48 0.35 0.76 0.88 0.71 0.72 0.80 0.71
L10 0.48 0.78 0.48 0.57 0.61 0.57 0.74 0.83 0.73
Average 0.27 0.52 0.28 0.42 0.60 0.44 0.52 0.75 0.58

Table 3: Performance in BATS-PT.

Relation BERT GPT3 (zero-shot) GPT3 (five-shot)
Acc Acc@10 MAP@10 Acc Acc@10 MAP@10 Acc Acc@10 MAP@10

Antonyms (adjectives) 0.48 0.52 0.42 0.76 0.88 0.80 0.96 0.96 0.94
Purpose-of 0.16 0.20 0.18 0.20 0.32 0.23 0.40 0.40 0.35
Has-Purpose 0.16 0.36 0.23 0.32 0.64 0.45 0.60 0.60 0.60
Has-Hypernym (abstract) 0.44 0.80 0.35 0.44 0.80 0.50 0.80 0.80 0.45
Has-Hypernym (concrete) 0.24 0.64 0.24 0.40 0.68 0.43 0.80 0.80 0.49
Has-Hypernym (verbs) 0.08 0.48 0.20 0.60 0.88 0.62 0.92 0.92 0.57
Hypernym-Of (abstract) 0.20 0.68 0.29 0.36 0.68 0.39 0.68 0.68 0.40
Hypernym-of (concrete) 0.48 0.88 0.50 0.48 0.72 0.52 0.96 0.96 0.74
Hypernym-Of (verbs) 0.04 0.48 0.17 0.52 0.84 0.56 0.76 0.76 0.47
Has-Part 0.16 0.36 0.22 0.08 0.12 0.09 0.36 0.36 0.26
Part-Of 0.08 0.40 0.14 0.16 0.20 0.17 0.48 0.48 0.34
Synonyms (nouns) 0.24 0.72 0.33 0.60 0.92 0.65 1.00 1.00 0.74
Synonyms (verbs) 0.32 0.76 0.33 0.56 0.96 0.56 0.56 0.96 0.54
Synonyms (adjectives) 0.20 0.76 0.28 0.48 0.72 0.47 0.96 0.96 0.67
Average 0.23 0.57 0.28 0.43 0.67 0.46 0.73 0.76 0.54

Table 4: Performance in TALES.

performance achieved for some relations.
There are no reference scores for BATS-PT, but

there are for the English version, where the accu-
racy reported by Ushio et al. (2021) is 81% with
GPT2, substantially higher than few-shot’s 56%
in BATS-PT. Despite GPT3 being more powerful,
the lower performance is a consequence of a sim-
pler approach, and suggests that there is room for
improvement, for instance, if we invest in prompt
tuning. Yet, languages are different, and BATS-PT
may have resulted in a more challenging dataset,
for a less-resourced language.

5 Conclusions

We have seen that, to some extent, GPT3 can be
used as a lexical knowledge base for Portuguese.
When compared to handcrafted knowledge bases,
the coverage of GPT3 is difficult to meet. More-
over, performance is variable across relations, but
this also happens for automatically created knowl-
edge bases. GPT3 clearly outperformed a BERT-
based approach, which had shown improvements
against approaches based on static word embed-

dings (Gonçalo Oliveira, 2023). The best perfor-
mance is achieved with a few-shot approach with
simple direct prompts, without previous tuning,
which suggests that there is still room for improve-
ment.

This was also the first time that BATS-PT was
used as a benchmark. The fact that the scores
achieved were comparable to those in TALES, de-
spite its automatic creation, contributes to validat-
ing the utility of both datasets.

Future directions would be to test alternative
prompts and to experiment with more recent LLMs,
such as the recently release GPT4 (OpenAI, 2023).
However, we should not forget that GPT is a black-
box architecture, which prevents a deeper analysis
and a direct fix of its errors. This adds to the fact
that we know that GPT3 and GPT4 were trained in
much data, but not exactly on which data, which
may raise relevant questions for evaluation — e.g.,
did it learn from the test examples? While it cannot
have learned from BATS-PT, because the dataset
has not been released yet, we may question whether
it learned from the original dataset, which, through
deep inference, may help with other languages.
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