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Abstract

BERT, a groundbreaking large language model,
has excelled in natural language processing
tasks such as question answering. Motivated
by a desire to understand BERT’s knowledge
and limitations across different languages, we
build upon Alysson Ettinger’s work by evalu-
ating BERT Arabic versions using psycholin-
guistics. These diagnostics, designed to assess
human brain linguistic abilities, cover aspects
like common sense and pragmatic inference,
which constitute fundamental knowledge for
any pretrained language model. Upon translat-
ing these diagnostics into Arabic, the results
of diagnostic assessments for mBERT in Ara-
bic and AraBERT reveal linguistic deficiencies
in mBERT and a moderate grasp in AraBERT.
This emphasizes the need for further training
on diverse texts, especially those related to ev-
eryday situations.

Keywords: AraBERT, mBert, Psycholinguis-
tic, Linguistic evaluation, Arabic language
models.

1 Introduction

Nowadays, large Language Models (LLMs) are the
base of almost every Natural Language Processing
(NLP) application. They are used in sentiment anal-
ysis (SA), question answering (QA), conversational
agents, personal assistants, and robotics (et al.,
2021).

Since the introduction of Transformers in
2017 (Vaswani et al., 2017), computers have
demonstrated remarkable linguistic abilities, often
comparable to those of humans. Consequently, a
multitude of language models has emerged from
the Transformer framework, addressing a variety of
languages. Examples include: ELMo (Peters et al.,
2018), BERT and mBERT (Devlin et al., 2019),

GPT through all its versions (Radford et al., 2018),
PaLM (et al., 2023).

Despite the popularity of these models and their
impact across various fields, there is an urgent
need for interdisciplinary efforts in order to under-
stand the knowledge they infer and to discover their
unknown failures. Previous studies have delved
into various performance aspects, including task-
specific evaluations (Jiang et al., 2021) (Wang
et al., 2018), probing different layer (Conia and
Navigli, 2022), and linguistics evaluations of hu-
mans on machines (Ettinger, 2020) (Lialin et al.,
2022).

Unlike other languages, Arabic LLMs have not
been extensively studied, despite some recent in-
vestigations (Albilali et al., 2021) (Abdelali et al.,
2022). In this paper, we aim to fill this gap by in-
vestigating the capabilities of Arabic LLMs. Our
initial step involves enhancing our understanding
of what Arabic LLMs comprehend about the Ara-
bic language by measuring their linguistic abilities
through the discipline of psycholinguistics. Psy-
cholinguistics, originally developed by linguists to
assess the human brain’s capacity to understand
and produce language (Harley, 2013), serves as our
guiding framework. Our investigation is specifi-
cally narrowed down to the Arabic language mod-
els araBERT and multilingual BERT

The rest of this paper is organized as follows.
First, in Section 2, we introduce some preliminaries
and concepts related to pre-trained LMs and psy-
cholinguistic diagnostics. In Section 3, we review
related literature that has considered the evaluation
of LMs’ linguistic abilities. The methodology of
our investigation is presented in detail in Section 4.
Finally, we report and discuss the results of the
evaluation in Section˜ 5



2 Preliminaries

Driven by the purpose of this paper, this section of-
fers a concise overview of Multilingual BERT and
AraBERT. Subsequently, we delve into psycholin-
guistic aspects and psycholinguistic diagnostics
that examine predictive human responses, all of
which are relevant to the assessment of pre-trained
Language Models.

2.1 Arabic LLMs and BERT

Arabic language models, especially those built on
the BERT architecture, are pivotal in natural lan-
guage processing. BERT, or Bidirectional Encoder
Representations from Transformers (Devlin et al.,
2019), constitutes a highly parallel deep neural
network leveraging attention mechanisms for se-
quence prediction and generation (Vaswani et al.,
2017).

Originally designed for language modeling and
machine translation, transformers like BERT have
evolved to handle more complex tasks, including
computer vision (Nguyen et al., 2023). Specific
BERT variations tailored for Arabic have been
developed. Figure 1 provides a chronological
overview of Arabic BERT models and other trans-
formers pre-trained on diverse Arabic texts, en-
compassing dialects and Modern Standard Arabic
(MSA) from platforms like social media, news, and
academic content. For the purpose of this paper,
we will focus specifically on two models: mBERT
and AraBERT.

mBERT released by Devlin et al.,(2019) is a
single-language model that was pre-trained using
monolingual corpora in 104 languages, including
Arabic. This enabled BERT to learn and generalize
across multiple languages.

AraBERT developed by Antoun et al.,(2020) is
a widely adopted model pre-trained on an extensive
corpus of Modern Standard Arabic (MSA) texts.
AraBERT is applied in various natural language
processing (NLP) tasks, including text classifica-
tion, named entity recognition (NER), and senti-
ment analysis (SA) in the Arabic language.

2.2 Psycholinguistics

Psycholinguistics, a subfield of linguistics, stud-
ies the mental processes involved in language ac-
quisition, comprehension, and production (Harley,
2013). Within the domain of psycholinguistics, the
study of human language processing incorporates

fundamental metrics such as Cloze probability and
N400 amplitude (Kutas and Hillyard, 1984).

• Cloze probability is the likelihood or probabil-
ity that individuals choose a specific word to
complete a given context. It provides a quan-
tifiable measure of how well a word fits into a
particular linguistic context based on human
responses.

• The N400 amplitude is a quantifiable electri-
cal signal discerned in brain activity, particu-
larly in electroencephalogram (EEG) record-
ings. The measurement of the N400 compo-
nent’s amplitude helps comprehend the brain’s
reaction to words that disrupt the contextual
flow or are unexpected within a given sen-
tence.

3 Related Work

In the literature, there is a growing effort to bet-
ter understand the specific linguistic capacities
achieved by neural Natural Language Processing
(NLP) models. We have reviewed several studies
that measured their performances and behaviors,
categorizing them based on three criteria:

• Linguistic analysis: This category focuses on
assessing the lexical, syntactic, and figurative
skills of a language model.

• Tasks-based Analysis: This category in-
volves evaluating the language model through
specific tasks such as Sentiment Analysis
(SA), Question Answering (QA), Translation,
Named Entity Recognition (NER), and Di-
alect Identification.

• In-Depth Model Examination: This type of
analysis delves into the inner workings of the
model, considering aspects of explainability
and probing.

In linguistic analysis, Ettinger, (2020) presents
a set of diagnostics derived from human language
experiments to systematically investigate the infor-
mation utilized by language models during predic-
tion generation in context. The study applies these
diagnostics to assess the popular BERT model. The
findings reveal that BERT demonstrates a general
ability to distinguish between good and bad com-
pletions involving shared category or role reversal,
though with less sensitivity compared to humans.
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Figure 1: Some Arabic Transformers and GANs.

Additionally, BERT consistently retrieves noun hy-
pernyms effectively. However, the model faces
challenges in intricate tasks such as inference and
role-based event prediction. Notably, BERT ex-
hibits a clear insensitivity to the contextual impacts
of negation.

In task-based analysis, Rönnqvist et al., () in-
vestigated mBERT’s performance across languages
and tasks. They found mBERT to be inferior to
monolingual models, especially for Nordic lan-
guages. Chouikhi et al., (2021) addressed tokeniza-
tion issues in Arabic Sentiment Analysis. Their
approach, incorporating an Arabic BERT tokenizer
instead of the basic BERT tokenizer, outperformed
Arabic BERT and AraBERT models in classifica-
tion quality and accuracy, particularly for dialect
and MSA instances. Lialin et al., (2022) scru-
tinized 29 diverse model families, including T5,
BART, and ALBERT, using the oLMpics bench-
mark and psycholinguistic probing datasets. Their
study found that none of these models, when as-
sessed in a zero-shot manner, could effectively ad-
dress compositional questions, challenging the ade-
quacy of current pre-training objectives for acquir-
ing this skill.

In their in-depth model examination, Mickus
et al., (2020) examined the semantic coherence
of BERT’s embedding space. They mention that,
while showing a tendency towards coherence,
BERT does not fully live up to the natural expecta-
tions for a semantic vector space. They discovered,
in particular, that the position of a word in a sen-
tence, despite having no meaning correlates, leaves
an evident trace on the word embeddings and dis-
rupts similarity relationships. Li et al., (2021) intro-
duced a tool for probing surprisal at BERT’s inter-
mediate layers, employing density estimation with
Gaussian models. They found a high correlation
between surprisal and low token frequency in lower

layers, decreasing in upper layers. Regarding mor-
phosyntactic, semantic, and commonsense anoma-
lies, the best-performing model (RoBERTa) exhib-
ited surprisal in earlier layers for morphosyntactic
anomalies, but not for semantic or commonsense
anomalies. Abdelali et al., (2022) conducted a post-
hoc examination of transformer models trained on
diverse Arabic dialects. Using layer and neuron
analysis, they found that word morphology is pre-
dominantly learned in lower and middle layers,
syntactic dependencies are primarily captured in
higher layers, and despite vocabulary overlap, mod-
els based on Modern Standard Arabic struggle to
capture nuanced aspects of dialects. Neurons in em-
bedding layers exhibit polysemous characteristics,
while those in middle layers specialize in specific
properties.

4 Methodology

In the assessment of the psycholinguistic skills
of Arabic BERT models, we translated the psy-
cholinguistic diagnostics from Ettinger’s work into
Arabic with the assistance of three Arabic native
speakers, one of whom is a professional transla-
tor. Subsequently, we applied these diagnostics
to AraBERTv2base, AraBERTv2large, and mBERT
using the Python language in the Google Colab
platform. Each diagnostic test involves sentences
(contexts) with a missing word, and the task is to
predict that missing word. Accurate predictions re-
quire the application of the targeted linguistic skills
defined by these tests. The evaluation utilized the
following metrics:

• Word Prediction Accuracy measures how of-
ten the language model correctly provides the
expected item among its top k predictions and
is designed to be the equivalent of Cloze prob-
ability in psycholinguistics (refer to Section
2).



• Sensitivity Test represents the percentage of
items for which the probability assigned to a
correct completion exceeds the probability as-
signed to the inappropriate one. This measure
is designed to be the equivalent of the N400
in psycholinguistics (refer to Section 2).

• Qualitative analysis is the process of man-
ually reviewing the results, making observa-
tions on the top k predictions, and understand-
ing their relationships with each other and
with the context, all in order to gain deeper
insights into the skills of AraBERT.

All the diagnostic datasets and experiment code
are shared and accessible on GitHub. 1 The follow-
ing subsection provides a detailed description of
the diagnostics employed in our evaluation.

4.1 CPRAG-102
This diagnostic is made up of 102 contexts. Each
context comprises two consecutive sentences with
a missing word (Federmeier and Kutas, 1999). In
these contexts, predicting the missing word re-
quires Common Sense to understand what is being
described and Pragmatic Inference to understand
how the second sentence relates to the first. Table 2
shows an example of CPRAG-102 and its Arabic
translation. The ’Expected’ column displays the
word most likely to be predicted by humans, tak-
ing into account synonyms in our experiments. In
contrast, the ’Inappropriate’ column lists some in-
correct word completions that fall within the same
category as the expected word. The inappropri-
ate completion is used to examine whether LMs
will prioritize unsuitable completions that share a
semantic category with the expected completions.

4.2 ROLE-88
It comprises 88 contexts, with one sentence per con-
text designed to target role reversal. (Chow et al.,
2016) illustrated the example in Table 3, "Complet-
ing the sentence requires semantic role identifica-
tion and event knowledge, which means finding the
accurate words associated with events and actions
to fill in the blank". Although each completion
(e.g., ’served’) is suitable for only one of the noun
orders and not the reverse, we use this diagnos-
tic to test whether Arabic BERT models will face
difficulty distinguishing appropriate continuations
based on word order and semantic role.

1https://github.com/BasmaSayah/
Psycholinguistic-Diagnostics-on-AraBERT

4.3 NEG-SIMP-136

This diagnostic targets understanding the meaning
of negation and category membership (Fishler et al.,
1983). Table 4 presents a negation example along
with its corresponding translation. The affirmative
sentence allows us to assess the model’s capacity
to associate nouns with their hypernyms. Through
this diagnostic, we investigate the model’s abil-
ity to distinguish between affirmative and negative
sentences, specifically whether it outputs the same
word as in the affirmative case, as indicated in the
’match’ column, or a different word, as shown in
the ’mismatch’ column.

4.4 NEG-NAT-136:

This diagnostic targets naturally occurring nega-
tive sentences and was derived from a human study
conducted by Nieuwland and Kuperberg (2008).
Building upon the experiment conducted by Fish-
ler et al.,1983, it involves the creation of affirmative
and negative sentences chosen to be more ’natural
for somebody to say,’ contrasting these with the
non-natural affirmative and negative sentences. Ta-
ble 5 shows an example of NEG-NAT-136 and its
Arabic translation.

5 Experiments and Discussion

In this section, we analyze the results of running the
diagnostics on AraBERTv2base, AraBERTv2large,
and mBERT. We compare these results with those
of the English BERT as presented in the paper
"What BERT Is Not". We manually reviewed the
results to ensure accuracy and to avoid instances
where the language models provided correct an-
swers not present in the diagnostic dataset.

5.1 Results for Common Sense and Pragmatic
Inference

Figure 2 illustrates the performance of
AraBERTbase, AraBERTlarge, mBERT, BERTbase,
and BERTlarge on the CPRAG-102 dataset, in
terms of accuracy. It represents the percentage
of items for which the ’expected’ completion
is among the model’s top k predictions, with
k ∈ {1, 5}. For accuracy at k = 1, both
AraBERTbase and mBERT achieved a score of
2.94%. In contrast, AraBERTlarge achieved
more higher accuracy of 8.82% on the same task.
On the other hand, BERTbase and BERTlarge

performed better with accuracies of 23.5%
and 35.3%, respectively. This indicates that

https://github.com/BasmaSayah/Psycholinguistic-Diagnostics-on-AraBERT
https://github.com/BasmaSayah/Psycholinguistic-Diagnostics-on-AraBERT


Table 2: Example of CPRAG-102 and its Arabic translation.

Context Expected Inappropriate
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So she asked to borrow her older friend’s ——

@PA¾�AÖÏ @

Maskara

�
èXC

�
¯ - èA

	
®
�
�Ë@ QÔg



@

lipstick | necklace

Table 3: Example of ROLE-88 and its Arabic translation.

Context Completion
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Table 4: Example of NEG-SIMP-136 and its Arabic
translation.

Context Match Mismatch
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AraBERTbase and mBERT do not perform well in
common-sense and/or pragmatic inference tasks,
while AraBERTlarge performs substantially better.

At k = 5, mBERT achieved the lowest accu-
racy of 5.88%, followed by AraBERTbase, which
showed an improvement with an accuracy of
17.6%. AraBERTlarge achieved the highest accu-
racy in Arabic, reaching 23.52%. In the English
part, both BERTbase and BERTlarge achieved a
52.9% accuracy. The low accuracy scores highlight
clear weaknesses in AraBERT’s ability to handle
common-sense and/or pragmatic inference.

Regarding completion sensitivity, Figure 2 il-
lustrates the performance of AraBERT, mBERT,
and BERT on the CPRAG-102 dataset in terms
of sensitivity. This metric represents the per-
centage of items for which the model assigns a
higher probability to the expected completion (e.g.,
’Maskara,’ as shown in Table2) than to any of the
inappropriate completions (e.g., ’lipstick’ or ’neck-
lace’). mBERT assigns the highest probability to
the expected completion only 5.88% of the time,
whereas AraBERTbase and AraBERTlarge achieve
this 17.65% and 20.59% of the time, respectively.
On the contrary, BERTbase and BERTlarge exhibit
a high sensitivity of 73.5% and 79.4% with English.
This suggests that both versions of AraBERT and
mBERT do not exhibit sensitivity in differentiat-
ing between good and bad completions within the
same semantic category, with AraBERT noticeably

better than the latter.
Upon introducing the threshold on the proba-

bility difference, mBERT’s sensitivity remains the
same, while AraBERTbase and AraBERTlarge sen-
sitivity drop slightly to 14.7% and 17.65%, respec-
tively. In contrast, BERTbase and BERTlarge sen-
sitivity drop drastically to 44.1% and 58.8%. This
still indicates that AraBERT lacks sensitivity in
distinguishing between good and bad completions,
whereas BERTbase and BERTlarge exhibit some
sensitivity, albeit with a small probability differ-
ence.

The qualitative analysis of the sentences where
AraBERTlarge has made incorrect predictions
shows that AraBERTlarge fails not only in one but
in both common sense and pragmatic inference. In
the phrase
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meaning ’Pablo wanted to cut the lumber he had
bought to make some shelves. He asked his neigh-
bor if he could borrow her’, AraBERTlarge pre-
dicted words related to wood but did not suggest
’saw.’ This suggests that it recognized that the word
to be predicted was related to the first sentence, suc-
ceeding in pragmatic inference, but failed to recog-
nize what it was, indicating a failure in common
sense understanding. In the phrase
	
à
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meaning "She keeps twirling it around and around
under her collar. Stephanie seems really happy that
Dan gave her that ——’, AraBERTlarge predicts
the words ’place’ and ’time.’ This indicates that
it only used the second sentence for predictions,
failing in pragmatic inference.

5.2 Results for role reversals and event
knowledge

As demonstrated in Figure 3 when k = 1, mBERT
exhibits poor performance (a 0% accuracy). This



Table 5: Example of NEG-NAT and its Arabic translation.

Context target_aff target_neg
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Figure 2: Performances of BERT, mBERT and AraBERT on the CPRAG-102 dataset.

suggests that mBERT is not suitable for role re-
versal and event knowledge tasks. In contrast,
BERTbase and AraBERTbase show similar accu-
racies, both approximately at 14.8%. However,
AraBERTlarge and BERTlarge, despite their larger
architectures, achieve slightly lower accuracies of
13.6% and 12.5%, respectively. These results indi-
cate that AraBERTlarge and BERTlarge may benefit
from further fine-tuning tailored to these tasks, em-
phasizing that model size alone does not guarantee
enhanced performance.

When k = 5, mBERT still lags with
an accuracy of 6.81%. AraBERTbase and
AraBERTlarge both demonstrate improved accu-
racies, with AraBERTbase surprisingly surpassing
AraBERTlarge. AraBERTbase achieves an accuracy
of 30.68%, while AraBERTlarge achieves 21.59%.
Although AraBERTbase and AraBERTlarge exhibit
better performance than mBERT for k = 5, they
are still outperformed by the English-language
models BERTbase and BERTlarge, which achieved
accuracies of 27.3% and 37.5%, respectively. Con-
sidering a larger number of predictions enhances ac-
curacy for all models. However, English-language
models BERTbase and BERTlarge consistently out-
perform the multilingual and Arabic-specific mod-
els in this task.

Figure 3 illustrates the sensitivity of BERT mod-
els to role reversals. mBERT performs poorly
for Arabic, exhibiting a sensitivity of only 4.54%.
AraBERTbase and AraBERTlarge show moder-
ate sensitivity, with AraBERTbase at 22.72% and

AraBERTlarge at 18.18%. In contrast, BERTbase

and BERTlarge demonstrate high sensitivity to
"good completions" with accuracies of 75% and
86.4%, respectively.

After introducing the threshold of 0.01,
mBERT maintains a low sensitivity of 4.54%.
AraBERTbase and AraBERTlarge also maintain
their sensitivities at 22.72% and 18.18%, respec-
tively, while BERTbase and BERTlarge maintain rel-
atively higher sensitivities at 31.8% and 43.2%, re-
spectively. Overall, the results suggest that mBERT
for the Arabic language is not well-suited for role
reversals and/or event knowledge tasks. The mod-
erate sensitivity of AraBERT models indicates their
ability to identify "good completions" to some ex-
tent. In contrast, the English-language models, par-
ticularly BERTlarge, exhibit better performance in
these tasks, highlighting potential challenges in
adapting these models for Arabic language tasks or
the need for further fine-tuning.

During manual analysis of sentences where
mBERT, AraBERTbase and AraBERTlarge failed,
all models frequently produced the unknown token,
indicating challenges in generating predictions for
the given contexts. In cases where words were gen-
erated, mBERT’s predictions often lacked coher-
ence and didn’t make sense whereas AraBERTbase

and AraBERTlarge produced logically consistent
predictions that differed from those generated for
their role-reversed versions of the sentence. This
suggests that mBERT struggles with producing
meaningful predictions. Conversely, the limitations



Figure 3: Performances of BERT, mBERT and AraBERT on the ROLE-88 dataset.

of the AraBERT models appear to be primarily re-
lated to event knowledge, as they generate words
that are logically consistent within the sentence con-
text but struggle to predict the accurate word related
to the event or action. Furthermore, AraBERTlarge

showed more uncertainty than AraBERTbase , indi-
cating AraBERTlarge need for additional context.
However, its responses were grammatically more
accurate compared to AraBERTbase.

5.3 Results for negation understanding

Figure 4 illustrates the accuracy of BERT mod-
els in predicting affirmative and negative sen-
tences. Affirmative sentences were used to evaluate
BERT’s ability to associate nouns with their hyper-
nyms(categories). When we examine the accuracy
scores for affirmative sentences, we see mBERT
achieved the lowest accuracy, scoring 0%, indi-
cating it is not suitable for category membership
prediction. Both AraBERTbase and AraBERTlarge

achieved accuracies of 44.44% and 33.33% re-
spectively, in predicting category membership.
While English-language models BERTbase and
BERTlarge achieved a perfect accuracy of 100%.
This suggests that AraBERT models are less effec-
tive in category membership prediction compared
to the highly effective English models.

In the case of negative sentences, mBERT
achieved an accuracy of 0%, which is evident
given that it also failed with affirmative sentences.
AraBERTlarge also achieved an accuracy of 0% in
understanding negation, similar to BERTbase and
BERTlarge. This result suggests these models’ fail-
ure to understand negations. On the other hand,
AraBERTbase achieved a relatively low accuracy
of 5.55% in understanding negation. The correct
results it obtained may be attributed to its potential
understanding of negation or pattern recognition.

After checking predictions manually, AraBERT

mostly gives the same predictions for positive and
negative sentences, except for one sentence which
is

��������������
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meaning ’A trout is——-’ AraBERTbase predicted
"fish" as a first prediction for the affirmative state-
ment but provided a different answer, "chicken,"
for the negative statement. AraBERTlarge, on the
other hand, did not exhibit this distinction.

Figure 5 Illustrates the accuracies of BERT mod-
els for natural affirmative and negative sentences,
with the distinction that these affirmative sentences
do not test category membership. Regarding af-
firmative sentences, AraBERTlarge emerges as
the top-performing model in this context, achiev-
ing an accuracy of 87.5%, closely followed by
BERTlarge with an accuracy of 75%. BERTbase

and AraBERTbase achieved moderate accuracies
of 62.5% and 68.75%, respectively. In contrast,
mBERT failed to make any correct prediction,
yielding an accuracy of 0%, indicating its insta-
bility in making predictions.

Turning to negative sentences, AraBERTbase

and AraBERTlarge showed moderate performance,
achieving accuracies of 43.75% and 50%, respec-
tively, while BERTbase and BERTlarge demon-
strated strong performance with accuracies of
87.5% and 100%.

When examining the top Predictions of
AraBERTlarge, they all align with each other and
do not contradict each other, whether for affirma-
tive or their corresponding negative sentences, This
consistency suggests that there is an opportunity to
improve how the model handles negation.

6 Conclusion

In this study, we examined the capabilities of multi-
lingual BERT for Arabic, as well as AraBERT base
and large versions, using psycholinguistics. While
AraBERT is better than Multilingual BERT, it has



Figure 4: Performances of BERT, mBERT, and AraBERT on the NEG-SIMP-136 dataset.

Figure 5: Performances of BERT, mBERT, and AraBERT on the NEG-NAT-136 dataset.

notable weaknesses in common sense and prag-
matic inference. In this task, the large version con-
sistently outperforms the base version of AraBERT.
Additionally, AraBERT faces challenges in recog-
nizing words related to events and actions, where
the base version consistently outperforms the large
version. In negation tasks, both AraBERT models
often struggle to distinguish affirmative from neg-
ative sentences, except in rare cases, marking an
improvement compared to English BERT models
that do not make this distinction at all. All mod-
els perform well with natural negative sentences,
likely relying on pattern recognition rather than a
deep understanding of negation cues. This situation
presents opportunities for enhancing language mod-
els’ grasp of negation. Further research is needed to
fully understand each model’s strengths and weak-
nesses, facilitating more informed decisions when
choosing a language model.
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