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Abstract

Real-world Knowledge Graphs (KGs) often suf-
fer from incompleteness, which limits their po-
tential performance. Knowledge Graph Com-
pletion (KGC) techniques aim to address this
issue. However, traditional KGC methods are
computationally intensive and impractical for
large-scale KGs, necessitating the learning of
dense node embeddings and computing pair-
wise distances. Generative transformer-based
language models (e.g., TS and recent KGT5) of-
fer a promising solution as they can predict the
tail nodes directly. In this study, we propose
to include node neighborhoods as additional
information to improve KGC methods based
on language models. We examine the effects
of this imputation and show that, on both in-
ductive and transductive Wikidata subsets, our
method outperforms KGTS and conventional
KGC approaches. We also provide an exten-
sive analysis of the impact of neighborhood
on model prediction and show its importance.
Furthermore, we point the way to significantly
improve KGC through more effective neighbor-
hood selection.

1 Introduction

Knowledge graphs (KG) represent structured infor-
mation in the form of a directed multi-relational
graph with entities as the graph’s nodes and rela-
tions between entities as the graph’s edges. Entities
in such graphs could be both real-world objects or
abstract concepts. KGs are represented as a set of
triplets with representation entities and a relation
between them, i.e. (head entity, relation, tail entity)
or (h, r, t) for short. Due to KGs’ recent rapid de-
velopment, they are now widely used in a variety
of applications, including data mining, information
retrieval, question answering, and recommendation
systems. However, most real-world knowledge
graphs suffer from incompleteness. Knowledge
graph completion (KGC) algorithms attempt to fill
in the gaps in the KG in order to solve this problem.
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Figure 1: Graph completion pipeline. We extract
and verbalize neighborhood of a triplet head node

from the Knowledge Graph (KG). Language Model
uses verbalized input triplet and neighborhood to make
predictions . Predictions can be used for question an-
swering or KG completion.

KG link prediction commonly involves learn-
ing knowledge graph embeddings (KGE), which
capture structural and semantic information about
KG nodes, relations, and their neighborhoods in a
way that a simple distance-based function would
be able to distinguish real triplets from false ones.
However, building a unique embedding for each
node and relation leads to a linear increase in model
size and inference time as the KG size grows. An-
other drawback is that KG updating requires full
re-training of KGEs, rather than simply learning
new embeddings for updated entities or relations.

Application of language models (LMs) to KGC
tasks is a promising direction (Pan et al., 2023).
State-of-the-art performance in most natural lan-
guage processing (NLP) tasks has recently been
demonstrated by pre-trained language models like
BERT (Devlin et al., 2019) and more recent large
or foundational language models (Brown et al.,
2020; Chowdhery et al., 2022; Touvron et al.,
2023). Language models-based approaches, such
as KG-BERT (Yao et al., 2019), BERTRL (Zha
et al., 2022), KGT5 (Saxena et al., 2022) and
GenKGC (Xie et al., 2022) consider a triplet in
the KG as a text sequence. While distance-based
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methods incorporate more structural information
in dense embeddings, language models tend to cap-
ture more semantic information contained in both
relations and entities of KG, enabling such models
to embed previously unseen entities and operate on
new facts based on semantic information contained
in triplets textual representation. Thus, KGT5 posi-
tions KG link prediction as sequence-to-sequence
tasks. KGT5 model trained to generate target node
using textually verbalized triplets achieves compet-
itive performance and offers a scalable and simple
framework for KGC and QA tasks.

Current methods based on language models (KG-
BERT, BERTRL, KGT?5, and GenKGC) rely only
on information that can be extracted from LMs pa-
rameters. However, since KG itself is available, we
build a method that relies on both internal language
model knowledge and external information from
KG. For the link prediction task (h, r, 7), we pro-
pose to extract nodes and relations adjacent to h
from the KG, i.e. the neighborhood. Node h with
its neighborhood better together represents h itself:
neighborhood may contain clues such as Palo Alto
and United States of America for the triplet (Steve
Jobs, place of birth, ?) on Figure 1.

Though some efforts have been made to incorpo-
rate neighborhood into the KGC algorithms (Chen
et al., 2020), our proposed pipeline inherits the
benefits of generative LLMs compared to KGE
approaches: (1) scalability and size of the model,
(2) applicability to both transductive and induc-
tive KGs due to an ability to generalize unseen
entities, (3) no need to rank all possible candidate
triplets due to direct generation of tail entity. Also,
a concurrent work by the KGT5 authors, KGT5-
context (Kochsiek et al., 2023), proposed a similar
idea of integrating node neighborhood in the con-
text of the generative LM model, supporting the
main concerns and results of our study.

Our contributions are as follows: (1) we pro-
pose a generative graph completion method which
effectively integrates language models with graph
neighborhood information. (2) We show that incor-
porating graph information into multiple generative
language models achieve strong performance im-
provement of link prediction in both transductive
and inductive settings. Moreover, our approach
achieves state-of-the-art results on the inductive
ILPC dataset. (3) We analyze and evaluate the im-
pact of adding neighborhood information on the
performance of the models.

2 Methods

One can represent KG more formally as G =
(T,&E,R), where £ is a set of entities, R is a set of
relations and 7T is a set of triplets 7 € £ x R x £.
Therefore, the formulation of the KGC task is the
following: for each triplet 7; = (h,r,t), where
h € &t e Er € R, answer both (h,r,?7) and
(?,r,t) queries on the graph G/7;. The KGC tasks
can have different variations depending on the KG
type: inductive and transductive. In a transduc-
tive setting the KGC task is formulated as follows:
given a train KG Girain = (Tirain, £, R) train the
model to predict on the inference KG Gy, ference =
(Tinferences €, R), therefore in the train and infer-
ence KG there is a same set of entities and relations.
In inductive KGC the model is trained on the KG
gtrain = (ﬁrainy R, 5train) and prediCtS the infer-
ence KG g’inference = (ﬁnference; R, Sinference)’
so the trained model observed only on the entities
from train subgraph of KG.

We followed the KGT5 (Saxena et al.,
2022) approach to the KGC task using
an encoder-decoder Transformer based on
T5 (Raffel et al., 2020). The link prediction
task was posed as follows: for each triplet
(entity, relation, entitys) from KG we had to
predict the tail in the queries (entity;, relation,?)
and (entityo, relation™1 7). To generate input
for the model, we converted such queries into a
text form. Apart from the query verbalization only
as in KGT5, we formed a neighborhood for the
node and relations for each triplet in KG. Thus,
verbalized queries and their neighborhoods in the
form of text were fed to the input of the model
for training (see Figure 1) and later to predict
incomplete triplets. We form a neighborhood of
nodes that have an edge with the triplet head node
(1-hop neighbors). The number of adjacent nodes
may be too large to fit into the context size of
selected language models. Therefore, we sort them
based on relation semantic similarity. We take only
those verbalized nodes and relations that fit into
the max sequence length. We provide more details
on neighborhood formation in Appendix B and
verbalization in Appendix C.

To evaluate our approach to link prediction tasks
we used publically available transductive and in-
ductive KGs. Specifically, we used the Wiki-
dataSM (Wang et al., 2021) dataset, which is one
of the largest publicly available transductive KG
up-to-date and large and small versions of ILPC
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dataset (Galkin et al., 2022), the largest fully in-
ductive benchmark. ILPC inference graph size is
challenging for modern GNN methods with induc-
tive capabilities (Galkin et al., 2022). Apart from
being challenging to solve by common approaches,
the ILPC KGs are much more sparse than the trans-
ductive WikidataSM. The graph size and sparseness
of the data make the task hard for existing methods
and result in modest performance metrics. Still,
there were no existing solutions that beat the base-
line provided in the ILPC paper. Both used datasets
are the subsets of the real-world KG — Wikidata.
Datasets’ statistics are provided in the Table 4).

We compared models with and without neigh-
borhoods to evaluate our hypothesis that neigh-
borhoods help to better together represent graph
node. In addition, unlike the KGTS, we experi-
mented with different model configurations, both
fine-tuning an existing pre-trained model and train-
ing from scratch as common knowledge obtained
during language models pre-training might be use-
ful on real-world knowledge graphs like Wikidata.

We used the T5-small with 60M parameters
as our base model with both pretrained and ran-
domly initialized weights to evaluate the effect
of pretraining of the language model on the KG
task. We added additional "[SEP]" tokens to the
tokenizer with 30K tokens vocabulary to separate
query and neighborhood. The model was trained
using AdamW optimizer (Loshchilov and Hutter,
2019), 1e-5 learning rate, 10% dropout, and batch
size equals 320. The number of training steps was
equal to 5SM for the Wikidata5SM dataset and 2M
for all others. For multi-gpu training, we used
the Horovod parallelization framework (Sergeev
and Balso, 2018). In cases where a batch size
equal to 320 did not fit GPU, we used gradient
accumulation steps. We also benchmarked Ope-
nAl gpt-3.5-turbo! zero-shot link prediction and
evaluate the benefits of a neighborhood on LLM
(see Appendix G). The code for all the described
experiments is available at the link?.

As KGTS5, our model produces a probability dis-
tribution over all possible tokens in the vocabulary
at each step of decoding. Such distribution is penal-
ized for not matching the actual distribution, i.e.,
for the difference between the real target token at
position ¢ and the generated token at step ¢ using

lgpt—3.5—turbo—0613
com/docs/models/gpt-3-5

2https://github.com/screemix/
kgc-t5-with-neighbors

https://platform.openai.

CE loss. Such an approach is principally different
from distance-based methods as it does not require
generating negative samples to make them further
from the target prediction for each training query.
In this way, training iteration becomes independent
of the KG size.

To form predictions, we first verbalize the query
(head, relation,?) and pass it as an input to the
generative model to produce an output sequence,
which will be a verbalization of the target entity
id. For inference, we employed two strategies. The
first one was sampling &£ most probable sequences
from the decoder. We follow the KGT5 (Saxena
et al., 2022) setting and use a sample size of 50.
We apply this approach to WikidataSM datasets as
it is transductive. The second option for inference
was to search for the closest entities in KG to the
generated one. We apply the second approach to
ILPC inductive datasets as language models have
to generate previously unseen entities. More details
on inference procedure are in Appendix D.

3 Results

The hypothesis behind our approach was that neigh-
borhood information incorporated in a context fed
to the language model should enhance link predic-
tion of generative LM. Tables 1 and 2 demonstrate
the performance of our technique on WikidataSM
and ILPC datasets under various conditions, includ-
ing training a TS model with and without neighbors,
using a pre-trained model or training a model from
scratch, and zero-shot with gpt-3.5-turbo.
These results support the hypothesis that the
quality of link prediction increases with the use of
neighbors in the context of the generative model in
both transductive and inductive settings. Moreover,
our approach demonstrated SOTA performance on
the ILPC dataset, while on Wikidata we achieved
the best result among generative link prediction
models, which is still comparable to scores of
SOTA graph and LM methods with many more
parameters. Relatively small absolute values of
scores on the ILPC dataset can be explained by its
fully inductive setup and larger sparseness com-
pared to Wikidata5SM. Still, there are no publicly
available solutions that exceed the baseline score
provided by ILPC authors. Our solution overper-
forms the existing baseline, is elegantly simple,
and more interpretable than GNN-based solutions.
Experiments on pre-trained models revealed that
pre-training speeds up convergence but degrades
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Table 1: Adding a neighborhood persistently improves results on the link prediction task. We report Hits @k metrics
on Wikidata5SM, ILPC-small, and ILPC-large test sets. Arrows || show the effect of the neighborhood on language
models. Neighbors allow to achieve the best performance considering the number of model parameters.

MODEL WIKIDATASM ILPC-SMALL ILPC-LARGE

H@1 H@3 H@10 He@l H@3 H@10 He@l H@3 H@10 #PARAMS
KGTS5 (SAXENA ET AL., 2022) 0.267 0.318 0.365 - 60M
TRANSE (BORDES ET AL., 2013) 0.170 0.311 0.392 - 2,400M
COMPLEX (TROUILLON ET AL., 2016) 0.255 - 0.398 - 614M
KEPLER (WANG ET AL., 2021) 0.173 0.224 0.277 - 125M
SIMKGC (WANG ET AL., 2022) 0.313 0.376 0.441 - - - - - - 220M
INDNODEPIECE (GALKIN ET AL., 2022) - - 0.007 0.022 0.092 0.037 0.054 0.125 15.5K
INDNODEPIECEGNN (GALKIN ET AL., 2022) 0.076 0.140 0.251 0.032 0.073 0.146 24K
T5-SMALL NOT PRE-TRAINED 0.240 0.286 0.323 - - - - - 60M
T5-SMALL NOT PRE-TRAINED + NEIGHBORS 0.327 0.363 0.386 - - - - - - 60M
T5-SMALL PRE-TRAINED 0.205 0.248 0.282 0.073 0.117 0.177 0.112 0.137 0.194 60M
T5-SMALL PRE-TRAINED + NEIGHBORS 0.306 0.342 0.361 0.076 0.137 0.209 0.114 0.139 0.200 60M
T5-BASE PRE-TRAINED - - - 0.073 0.130 0.199 0.110 0.136 0.198 220M
TS5-BASE PRE-TRAINED + NEIGHBORS 0.082 0.142 0.216 0.116 0.141 0.215 220M

Table 2: Neighbor information improves zero-shot link
prediction with OpenAl gpt-3.5-turbo-0613. *ILPC-
Large results were obtained on 5000 random samples
from the test set.

DATASET GPT GPT+NEIGH

H@l H@3 H@l H@3
WIKIDATASM  0.098 0.131 0.113 0.157
ILPC-SMALL 0.079 0.107 0.084 0.118
ILPC-LARGE* 0.103 0.134 0.114 0.150

the quality of the model by a few points compared
to the one trained from scratch.

Also, we demonstrated that neighbors’ informa-
tion enhances performance across different gen-
erative models. This includes open-source mod-
els such as T5, as well as proprietary models like
OpenAl GPTs that are distributed as a model-as-a-
service. Although both types of models have their
own advantages and limitations, it should be noted
that OpenAl GPTs are black box models that can-
not be modified or interpreted further. Usage of
OpenAl GPTs is restricted in the case of more spe-
cialized or proprietary KGs that can store secure
or non-public information. In the context of our
study, OpenAl’s gpt-3.5-turbo has a much larger
size and cost, compared to smaller and transparent
TS5, still our approach improves the performance of
both models.

To get an understanding of how proposed models
learn to use neighboring triplets we compared pre-
dictions of models trained with and without graph
information in the input. One possible case when
neighbors help in link prediction is when a target
entity is somehow mentioned in the model input.
Because of neighborhood filtering, the target triplet
never appears in the model input, however in some
cases target entity can occur with different relations

or as a substring of another entity in a neighbor-
hood or even in the task itself (Table 3). Despite
the tail appearing in input only in a small portion of
the test set, the neighborhood model learns to make
use of such hints, outperforming the baseline T5 in
all selected cases. The high solution rate of more
than 4 out of 5 samples with hinted targets supports
the importance of properly selected neighborhoods.

0.31
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®0.19 L
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Figure 2: KG neighborhood is critical for the model
performance. The plot shows how the quality of link
prediction depends on the number of neighborhood
triplets removed from the input context WikidataSM
T5-small not pre-trained model. The blue solid line cor-
responds to removing the most relevant triplets and the
dashed red line represents random selection.

To evaluate the impact of neighborhoods, we
analyzed triplets’ importance by sorting them based
on how they affect the probability of the target node
prediction. As Figure 2 shows, a performance of
the model quickly deteriorates with the removal of
important triplets from the context. This implies
potential avenues for improvement by prioritizing
significant triplets selection prior to model training.
Moreover, we analyzed attention maps of the model
train on Wikidata5M and found that it indeed pays
attention to relevant neighbors, e.g. Appendix F.

The analysis shows that adding relevant graph

5309



Table 3: Adding relevant neighbors improves link pre-
diction for T5-small on the Wikidata test set. The table
shows the exact match depending on a hint of the target
entity’s appearance as a part of the model input.

Target position T5 TS5+ Neighbors  frequency
In task 0.93 0.94 5%
In neighborhood  0.34 0.82 8 %
Not in input 0.18 0.24 87 %
Total 0.23 0.32 100 %

context information greatly enhances link predic-
tion. Hence one way of improving performance
is increasing neighborhood size by adding k-hop
neighbors. Due to the quadratic complexity of at-
tention and the limited input size of pretrained
transformers, processing exponentially growing
neighborhoods would be computationally expen-
sive. To deal with large input sizes one can use
efficient TS architectures with input sizes up to 32k
(Guo et al., 2022) and 64k (Ainslie et al., 2023) to-
kens or recurrent approaches (Bulatov et al., 2022;
Hutchins et al., 2022) that can sequentially process
effectively unlimited neighborhood sizes. Another
potential way of subgraph selection is to add rele-
vant but more distant knowledge graph information,
such as random walks or more sophisticated meth-
ods (Das et al., 2018).

4 Conclusions and Future work

Our study found that incorporating KG neighbor-
hood information into a generative model’s con-
text can enhance the quality of the link prediction
task. We trained the T5-small model on transduc-
tive WikidataSM and inductive ILPC datasets with
various configurations and showed that coupling
the node and its neighborhood information together
better represents the node. Our approach signifi-
cantly outperformed baselines on the largest real-
world KGCs, with a comparable or fewer number
of parameters. We also demonstrated that Ope-
nAl’s gpt-3.5-turbo performance on the KGC
task also benefits from neighborhood information
without prior fine-tuning. In addition to the quality
improvement, we analyzed the impact of neighbor-
hood imputation, highlighting the significance of
selecting relevant triplets or extending the model’s
context in future works. Furthermore, future stud-
ies could explore the impact of model size, the
effect of neighborhood imputation on the datasets
from other domains, and neighborhood selection
strategies.

Limitations

Limitations of this study include the training of
only relatively small models, with only T5 being
employed. Further study of the benefits of larger
models applied to KGC tasks should be performed.
Additionally, each knowledge graph in this study
was limited to only one model, which may not
accurately represent more complex graphs that in-
volve multiple datasets. Another limitation is that
language models are better suited for real-world
textual data and may not work well for KGC rep-
resenting more specialized concepts, such as bi-
ology or medicine. Also, although neighborhood
selection was performed, we cannot guarantee that
the selected neighborhoods are optimal. Further
works should include the way of extending the abil-
ity of models to capture larger parts of a graph or
selecting the most relevant neighbors. Moreover,
constructing prompts for testing GPT performance
may not be optimal, and the model’s maximal per-
formance cannot be guaranteed without knowledge
of its training data.

Ethics Statement

As a field of study in the intersection of natural lan-
guage processing and knowledge graphs, this work
inherits the main ethical considerations of both of
these domains. Automated graph completion tasks
may produce various types of mistakes, including
but not limited to factual and grammatical errors.
Consequently, any application based on this work
should employ robust error detection mechanisms
prior to deployment. Additionally, given that our
system employs a generative language model, there
exists a risk of generating false or misleading con-
tent such as hallucinations and biases existing in
pre-training and knowledge graph data. Users of
the proposed method or any application based on
it should be warned about the potential risks of
using generative language models. Potential mis-
uses may include purposeful disinformation and
misleading language or factual information. Tak-
ing into account the aforementioned considerations,
we believe that under ethically responsible usage
this work will have a positive impact on artificial
intelligence research and applications.
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A Input data pipeline
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Figure 3: Visualization of the complete pipeline for the
preparation of the input data of the language model: 0)
pre-calculate FastText embeddings for each relation in
KG and form a static similarity matrix out of them; 1)
form a neighborhood for the input triplet; 2) sort the
neighborhood by relation similarity to the relation in the
input query; 3) verbalize and concatenate query triplet
and its neighborhood.

B Neighborhood formation

To augment the semantic information contained
in the entity and relationship names with the
structural one, we used triplet neighborhoods. A
triplet neighborhood is formed as follows: for
a query (head, relation, ?) search for 1-hop
neighbors associated with head entity, while
excluding from the formed neighborhood target
tail entity, which is associated with head by
relation; head can be both head or tail entity in
triplets that form this 1-hop neighborhood. In this
manner, we obtain the context as a neighborhood
of the graph, avoiding the leakage of the target
entity. The process of neighborhood formation is
illustrated on Figure 4.

Example of neighbourhood from the Wikidata5M KG

occupation  place of birth

Input query
(Steve Jobs, place of birth, ?);
target - San Francisco

‘ lentrepreneur
s in KG that include
ither head or tail;

ion and tail from the input

exclude triplet with

country of founded
citizenship by

Output neighbourhood
(Steve Jobs, occupation, entrepreneur)

(Steve Jobs, countr Ig
citizenship, United States of America)

(Steve Jobs, place of
death, Palo Alto)

(Steve Jobs, educated at, Reed College)

place of death  edugated at
Palo Alto Reed
onege

Figure 4: Neighborhood formation - taking the input
triplet, search for the triplets in which the head from
the input triplet is either head or tail, then exclude the
triplet with relation and tail from the input. As a result,
there is a list of triplets that form the neighborhood for
a given triplet. The represented neighborhood from the
WikidataSm KG is incomplete and textually verbalized
for ease of understanding.

(Apple, founded by, Steve Jobs)
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However, some of the triplets from KGs result
in extremely large neighborhoods, e.g. hub nodes
such as "human". Therefore, we needed to tackle
the problem of large neighborhoods to fit it into the
model’s context, which is limited to 512 tokens for
most language models including T5. We propose
to do it as follows: 1) sort the neighborhood by se-
mantic similarity of relations from its triplets to the
relation from the input triplet in order to prioritize
more important information in the context; 2) limit
the sorted neighborhood to 512 triplets, since this
will always be at least as big as the size of the al-
lowed context, and, after verbalization, specify the
maximum length of 512 for the model tokenizer to
fit the resulting verbalized neighborhood represen-
tation into the language model context. Neighbor-
hood sorting by semantic proximity was performed
using a pre-calculated matrix of cosine similarity
of relations in KG, for similarity calculation the
relations were embedded by the fasttext model (Bo-
janowski et al., 2017). Figure 5 displays a pipeline
for neighborhood sorting.

Input query

Sorting
by relation
similarity

Neighbourhood

FastText embeddings

Sorted neighbourhood

Relation
> similarity
matrix

Relations from KG

Figure 5: Neighborhood sorting - taking the input
triplet, its neighborhood, and pre-calculated similarity
matrix for verbalized relation embedded by the FastText
model, sort the neighborhood by the similarity of rela-
tions in its triplets to the relation in the input query.

Neighborhood composition was a relatively
straightforward task for a smaller graph like ILPC,
but for Wikidata KG with a large number of triplets
in the graph, neighborhood formation took a
significant amount of time and RAM. To solve this
problem, we used the MongoDB database’, which
stored knowledge graph triplets in its collection
in JSON format and contained indices for "head’
and ’tail’ fields to speed up retrieving. In order not
to store verbalized data in memory either during
the verbalization process or during model training,
verbalized representations were outputted to the

*https://www.mongodb.com

MongoDB collection too, and retrieved by batches
from the database during training.

C Triplets verbalization

To pass the resulting representations of queries to
the input of the language model, we had to perform
a transformation of these queries and their neigh-
borhoods into textual form. In order to do this, we
first needed to generate a mapping of entity and
relationship Wikidata IDs into corresponding texts.
For all the datasets we performed our experiments
on there is such textual mapping. However, often
there is no unambiguous encoding in such map-
pings because many entities have the same name.
The problem of non-unique textual representations
concerns Wikidata KG entities, not relations, e.g.
apple as a fruit of the apple tree and Apple as an
American multinational technology company. To
tackle this issue we used the same method KGT5
authors proposed: 1) concatenate non-unique en-
tity names with corresponding descriptions if ones
exist; 2) in case there is no description or after de-
scription, concatenation text representations cannot
be disambiguated, add unique numeric ids. For
all other smaller datasets we only added a unique
numeric identifier at the end of the name of non-
unique entities. The full disambiguation pipeline
is displayed in Figure 6. No such transformations
were required for KG relations, as they were fully
distinguishable by their text representation.

[entity id 1) [entity id 2) [entity id 3) [entity id 4}
T
Add description if there is one

KG metadata
e i )
Apple Apple American
fruit of the multinational [ Apple j—’—[ Apple j
t

apple tree lechnology company

Enumerate entities without descriptions

(o) (oD

Figure 6: Disambiguation schema for wikidataSm en-
tities: 1) concatenate entities’ textual representation
with corresponding description if there is one in the KG
metadata; 2) if there is no description for some entities -
concatenate their names with unique numerical id.

The next step after obtaining 1tol mapping of en-
tities and relation IDs to their text representations
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was verbalization of the resulting queries and corre-
sponding neighborhoods in the KG. Textual repre-
sentations of the query (heady, relation,, ?) from
KG were formed as follows:

1. first part of query verbalization was formed
via concatenation of head,’s and relationg’s
text mappings with "predict” string, e.g. "pre-
dict Steve Jobs place of birth";

2. for each i-th triplet (headg, relation;, tail;)
or (head;,relation;, head,) from the
sorted query’s neighborhood we formed a
string consisting of relation; and entity
not belonging to the input query, i.e. for

query (Steve Jobs,place of birth,?)
the verbalized triplet
(Steve  Jobs, occupation, entrepreneur)

from its neighborhood will be "occupation en-
trepreneur”; in case of so-called inverse triplet,
e.g. in triplet (head;, relation;, heady),
where head, is a tail of the neighbor-
hood triplet, we add "inverse of " to the
textual mapping of relation;, i.e. for
(Apple, founded by, Steve Jobs) verbal-
ization will be "inverse of founded by
Apple";

3. at the end we concatenate the verbalization
obtained in stage (1) and all the verbaliza-
tions from stage (2) using the" [SEP] " string
inserted between all the above-mentioned
strings.

Input query
(Q19837, P19, ?);
target - Q62

Sorted neighbourhood
(Q19837, P106, Q131524)
(19837, P27, Q30)
(Q19837, P20, Q47265)
(Q19837, P69, Q1140775)
(@312, P112, Q19837)

Verbalised query representation

predict Steve Jobs place of birth [SEP]
place of death Palo Alto [SEP]
country of citizenship United States of America [SEP]
educated at Reed College [SEP]

Entity and
relation id2text
mapping

occupation entrepreneur [SEP]
inverse of founded by Apple [SEP]

Figure 7: Query verbalization - map each entity and re-
lation id from query triplet and its neighborhood triplets
with corresponding textual representations; concatenate
"predict" string, obtained query verbalization excluding
target and the sorted triplets’ verbalization without head
entity from the query, separating each verbalized triplet
by "[SEP]" token.

Example of query and its neighborhood verbal-
ization is represented on a Figure 7.

D Link prediction inference

As in KGTS5 (Saxena et al., 2022), to evaluate top-k
possible answers, we sample k most probable se-
quences from the decoder and assign them their
corresponding probabilities, which is a sum of log
probabilities of each token in the sequence. Then,
we assign —oo score for all the nodes that were
not generated by the sampling procedure. In this
way, we are producing results comparable with tra-
ditional KG models as we obtain plausibility scores
for all possible triplets in KG. By such procedure,
we can obtain whether a real score of the model
(if the target sequence persists in k generated se-
quences) or the score that will be worse than a real
(if the target sequence was not generated as one
in the top-k probable sequences), thus not overes-
timating the resulting metric even though we do
not score all the possible triplets. Additionally,
to exclude both entities that do not belong to KG
and known links from the train and valid graph
in a transductive setting, we performed a filtering
procedure specific to KGC evaluation protocol as
described in the previous studies (Bordes et al.,
2013).

As a main metric for choosing the best model
during evaluation, we used Exact Match (EM) or
in other words Hits@ 1, which returns 1 in case
the generated and target sequences are exactly the
same or 0 otherwise. However, an exact match be-
tween the target and the generated sequence can be
a rather strict metric for long target entity names,
and for previously unseen entities. Thus, we came
up with a new approach for scoring entities pro-
duced by generative models such as TS5 for induc-
tive KGC. In this approach, we first embedded
verbalized entities from the inference part of KG
by Sbert model (Reimers and Gurevych, 2019) and
then indexed the resulted vectors using FAISS in-
dex (Johnson et al., 2019). In such a way, we used
a simple flat FAISS index to perform a lookup for
the k most similar entities from inference KG to the
generated one. Using the index for the inductive
ILPC dataset, we retrieve entities from the KG that
are semantically closest to the generated sequence
even if the generated string is imperfect, but con-
tains the right tokens referring to the target entity.
In this manner, we could calculate Hits @Kk retriev-
ing top-k closest to the generated entity names in
a similar way as distance-based methods. Overall,
in the case of inductive setup, we used a combina-
tion of exact match (EM) and FAISS-based met-
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rics Hits@k calculated by the following formula:
1000EM + Hits@]1. In this way, we give more
weight to the exact match metric, but in the case of
equal EM in different checkpoints, the model with
the best Hits@1 will be chosen.

E Datasets statistics

Table 4: Statistics of used KGs.

Dataset # Entities  # Relations  # Triplets
WikidataSM 4.8M 828 21M
ILPC-small 10,230 96 78,616
ILPC-large 46,626 130 202,446

F Attention map interpretation
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Figure 8: Example of cross-encoder attention map
highlighting the importance of neighborhood triplets
from the input

Figure 8 demonstrates a cross-encoder attention
map highlighting the input neighborhood’s signifi-
cance for the target prediction. The query (Arman
Kirakossian, country of citizenship, ?) identifies
Yerevan, Armenia’s capital, as the birthplace of the
target entity, thereby amplifying its role in predict-
ing the right country of citizenship.

G Zero-shot link prediction with
gpt-3.5-turbo

Since OpenAl API only returns generated text, we
cannot get its probabilities. Therefore, we use a
slightly different evaluation pipeline from other
models. We generate up to three predictions with
gpt-3.5-turbo-0613. If any of the randomly se-
lected k predictions match the target entity after
cleaning and normalization, we set that model pre-
diction as correct (Hits@k in Table 2).

We use the following prompts to control the
gpt-3.5-turbo-0613.

G.1 Zero-shot link prediction without
neighborhood

System prompt: You will be provided with a incom-
plete triplet from the Wikidata knowledge graph.
Your task is to complete the triplet with a tail (sub-
Jject) based on the given triplet head (object) and
relation. Your answer must only include the tail
of the triplet with prefix ’Tail:’. Do not include
relation into the answer.

User prompt: Triplet to complete: <verbalized
triplet>.

G.2 Zero-shot link prediction with
neighborhood

System prompt: You will be provided with a incom-
plete triplet from the Wikidata knowledge graph.
Your task is to complete the triplet with a tail (sub-
Jject) based on the given triplet head (object) and
relation. Triplet to complete IS NOT in the list
of related nodes, but it may contain helpful clues.
Your answer must only include the tail of the triplet
with prefix "Tail:’. Do not include relation into the
answer.

User prompt: Adjacent relations: <verbalized
neighborhood>\nTriplet to complete: <verbalized
triplet>.

H Overview of concurrent work

While our work was under review, the concurrent
work KGT5-context (Kochsiek et al., 2023) was
published. Following the same idea, KGT5-context
uses verbalized node neighborhood as additional
context for KGC with the KGT5 model. How-
ever, KGTS5-context explores the applicability of
neighborhood information for KGC only in trans-
ductive setup. Also, neighborhood sampling in
KGT5-context was performed randomly instead
of prioritizing the neighbors, which makes the re-
sults less reproducible and does not consider the
importance of neighbors in the context of a query.
Furthermore, we show that this approach gener-
alizes well to other pre-trained language models
like gpt-3.5-turbo in a zero-shot setting without
pre-training on KGC datasets.

We have made the effort and tried our best to
reproduce the results of the KGTS model (Saxena
et al., 2022) on WikidataSM. We report the results
of T5-small not pre-trained (Table 1), which is
our version of the KGT5 model. Therefore, all
our other models were trained and evaluated in
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the same setting and with the same pipeline as for
T5-small not pre-trained model.
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