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Abstract
Disagreements are common in online discus-
sions. Disagreement may foster collaboration
and improve the quality of a discussion under
some conditions. Although there exist meth-
ods for recognizing disagreement, a deeper un-
derstanding of factors that influence disagree-
ment is lacking in the literature. We investi-
gate a hypothesis that differences in personal
values are indicative of disagreement in on-
line discussions. We show how state-of-the-art
models can be used for estimating values in
online discussions and how the estimated val-
ues can be aggregated into value profiles. We
evaluate the estimated value profiles based on
human-annotated agreement labels. We find
that the dissimilarity of value profiles corre-
lates with disagreement in specific cases. We
also find that including value information in
agreement prediction improves performance.

1 Introduction

A large number of users participate in online
deliberations on societal issues such as climate
change (Beel et al., 2022) and vaccination hesitancy
(Weinzierl and Harabagiu, 2022). Disagreement
is an important aspect of a deliberation (Polletta
and Gardner, 2018) since it can (1) drive novel
ideas, (2) incentivize evaluation of the proposed
ideas, (3) avoid echo chambers, and (4) cancel
out individual biases (Klein, 2012). Discussions
with disagreement help users understand the op-
posing viewpoints (Lin and Kim, 2023; Saveski
et al., 2022). Further, discussions having adequate
disagreement have been associated with a higher
quality deliberation (Esterling et al., 2015).

Ensuring that participants express a sufficient
level of disagreement in a discussion is hard. We
do not know the nature of disagreement in online
platforms (Stromer-Galley et al., 2020). Further,
questions arise on how to control for disagreement

to enhance reciprocity (Esau and Friess, 2022), and
how too much exposure to opposing views drives
polarization (Bail et al., 2018). Analysis methods
for online discussions currently cannot accurately
represent such diverse perspectives (Cabitza et al.,
2023; van der Meer et al., 2022a), and measuring
deliberative quality is an open challenge (Vecchi
et al., 2021; Shortall et al., 2022).

We want to ensure that a discussion incorpo-
rates many perspectives and that those are actively
communicated. For this reason, we turn to value
conflicts, a potential root cause for disagreement.
We consider the hypothesis that when users with
conflicting values engage in a discussion, diverging
views come up. Perspective and value clashes are
at the heart of disagreement (Stromer-Galley and
Muhlberger, 2009). In collaborative teams, value
conflicts are linked to disagreement (Jehn, 1994).
Specifically, values are said to be an effective way
to make conflict explicit among participants in a
discussion (Beck et al., 2019).

To evaluate our hypothesis, we construct value
profiles based on user comments on Reddit, a so-
cial media platform. A value profile captures the
relative importance a user ascribes to values. We
employ ten values, e.g., stimulation, universalism,
and security, from the well-known Schwartz the-
ory of basic values (Schwartz, 2012). Then, we
compare the similarities among profiles to the dis-
agreement among users on different topics. This
allows us to investigate the association between
value conflict (low similarity) and disagreement.
Figure 1 shows an overview of our approach.

We gather 11.4M comments from 19K users on
Reddit to construct value profiles. We perform up
to 200 tests with different settings to investigate our
hypothesis. We further experiment with replacing
estimated value profiles with self-reported ones. To
do so, we collect 572 judgments from 26 annotators
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Figure 1: Setup of measuring value conflicts by means of Value Profile Estimation (VPE).

in combination with self-reported value profiles.
Selecting conversation partners based on their

profile to manage value conflicts and influence the
level of disagreement in a discussion could be a
tool for moderators to balance conversations. To
provide support for moderators, we investigate the
impact of adding profile information to the agree-
ment analysis task (Pougué-Biyong et al., 2021).
Since the contextual implications of values are usu-
ally unknown, connecting user concerns to values
(Alshomary et al., 2022) opens up human-machine
collaboration opportunities for a more construc-
tive conversation (Akata et al., 2020; Hadfi and Ito,
2022; Liscio et al., 2022b).

Contributions (1) We experiment with methods
for value estimation from text to obtain value pro-
files from an online discourse (Reddit comments).
(2) We investigate how value conflicts affect dis-
agreement in discussions by showing that low-pro-
file similarity can co-occur with disagreement un-
der specific conditions for estimated and self-re-
ported value profiles. (3) We make first steps in
using the value-laden background information for
predicting user disagreement and comparing it to
other user-specific contextual information.

2 Related Work

Although there is existing work on analyzing agree-
ment in online discussions, very few works focus

on examining the reasons for disagreement. We
review the existing work on agreement analysis,
introduce two popular value theories, and outline
previous research on value estimation.

2.1 (Dis)-agreement and discussion analysis
Detecting whether people agree or disagree with
given statements is commonly framed as stance
classification (e.g., ALDayel and Magdy, 2021).
Recently, more effort has been put into exploring
various aspects of the task (Hardalov et al., 2021;
Allaway and McKeown, 2020; Liu et al., 2021).
However, little work is done in adjusting the task
to detect stances among users within online dis-
cussions. To this end, agreement analysis focuses
on detecting (dis-)agreement in data that (1) rep-
resents realistic online discussions, (2) provides
contextual information (post authors, timestamps,
etc.), (3) contains diverse writing styles, (4) touches
on multiple topics (Pougué-Biyong et al., 2021).

Existing work on agreement analysis is aimed
at (1) identifying language that indicates disagree-
ment (e.g., Niculae and Danescu-Niculescu-Mizil,
2016; Wojatzki et al., 2018; Fischer et al., 2022),
(2) leveraging stylistic choices like sarcasm for de-
tecting disagreement (Ghosh et al., 2021), (3) find-
ing stance and target pairs, followed by the tradi-
tional stance classification (e.g., Chen et al., 2019;
De Kock and Vlachos, 2021), and (4) mixing de-
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tailed opinion information using e.g., logic of eval-
uation (Draws et al., 2022). Recently, adding social
role context to textual comments was shown to
have a positive impact on the agreement analysis
task (Luo et al., 2023), which indicates the useful-
ness of background information. In this work, we
focus on capturing the implicit motivations under-
lying opinions using personal values, which have
been known to drive individual opinions and ac-
tions across cultures (Schwartz, 2012).

2.2 Value models
Values explain ideological beliefs underlying ac-
tions and opinions and may guide the design of
applications (Friedman et al., 2013). Two lead-
ing value models have been used in NLP research:
Moral Foundations (Graham et al., 2013) and the
Schwartz Value model (Schwartz, 2012). Each of
these models includes a set of general values.

The Moral Foundation Theory (MFT) includes
five foundations, each a vice–virtue dichotomy
(e.g., harm–care). However, MFT does not stipu-
late any relationship among the foundations. In con-
trast, the Schwartz model includes ten basic values
organized as a circumplex (right-hand side of Fig-
ure 1), where similar values are placed close to each
other. Further, Schwartz values can be grouped into
four classes: openness to change, conservation,
and self-transcendence, self-enhancement. Since
the Schwartz model has more values and a structure
among the values, it is better suited than MFT for
comparing the value profiles of individuals. Thus,
we employ Schwartz values in our work.

2.3 Value estimation
Most works based on representing an individual’s
value priorities (value profiles) use explicit prefer-
ence elicitation, such as self-reporting and ques-
tionnaires (e.g., Boyd et al., 2021). However, a
promising behavior-based approach focuses on an-
alyzing textual motivations (Chen et al., 2014). To
this end, dictionary-based approaches can be used
for finding value mentions in texts (Ponizovskiy
et al., 2020; Graham et al., 2009). Using such lexi-
cons shows promising results in large-scale value
estimation applications (Silva et al., 2021).

Recently, datasets annotated with personal val-
ues for training NLP methods have been released.
In this paper, we use two recent datasets annotated
with Schwartz values: (1) ValueNet (Qiu et al.,
2021) is a dataset containing textual scenarios re-
lated to moral decision-making that have been an-

notated with relevant Schwartz values. (2) Val-
ueArg (Kiesel et al., 2022) contains user-submitted
arguments that relate to specific Schwartz values.

There are some datasets on MFT values, e.g.,
(Trager et al., 2022; Lourie et al., 2021; Hoover
et al., 2020). These datasets include value anno-
tations for messages but do not include a link be-
tween the messages and users. Thus, estimating
value profiles from such datasets is not possible.

Applications include dialogues about moral sce-
narios (Qiu et al., 2021), review texts (Obie et al.,
2021), and value-laden arguments (Kobbe et al.,
2020; Alshomary et al., 2022). However, both the
annotation and extraction of values remain difficult,
with specific questions relating to the granularity
of the value labels (Kiesel et al., 2022), their trans-
fer to new domains (Liscio et al., 2022a), and how
classifiers understand morality in language (Lis-
cio et al., 2023). Moreover, large variances exist
between the frequency of values across domain
(Kennedy et al., 2021), and even the relevance of
values differs depending on the domain (Bouman
et al., 2018; Liscio et al., 2021). However, users
can still be represented inside each domain by ex-
amining relative frequencies inside value profiles,
as stipulated by Schwartz (2012).

3 Method

Figure 1 shows an overview of our method. We
collect posts from users in online discussions. Us-
ing a trained value estimation model, we aggregate
predictions over the collection to form a value pro-
file. Then, to evaluate our hypothesis, we compare
the value profiles for users known to be in disagree-
ment based on an existing dataset. Our code1 and
data (van der Meer et al., 2023) is available online.

3.1 Data
We use Debagreement (Pougué-Biyong et al.,
2021) as the dataset containing (dis-)agreement
labels. This dataset contains user-submitted post
pairs in English from five topics (Table 1), with
post pairs annotated as {agree, neutral, disagree}
by at least three crowd annotators.

We gather additional posts through the Reddit
API using the usernames available in the Debagree-
ment dataset. For each user still active, we collect
up to 1000 most recent posts, which can be in any
subreddit. The resulting posts range from Septem-

1https://github.com/m0re4u/
value-disagreement
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ber 2015 to April 2022. Subreddits host content
on a variety of topics, not all of which encourage
users to provide opinions based on their values. We
are interested in finding preferences among values
with respect to widespread societal issues, such as
climate change. Thus, we filter out posts that are
not likely to be of relevance to such issues. We
(1) exclude Not Safe For Work and entertainmen-
t-related subreddits, removing 1.4M posts, (2) filter
out noisy low-frequency subreddits (those with less
than 50 collected posts), removing an additional
850K posts, and (3) retain only English text posts,
removing 377K posts. Table 1 shows the amount
of data collected after filtering.

Subcorpus # users # found # comments

BREXIT 722 543 372K
CLIMATE 4580 3778 2.2M
BLM 2516 2121 1.1M
DEMOCRATS 6925 5646 3.8M
REPUBLICAN 8832 6839 3.9M

Table 1: List of subcorpora gathered in Debagreement.

3.2 Value Extraction
We formulate the value estimation task as recog-
nizing whether a comment is related to a value by
means of binary classification per value, matching
the setup of Qiu et al. (2021). Our training data
comprises general texts annotated for the presence
of values across multiple domains. We combine
data from two sources.
(1) ValueNet (Qiu et al., 2021): We collapse non-

neutral labels (1 and -1) into a single positive
class and take the neutral labels (0) as a neg-
ative class. A non-neutral utility means that
annotators considered the value to be relevant
to the scenario, whereas the neutral class indi-
cates that the value plays no apparent role.

(2) ValueArg (Kiesel et al., 2022): Their anno-
tation scheme uses an updated (20) Schwartz
values (Schwartz et al., 2012), which we map
back to the original 10 Schwartz values to
allow joint training with the ValueNet dataset.

We train all models with 10 seeds on random
splits of learning data into train and validation sets
to observe training stability. For both datasets, we
split data into predefined learning (training and
validation) and evaluation (test) sets. We ensure
that all ten values occur equally frequently in the

evaluation set. Each text sample is presented to our
model ten times, once for each value by prepending
a value-specific token. We describe the additional
hyperparameters in the Appendix.

3.3 Value Profile Estimation
Using a trained model, we construct a value profile
v per user by summing over value estimations of
all individual messages. We assume relative fre-
quencies of value mentions to be indicative of value
preference similar to Siebert et al. (2022).

To measure value conflicts, we introduce a lower
limit l on the total value mentions in each profile,
i.e., requiring that each user has at least l posts re-
lated to at least one value. Further, we normalize
profile mention count by dividing it by the total
number of value mentions per user. After this pre-
processing, we compute the similarity S between
two value profiles v and w in multiple ways.
Kendall τ We sort value mentions by frequency
and assign a rank label to each value. Kendall’s
rank correlation metric τ is a robust measure of cor-
relation (Croux and Dehon, 2010), and considers
the ranks of all pairs of values. If a pair of values is
ranked differently in v than in w, the pair is consid-
ered discordant. Low scores indicate value conflict.

Sτ (v, w) = 1− 2× (# discordant pairs)(
n
2

) (1)

Manhattan Distance (MD) We compute the ab-
solute difference between two profiles. High scores
indicate value conflict.

SMD(v, w) =
n∑

i=1

|vi − wi| (2)

Cosine (CO) We compute traditional cosine simi-
larity, low scores indicate conflict.

SCO(v, w) =
v · w
||v|| ||w|| (3)

Weighted-cosine (WC) We compute a weighted
cosine similarity that weighs similarities between
values using the Schwartz Value Circumplex
Model. For computing the similarity between value
vi and vj , we use a similarity matrix B constructed
using a normal distribution with σ = 1 centered on
each value. Low scores indicate conflict.

SWC(v, w) =

∑n
i=1 Biviwi√∑n

i=1 Biv2i
√∑n

i=1 Biw2
i

(4)
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4 Experiments and Results

We train models for value extraction and use those
models to estimate value profiles. We check the
consistency of our results with previous work, in-
vestigate differences in value profiles of disagree-
ing users, and perform qualitative analyses.

Method Training Test

ValueNet ValueArg Both

All-ones – 0.40 0.11 0.26
Value Dict. – 0.45 0.64 0.57
(Kiesel et al., 2022)∗ ValueArg 0.15 0.37 0.28
(Qiu et al., 2021)∗ ValueNet 0.59 0.52 0.57
BERTVE ValueNet 0.66 0.57 0.65

ValueArg 0.46 0.76 0.67
Both 0.63 0.81 0.79

RoBERTaVE ValueNet 0.62 0.59 0.63
ValueArg 0.46 0.76 0.67

Both 0.63 0.78 0.78

Table 2: Macro-averaged F1 scores of the value estima-
tion approaches on the value datasets. Methods marked
with * are adapted for our comparison.

4.1 Training Models for Value Estimation
We experiment with two popular BERT-based mod-
els, BERT (Devlin et al., 2019) and RoBERTa (Liu
and Lapata, 2019), for value estimation. Further,
we employ multiple baselines: (1) always predict
all values for a comment (“All-ones”), (2) predict
values based on mentions of value words from the
Schwartz Value Dictionary (Ponizovskiy et al.,
2020), (3) the multi-label approach from Kiesel
et al. (2022), which uses an expanded label set, and
(4) the utility model from Qiu et al. (2021). The
latter two baselines are BERT-based models. For
Kiesel et al. (2022), we use their multi-label setup
to make predictions and map to the 10 Schwartz
values at inference time (humility and face are
not mapped to any value). Similarly, we map the
rounded ternary utility labels from Qiu et al. (2021)
into binary value relevance labels at inference.

Table 2 shows the F1 scores for the value extrac-
tion methods for different combinations of training
and test datasets. We outperform all our baselines,
including those from previous work. BERTVE and
RoBERTaVE yield similar F1 scores, and they per-
form best when trained on both datasets. We use
our best-performing BERTVE model, trained on
both datasets, to construct the value profiles in the
rest of the experiments.
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Figure 2: Visualization of the covariance between val-
ues in estimated profiles.

4.2 Value Profile Estimation
Table 3 shows the top two frequent values in each
domain. We observe that the distribution of values
is specific to discussion contexts. For example, al-
though stimulation is a common and frequent value,
it is not the most frequent value in the BREXIT sub-
corpus. We aggregate the values extracted for each
user into their value profile. Table 3 (last column)
shows the mean pairwise τ distance (Equation 1)
among the value profiles in each domain. We ob-
serve that the BLM subcorpus has the most diver-
sity among the five subcorpora.

Subcorpus Top Two Values Avg. τ

BREXIT Security, Stimulation 0.260
CLIMATE Stimulation, Security 0.308
BLM Self-direction, Stimulation 0.343
DEMOCRATS Stimulation, Self-direction 0.319
REPUBLICAN Stimulation, Security 0.315

Table 3: Frequent values, and the mean similarity
among value profiles in each domain.

Next, to qualitatively assess the estimated value
profiles, we normalize profiles (by the total num-
ber of value mentions) and compute covariance
between profiles. Then, we perform metric Multi-
Dimensional Scaling (MDS) of the covariance ma-
trix similar to Ponizovskiy et al. (2020). Figure 2
shows a visualization of the first two dimensions
after MDS. We observe that values that are close to
each other in the Schwartz circumplex (Schwartz,
2012), e.g., achievement and power, also tend to be
closer in the MDS visualization.
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4.3 Value Conflicts and Disagreement
We aim to analyze whether value conflicts influence
disagreement in online discussions, using measure-
ments of similarity between value profiles. We
evaluate the following alternative hypothesis (Ha)
against a null hypothesis (H0).
H0 The mean value profile similarity score be-

tween user pairs that disagree is equal to the
mean value profile similarity score between
user pairs that agree.

Ha The mean value profile similarity score be-
tween user pairs that disagree is lower than the
mean value profile similarity score between
user pairs that agree.

We report the Bayes’ Factor (BF10) 2 to assess
the relative increase in odds for assuming the alter-
native over the null hypothesis after observing data
(Azer et al., 2020). BF10 scores in [3−1, 3] are con-
sidered to indicate evidence for neither hypothesis,
whereas more extreme values favor one hypothesis
over the other, allowing us to make conclusions in
either direction (Kass and Raftery, 1995).

We perform two experiments. First, we test the
hypothesis for profiles constructed using the Value
Profile Estimation (VPE) method. In the second
experiment, we replace one of the profiles in each
pair with a self-reported profile and agreement la-
bel. Thus, the second experiment removes some of
the noise stemming from the VPE method.

4.3.1 Profiles from VPE
We split Debagreement based on agree and dis-
agree labels (and drop all pairs with a neutral la-
bel), obtaining respectively G+ and G−. For each
group, we compute the profile similarity scores us-
ing each method mentioned in Section 3.2. We do
this per subreddit and observe the differences in
score distributions. The alternative hypothesis is
defined as the mean similarity scores in G− being
lower3 than the mean for G+:

θG =
1

|G|
∑

{p,c}∈G
S(p, c) (5)

H0 : θG− = θG+ (6)

Ha : θG− < θG+ (7)

We report the BF10 for all combinations of sim-
ilarity methods and parameters. We run 100 tests,

2BF hypothesis tests are sensitive to the choice of prior. We
use the implementation of pingouin (Vallat, 2018), which
includes a Jeffreys-Zellner-Siow prior, an objective prior for
two-sample cases (Rouder et al., 2009)

3Higher for the MD metric, which flips the sign in Eqn. 7.

considering 5 subreddits, 4 similarity scores, and 5
value profile thresholds l = {1, 10, 50, 200, 500}.
Figure 3 provides an overview of the BF10 scores.
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Figure 3: BF10 scores obtained for the combinations
of data, value estimation methods, and scoring metrics.

First, we observe that a majority of the combi-
nations show stronger support for accepting the
null hypothesis over the alternative hypothesis (i.e.,
most scores fall inside the leftmost blue bin). This
indicates that value conflicts may not be directly
correlated to disagreement in many cases. Possi-
bly, other content-related factors play a stronger
role in these discussions. However, there are some
tests that still show evidence for rejecting the null
hypothesis (BF10 > 3).

Thus, given specific settings and domains, we
can trace disagreement between users to value con-
flicts. Table 4 shows the tests where BF10 > 3. In
all cases, the filter l was 10 or more, stipulating that
populated value profiles are required for measur-
ing value conflicts reliably. We observe that BLM,
the subcorpus with the highest profile diversity (Ta-
ble 3), is frequent among these positive cases. Thus,
having diverse profiles increases the likelihood of
finding a link between values and disagreement.
One positive test result is observed for the BREXIT

subcorpus for a high profile threshold (500). Brexit
includes the smallest number of user profiles; the
high profile threshold further removes several pro-
files. Thus, the positive result for BREXIT, based
on a low number of profile comparisons, may not
be reliable.

4.3.2 Mixing with Self-reported Profiles
Given that we use a novel method for estimating
value profiles, we compare the results from the pre-
vious experiment with one that uses self-reported
value profiles. Self-reported profiles mitigate the
noise stemming from the value estimation step. The
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BF10 Subreddit Similarity
score

Profile
threshold

17.451 BLM CO 10
12.485 BLM WC 10
10.504 BLM τ 250
4.223 BLM MD 10
3.442 BREXIT WC 500
3.159 BLM WC 50

Table 4: The six tests between two VPE-constructed
profiles with BF10 > 3.

setup is identical to Section 4.3.1, but now we com-
pute similarities between an estimated profile and a
self-reported profile, obtained from a value survey.

We run a user study to obtain (1) self-reports
of value profiles using an established value survey
(PVQ-21, Schwartz, 2021), and (2) agreement la-
bels on posts in Debagreement. We obtained an
IRB approval (exempt status) for our study.

We collected annotations from 26 Prolific
(prolific.co) users. We selected five task
instances for each subreddit from Debagreement
posts with populated value profiles, rendering test-
ing on multiple profile thresholds unnecessary. We
removed three task instances, which obtained a
majority of neutral and not-enough-information
judgments, leaving 22 rated instances. Thus, our
analyses include a total of 572 judgments.

The results are shown in Figure 4. We observe
that deciding between the two hypotheses is not
possible, in a majority of cases, as most evidence
attributed both as equally likely. However, it is
interesting to notice that using self-reported value
profiles shifts the majority of results from favoring
the null hypothesis to the undecidable range. In
combination with the results from the previous sec-
tion, this indicates that VPE methods need careful
evaluation with respect to self-reported profiles as
both may contain errors stemming from different
sources and may have complementary merits. VPE
suffers from errors made by the value estimation
model but has the potential to use large amounts
of data. In contrast, although self-reports yield a
profile directly, they may be prone to biases.

Two tests still show evidence in favor of accept-
ing Ha (see Table 5). They are on two task in-
stances in the same domain, DEMOCRATS, and are
measured for the τ and MD metrics. Here, our
results differ from the previous experiment, and

10−1 100 101
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H0 = HaH0 � Ha H0 ≺ Ha

BF10 score

C
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nt

Figure 4: BF10 scores for all similarity scores and task
instances comparing VPE and self-reported profiles.

different subreddits result in high BF10 scores. In
this case, one user’s value profile is constructed
using self-reports, which are obtained without ref-
erence to discussions (i.e. not estimated from posts
on Reddit). This may cause other factors to influ-
ence the diversity of profiles stemming from the
PVQ. Furthermore, the task instances contained a
call for action (e.g., Please just vote [..] and The
gloves should come off [..]). The values embedded
in the call to action may be one of the reasons why
annotators felt inclined to disagree or agree.

BF10 Subreddit Similarity score

6.490 DEMOCRATS τ
3.066 DEMOCRATS MD

2.543 BREXIT MD
2.407 BREXIT CO
2.230 CLIMATE CO

Table 5: The top-five BF10 scores, when comparing a
VPE-constructed profile and a self-reported profile.

4.3.3 Qualitative Assessment
To better understand when value conflicts influence
disagreement, we perform a qualitative analysis of
some instances (comment pairs) from the dataset
that follow our hypothesis and some that do not
(Figure 11 in Appendix B shows such examples).

We identify five trends in misaligned instances.
(1) Not enough information in a value profile
(i.e., low-frequency value mentions). This means
that the user posted little value-laden content or
that the value extraction method erroneously ig-
nored some value-laden comments. (2) No ap-
parent value-based reasoning involved in the
comments, e.g., factual answers to a question.
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(3) (Dis-)agreement happens on a content level
since profiles do not dictate individual utterances.
This occurs when users disagree that a decision is
“for good,” but fail to motivate their motivations for
what is “good.” (4) The target of disagreement can
be partial, whereas value conflicts are measured
between two users. (5) In a few cases, the label
given in Debagreement is faulty (e.g., annotators
misinterpreting sarcasm or the text is vague).

4.4 Use Case: Predicting (Dis-)agreement
We assume that users’ value profiles (in addition to
the content of users’ posts) play a role in predicting
the agreement between users. We adopt the setup
from Pougué-Biyong et al. (2021), where an agree-
ment label is predicted between parent p and child
comments c. We add extra information to p and c
using four methods.
Random noise (ε) Random noise to test for spuri-

ous correlations.
User centroids (z) Centroids of all posts from a

single user by constructing TF-IDF vectors for
each post and then taking an average.

Explicit user features (u) Nine features com-
monly extracted for representing users on Reddit
(e.g., (Jhaver et al., 2019; Chew et al., 2021)) to
add extra contextual information.

Value profile (v) Value estimation on user posts
to extract an explicit value profile for the ten
Schwartz values.

We create embeddings (TF-IDF or BERT) for p
and c and concatenate them to the user-specific
context (Gu and Budhkar, 2021). We standardize
the user-specific context information to avoid raw
values having a large impact, similar to the value
profiles (v). When training with user profiles, we
subsample Debagreement to include only those
(p, c) pairs in which we have background data for
both p and c. This leaves 65% of the data (28K
samples). We train our classifier on an 80/10/10
split, retaining the most recent 20% as validation
and test sets to reflect a real-world training scenario
on historical data (Søgaard et al., 2021).

Figure 5 shows the results. Classifiers using
TF-IDF embeddings fail to use the information ef-
fectively. BERT outperforms both our baselines,
in line with the results for (Pougué-Biyong et al.,
2021). In this setting, none of the additional in-
formation causes major changes in performance,
but we see an improvement using the value pro-
files and centroids. Compared to other work, using

ε z u vtext only
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--

-
--
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= + = +

Context

F1
sc
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Figure 5: F1 scores when adding extra context informa-
tion. Symbols above bars show changes with respect to
text-only: −− for ∆F1 < −0.1;− for−0.1 < ∆F1 <
0; = for ∆F1 = 0; and + for ∆F1 > 0.

user-specific information is surprisingly difficult
(Al Khatib et al., 2020). Further inspection for
BERT indicates that the neutral class is hard to
predict, as information from the value profiles may
not be relevant. Mixing background information
using, e.g., GNNs (Luo et al., 2023) may make
more effective use of the profile information.

5 Conclusion

Our results on the role of value conflicts in dis-
agreements are mixed. On the one hand, we mostly
note negative evidence of a correlation between
profile similarity and disagreeing users when us-
ing the VPE methods. When using self-reported
profiles, the negative evidence reduces and results
become inconclusive for a majority of the cases.
This suggests that the nature of the profiles differs,
and further investigation is necessary.

On the other hand, we observe that value con-
flicts were found to lead to disagreements in spe-
cific cases. When values are likely to be relevant
and diverse, we find evidence for a correlation be-
tween value conflict and disagreement. While value
conflicts may not be directly related to disagree-
ment, they do signal diversity with respect to the
underlying motivations of participants.

Using value profiles in combination with BERT
performs marginally better than a text-only baseline
in predicting agreement. Yet, VPE can be valuable
for characterizing and enhancing diversity in dis-
cussions. Further, making participants value-aware
could enhance the discussion quality.

Constructing profiles from behavioral cues, such
as written opinions, is noisy. For future work, we
hope to see the creation of resources that allow
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end-to-end evaluation by combining text posts with
a consistent set of users that allows aggregation
to ground truth profiles or self-reported profiles.
However, gathering such profile information out-
side controlled lab settings is highly complex. Fu-
ture experiments may incorporate more judgments
and provide stronger evidence for one hypothesis.
These can be retrofitted with our results through
Bayesian updating (Moerbeek, 2021).

Limitations

We outline four limitations of our work related to
the experimental setup and the interpretation of
results that are specific to the modeling of value
conflicts in online discussions.

First, the value extraction methods we employ
(see Table 2) may have unknown errors. Our
work is not focused on optimizing value extraction,
which is an emerging research direction (Kiesel
et al., 2023). Adding more annotated Reddit data
would allow us to judge the performance of value
extraction models better. A future direction is to
employ other training paradigms like Multi-task
Learning (e.g., Fang et al., 2019) or techniques for
mixing in general-purpose language models (e.g.,
van der Meer et al., 2022b).

Second, we obtain the self-reported value pro-
files with the PVQ-21 questionnaire (see Section
4.4). Since we run the questionnaire before start-
ing an annotation experiment to obtain agreement
labels, there may be ordering bias in the obtained
labels. The experiments could be enhanced by
swapping the order of PVQ-21 and the annotation
tasks to estimate the effect of answering the ques-
tionnaire on the agreement labels.

Third, the reporting of our results is limited to
the Bayes Factor (BF). Further, most of our results
fall inside the neutral category (“cannot decide be-
tween H0 and Ha”). We require more data to de-
cide which of the hypotheses is more likely. An
estimation of the posterior odds of the hypotheses
e.g., in the form of Highest Density Intervals (HDI)
might yield more insights, and would involve de-
ciding on a region of practical equivalence (ROPE),
as well as picking a thus far unknown prior distri-
bution over the values for S in our two hypotheses
(Kruschke, 2018). However, BF and HDI interpre-
tations can be seen as complementary, respectively
quantifying evidence or beliefs (van Ravenzwaaij
and Wagenmakers, 2022).

Lastly, our qualitative findings are derived from

examining online interactions with limited context.
To obtain a more complete picture, both the values
and the interpretation of the author’s role in discus-
sions should be verified by the authors themselves.
However, running such experiments in controlled
lab settings is beyond the scope of our work since
we focus on disagreements in online discussions.

Ethics Statement
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Debagreement, was sourced from online interac-
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on Reddit data is biased to a WEIRD (Western,
Educated, Industrialized, Rich, Democratic) demo-
graphic, and results may not generalize to a broader
set of users (Proferes et al., 2021). However, our
method outlines which data is required for perform-
ing the same analysis given the availability of richer
data, not necessarily stemming from Reddit. Sec-
ond, models for predicting values may be wrong,
they may lead to harmful outcomes for particular
groups or populations (Mehrabi et al., 2021). In
any application, the incorporation of control mech-
anisms (i.e., providing users a way to influence
the construction of their own value profile) is a re-
quirement for making sure the value profiling is
conducted in a transparent and accountable manner.
Broadly, this work should further be situated in a
system containing checks and balances, making
sure any output stemming from automated classi-
fication is verified by human agents before having
an effect on actual users.
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A Methodological details

A.1 Training Value extraction methods
For training our Transformer-based NLP models,
we turned to the Huggingface transformers
Python package (Wolf et al., 2020). See Table 6
for the hyperparameters used for training value ex-
traction models. All computational experiments
were run on machines containing up to 2x 3090
Nvidia RTX GPUs. Training a single value extrac-
tion model takes around 3 hours. Running VPE
on background data takes significantly longer due
to the number of inferences made, up to 7 days of
computation.

Hyperparameter Value

train epochs 10
learning rate 5e− 05
model bert-base-uncased
batch size 256

Table 6: Hyperparameters used for training models for
value extraction

Filtering Reddit data We construct value pro-
files from the data scraped from Reddit, from
which we filter posts not likely to be of rele-
vance to discussing widespread societal issues.
We remove posts from (1) NSFW subreddits4,
(2) gaming subreddits5, (3) image-related subred-
dits6, (4) user subreddits, all subreddits starting
with “u_”, (5) non-English posts (as detected using
the FastText (Joulin et al., 2017) Language Identi-
fication model7), (6) and subreddits for which we
could extract less than 50 posts.

Using Value Dictionary for VPE We use the
following pipeline for constructing value profiles
using the Schwartz Value Dictionary.

1. Load words from Ponizovskiy et al. (2020).
Some values have more words in the dic-
tionary, and thus we introduce a weighting
scheme to normalize over the number of
words, such that a value v inside the profile

4https://www.reddit.com/r/
ListOfSubreddits/wiki/nsfw

5https://www.reddit.com/r/gaming/wiki/
faq

6https://www.reddit.com/r/
ListOfSubreddits/wiki/sfwporn

7https://fasttext.cc/docs/en/
language-identification.html

with relatively few dictionary words has a
higher weight wv.

2. Replace URLs with a special [URL] token.

3. Apply lemmatization to all comments from a
single user.

4. Classify individual comments for values. If a
comment contains at least one term from the
VD, classify the comment as being relevant
for that value.

5. Aggregate over all comments.

6. Apply weighting z = count(v)× wv.

7. Apply normalization over the profile so it
sums to 1.

A.2 Annotator experiment
We separated our annotator experiment into two
phases: (1) the filling in of the PVQ-21, and (2) pro-
viding judgments on posts from Debagreement.
The first phase was performed through Qualtrics
questionnaire software. We provide screenshots
of all steps (informed consent, annotation instruc-
tions) below. The second phase is hosted on
Prodigy (Montani and Honnibal, 2022).

• Informed consent See Figure 6. Shown to
users before starting the experiment outlin-
ing the data protection and disclaimers of any
risks.

• Value Survey See Figure 7. Users fill in 21
items on a Likert scale.

• Annotation instructions See Figure 8.

• Annotation interface See Figure 9. Users
were asked to fill in 25 task instances (five per
subcorpus) on the annotation platform.

Annotators were recruited from the Prolific
(prolific.co) crowd worker platform. All par-
ticipants were paid at least the recommended £9/h
wage, and on average spent 20 minutes on the two
tasks combined. This payment is considered an
ethical reward according to Prolific.

Transforming survey responses into profiles
We adopt the suggestions from Schwartz (2012)
for constructing a numerical value profile that re-
flects preferences among values. We create the
following pipeline:
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Figure 6: Informed consent shown to users before starting the experiment.

1. Gather Likert-scale answers on all 21 items.

2. Check if two attention check items were cor-
rectly answered. Participants were asked to
fill in a given score. Disregard participant
results otherwise.

3. Compute Mean Rating for each participant
(MRAT).

4. Subtract the mean score from all other scores
to obtain centered response scores.

5. Normalize the profile by dividing by the sum
of all scores.

A.3 Training agreement analysis models
Training models for agreement analysis takes
around 4 hours for the BERT models on the sub-
sampled Debagreement dataset. See Table 7 for
the hyperparameters used. Debagreement may be
reused under the CC BY 4.0 license. For the imple-
mentation of the TF-IDF, we used the sklearn
(Pedregosa et al., 2011) Python package. All train-
ing involving TF-IDF embeddings takes under 1
hour.

We constructed three types of extra user infor-
mation for the agreement analysis task:
Random noise We sample a vector of size 768
from a random uniform distribution over [0, 1).
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Figure 7: Screenshot of the PVQ-21 survey.

Hyperparameter Value

train epochs 7
learning rate 5e− 05
model bert-base-uncased
batch size 64

Table 7: Hyperparameters used for training models for
agreement analysis

User centroids We stem the posts from users that
contain at least one value term according to the
value dictionary and transform comments to TF-
IDF vectors. We restrict the vocabulary to the 768
most frequent terms. We then compute the average
over all vectors for a single user.

Explicit user features We construct user feature
vectors for Reddit users through the Reddit PRAW
API. See Table 8 for the features used.

B Additional Results

B.1 Value Extraction
For a complete overview of the performance of
the value extraction models, including the standard
deviation over 10 random seeds for the V E models,
see Table 9.

B.2 Value Survey
Demographics We received a total of 27 re-
sponses, one of which was ignored because of a
failed attention check. Different ages were repre-
sented in our sample (M=28.0, SD=8.7), and an-
notators originated from Europe (18 annotators),
South Africa (8 annotators), the UK (1), and the

Feature Explanation

comment_karma Total amount of upvotes minus
downvotes on comments.

link_karma Total amount of upvotes mi-
nus downvotes on link submis-
sions.

date_created Timestamp of account creation.
gold_status Whether the user is a gold

member.
mod_status Whether the user is a mod of

any subreddit.
employee_status Whether the user is an em-

ployee of Reddit.
num_gilded Number of gilded items.
num_comments Number of comments posted

by user.
num_links Number of links submitted by

user.

Table 8: Features used to represent a user from Reddit

US (1). About half (13) were registered students.

Reliability Since the PVQ has two questions for
each personal value, we are able to compute inter-
nal consistency using Cronbach α per value. See
the results in Table 10. We observe a wide range of
reliability scores, of which only conformity reaches
above a score of 0.7. Most interestingly, we see
that tradition is of very low reliability, possibly
due to the demographic of some of our participants
(students). Three task instances received mostly
neutral or not-enough-information labels, and were
disregarded in our analysis.
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Figure 8: Instructions shown to users for the annotation experiment.

B.3 Qualitative Examples of Value Conflicts
and (Dis-)agreement

We perform a qualitative analysis of some instances
(comment pairs) from the dataset that follow our
hypothesis and some that do not to gain a better
understanding of when value conflicts influence
disagreement. Table 11 shows examples of the
types of pairs we analyze.

B.4 Decomposition of BF10 results
We create overviews of the different tests per-
formed in Sections 4.3.1 and 4.3.2. We decompose
the aggregated scores into three separate figures,

each showing how a single variable (either subred-
dit, similarity score, or profile threshold) impacts
the obtained results. We show the decomposition
for the BF10 scores obtained for comparisons be-
tween two VPE-estimated profiles in Figures 10
and for the comparison between VPE and self-
reports in Figure 11. In the latter case, since we
picked samples from Debagreement with authors
with populated value profiles, we do not need to
test over multiple profile thresholds.

We show the highest and lowestBF10 scores and
the test parameters in Tables 12 and 13 between
two VPE profiles, and in Tables 14 and 15 for the
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Figure 9: Annotation interface.

Method Training
data P(VN) R(VN) F1(VN) P(VA) R(VA) F1(VA) F1

All-ones – 0.34 0.50 0.40 0.11 0.50 0.18 0.26
VD – 0.56 0.55 0.45 0.64 0.58 0.59 0.57
(Kiesel et al., 2022)∗ VA 0.20 0.21 0.15 0.47 0.34 0.37 0.28
(Qiu et al., 2021)∗ VN 0.64 0.65 0.59 0.53 0.52 0.52 0.57
BERT VN 0.66±0.00 0.68±0.00 0.66±0.00 0.57±0.02 0.60±0.02 0.57±0.03 0.65±0.02

VA 0.57±0.00 0.56±0.00 0.46±0.00 0.79±0.02 0.74±0.01 0.76±0.01 0.67±0.01

Both 0.63±0.00 0.64±0.00 0.63±0.00 0.84±0.02 0.79±0.00 0.81±0.01 0.79±0.00

RoBERTa VN 0.61±0.15 0.66±0.05 0.62±0.12 0.58±0.02 0.61±0.02 0.59±0.02 0.63±0.03

VA 0.57±0.00 0.56±0.00 0.46±0.00 0.79±0.02 0.74±0.01 0.76±0.01 0.67±0.01

Both 0.63±0.00 0.64±0.00 0.63±0.00 0.83±0.02 0.78±0.01 0.80±0.01 0.78±0.00

Table 9: Macro-averaged performance of the value estimation approaches on the value datasets, showing averages
and standard deviation for our own models over 10 different seeds. VN denotes ValueNet, VA denotes ValueArg.
Methods marked with * are trained on a different objective than our VE task.

experiments comparing VPE and self-reported pro-
files.
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Value α 95% CI

conformity 0.717 (0.514,0.835)
tradition 0.051 (-0.627,0.447)
benevolence 0.336 (-0.138,0.613)
universalism 0.407 (-0.016,0.654)
self-direction 0.641 (0.384,0.790)
stimulation 0.589 (0.295,0.760)
hedonism 0.618 (0.345,0.777)
achievement 0.504 (0.149,0.711)
power 0.371 (-0.078,0.633)
security 0.388 (-0.050,0.643)

Table 10: Internal consistency scores (Cronbach’s α)
for the values in the PVQ-21 questionnaire.

B.5 Kendall τ vs. Spearman ρ
We include a comparative overview of the tests
that use the Kendall τ and add the BF10 scores for
the same tests conducted with Spearman ρ. See
Figure 12. We see that generally, the ρ scores are
similarly distributed as the τ scores. Two tests that
for τ fall into the undecidable range, for ρ favor the
null hypothesis H0. We attribute this to the size of
our value profiles: since we have only 10 entries,
ties are likely, and Spearman ρ does not explicitly
account for them.

B.6 Agreement Analysis
For additional results (Precision, Recall, F1 scores,
accuracy, and the change w.r.t. a text-only base-
line), see Table 16.
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Figure 10: BF10 scores when testing between two
VPE-constructed profiles, obtained for all combina-
tions of subreddits (top figure), similarity scores (mid-
dle figure) and profile thresholds (bottom figure).
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Disagree Agree
N

o
Va

lu
e

C
on

fli
ct This is NOT a public statue. It’s a privately

owned statue on private property.. the
government has zero right to take it down.

Not so sure. A crime on private
property is still a crime, and
defending racism is a crime.

Climate justice has waited too long to be
served. The time is now!

Guys, get out there and support people,
politicians, businesses, companies, and
local stores who support climate justice
and sustained efforts to promote
sustainability and eco-friendliness alike!!

Va
lu

e
C

on
fli

ct

The EU moves very slowly.. Don’t blame
the UK if the EU is so slow.

So you’re saying the EU should make
the UK its priority? Why should the
UK have priority over another issue?

Brexit is a symptom, not a problem in itself.
Don’t just make the symptom go away,
treat the many underlying problems first

I agree, but you have a parliament that
took control from May then did the
dumbest thing it could do by not voting
for any of the proposals.

Table 11: Confusion matrix of qualitative examples of the match between value conflict and (dis-)agreement.
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Figure 11: BF10 scores when testing between a VPE-
constructed profile and a self-reported profile, split into
different subreddits (top figure) and different similarity
scores (bottom figure).

BF10 Subreddit Similarity
score

Profile
threshold

17.451 BLM CO 10
12.485 BLM WC 10
10.504 BLM τ 250
4.223 BLM MD 10
3.442 Brexit WC 500

Table 12: The five tests between two VPE-constructed
profiles with the highest BF10 scores.

BF10 Subreddit Similarity
score

Profile
threshold

0.079 Brexit MD 50
0.081 Brexit τ 50
0.083 Brexit τ 10
0.085 Brexit τ 1
0.086 Brexit MD 10

Table 13: The five tests between two VPE-constructed
profiles with the lowest BF10 scores.
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BF10 Subreddit Similarity
score

6.490 democrats τ
3.066 democrats MD
2.543 Brexit MD
2.407 Brexit CO
2.230 climate CO

Table 14: The five tests between a VPE-constructed
profile and a self-reported profile with the highestBF10

scores.

BF10 Subreddit Similarity
score

0.087 republican τ
0.108 Brexit MD
0.247 Brexit CO
0.273 Brexit WC
0.359 repulican MD

Table 15: The five tests between a VPE-constructed
profile and a self-reported profile with the highestBF10

scores.

10−1 100 101
0

5

10

H0 ≺ HaH0 � Ha H0 = Ha

BF10 score

C
ou

nt

τ ρ

Figure 12: BF10 scores when testing between two
VPE-constructed profiles, obtained for the similarity
scores Kendall τ and Spearman ρ.
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Model P R F1 Acc. ∆ F1

Majority 0.12 0.33 0.18 0.37
Only context (ε) 0.21±0.10 0.34±0.01 0.24±0.07 0.36±0.00
Only context (z) 0.42±0.00 0.41±0.00 0.41±0.00 0.43±0.00
Only context (u) 0.33±0.01 0.35±0.00 0.31±0.00 0.38±0.00
Only context (v) 0.27±0.00 0.37±0.00 0.31±0.00 0.40±0.00
TF-IDF + Logistic Regression 0.48±0.01 0.47±0.02 0.46±0.03 0.48±0.01 –

+ ε 0.38±0.01 0.37±0.01 0.33±0.05 0.36±0.03 -0.12
+ z 0.51±0.02 0.47±0.04 0.43±0.09 0.45±0.06 -0.03
+ u 0.37±0.00 0.36±0.00 0.36±0.01 0.36±0.01 -0.12
+ v 0.51±0.01 0.45±0.02 0.41±0.05 0.45±0.04 -0.04

BERT(-base-uncased) 0.62±0.00 0.62±0.01 0.62±0.01 0.63±0.01 –
+ ε 0.63±0.00 0.62±0.00 0.62±0.00 0.64±0.00 0.00
+ z 0.63±0.00 0.63±0.00 0.63±0.00 0.63±0.00 0.01
+ u 0.62±0.00 0.62±0.01 0.62±0.01 0.63±0.00 0.00
+ v 0.64±0.01 0.64±0.01 0.64±0.01 0.65±0.01 0.02

Table 16: Performance of the agreement classification on a subset of Debagreement (sentence pairs for which both
users were available on Reddit).
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