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Abstract

The existence of external (“side”) semantic
knowledge has been shown to result in more
expressive computational event models. To en-
able the use of side information that may be
noisy or missing, we propose a semi-supervised
information bottleneck-based discrete latent
variable model. We reparameterize the model’s
discrete variables with auxiliary continuous la-
tent variables and a light-weight hierarchical
structure. Our model is learned to minimize the
mutual information between the observed data
and optional side knowledge that is not already
captured by the new, auxiliary variables. We
theoretically show that our approach general-
izes past approaches, and perform an empiri-
cal case study of our approach on event mod-
eling. We corroborate our theoretical results
with strong empirical experiments, showing
that the proposed method outperforms previ-
ous proposed approaches on multiple datasets.

1 Introduction

In this work, we are interested in addressing limita-
tions in how computational event modeling can
make use of relevant, supplementary semantic
knowledge. This is because when modeling text
descriptions of complex situations, such as newspa-
per descriptions of real world events, learning how
to encode richer information about those descrip-
tions can be a fruitful way of improving modeling
performance (Judea and Strube, 2015; Xia et al.,
2021). E.g., if we are dealing with sequences of
events, like a newspaper report of a stock or com-
merce transaction, then being able to encode that
“buying” or “selling,” even though they may have
nuanced connotation differences, are instances of
the same general event (a TRANSACTION event)
can improve downstream predictive performance
on what events might happen next (Ferraro and
Van Durme, 2016; Rezaee and Ferraro, 2021).

However, there is not an obvious single way to
learn to encode this richer information, as three dif-
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Figure 1: Revise and Update steps for an observed node.
We update the proposed distribution rγ(t|z) with the
empirical distribution pD(t|x) to produce the revised
distribution pγ(t|x, z) (dashed). We then minimize the
KL divergence between the proposed and revised distri-
butions to update the proposed distribution. For unsu-
pervised nodes, we rely on rγ(t|z) without updating.

ferent questions naturally come to mind: (1) If
the model is representationally limited, can we
address these representational limitations of the
model itself, such as through developing richer la-
tent representations z of the input x? (2) If there
is available background or side information t that
may be especially relevant for the modeling task
at hand, can we develop systems that make use of
it? (3) Even when side information is available, it
may be noisy, e.g., it may not always be available
(missing data) or it may contain errors: how can
we make our models robust to this noisy side in-
formation? In the context of a text-based sequence
modeling problem, we propose an approach that
addresses all three of these questions.

We provide a conceptual overview of our
method—RevUp—in Fig. 1. The building blocks
of RevUp are revision of modeling side informa-
tion t: forming a new distribution by combining the
(red) learned proposal distribution with (blue) em-
pirical information about when particular aspects
of side knowledge appeared in training, and updat-
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Attention

<latexit sha1_base64="+1CnvmOhVUc1M3ebExQ0dXfeuDM=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsKtSTaWGLigQlcyN6ywIa9vcvunJFc+A02Fhpj6w+y89+4wBUKvmSSl/dmMjMvTKQw6LrfTmFtfWNzq7hd2tnd2z8oHx61TJxqxn0Wy1g/hNRwKRT3UaDkD4nmNAolb4fjm5nffuTaiFjd4yThQUSHSgwEo2glv/rU86q9csWtuXOQVeLlpAI5mr3yV7cfszTiCpmkxnQ8N8EgoxoFk3xa6qaGJ5SN6ZB3LFU04ibI5sdOyZlV+mQQa1sKyVz9PZHRyJhJFNrOiOLILHsz8T+vk+LgKsiESlLkii0WDVJJMCazz0lfaM5QTiyhTAt7K2EjqilDm0/JhuAtv7xKWvWad1Hz7uqVxnUeRxFO4BTOwYNLaMAtNMEHBgKe4RXeHOW8OO/Ox6K14OQzx/AHzucPxZKOAA==</latexit>x1

<latexit sha1_base64="9phBAZiOUD0utk5td4gmxqXDCoI=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsKtSTaWGLigQlcyN4ywIa9vcvunpFc+A02Fhpj6w+y89+4wBUKvmSSl/dmMjMvTATXxnW/ncLa+sbmVnG7tLO7t39QPjxq6ThVDH0Wi1g9hFSj4BJ9w43Ah0QhjUKB7XB8M/Pbj6g0j+W9mSQYRHQo+YAzaqzkV5969WqvXHFr7hxklXg5qUCOZq/81e3HLI1QGiao1h3PTUyQUWU4EzgtdVONCWVjOsSOpZJGqINsfuyUnFmlTwaxsiUNmau/JzIaaT2JQtsZUTPSy95M/M/rpGZwFWRcJqlByRaLBqkgJiazz0mfK2RGTCyhTHF7K2EjqigzNp+SDcFbfnmVtOo176Lm3dUrjes8jiKcwCmcgweX0IBbaIIPDDg8wyu8OdJ5cd6dj0VrwclnjuEPnM8fxxeOAQ==</latexit>x2

<latexit sha1_base64="Jc9Mol8Ak8mP7BRJmc7isTr4+qk=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsKtSTa2Jhg4gEJXMjesgcbdvcuu3tGcuE32FhojK0/yM5/4wJXKPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjm9mfvuRKs1i+WAmCQ0EHkoWMYKNlfzqU/+u2i9X3Jo7B1olXk4qkKPZL3/1BjFJBZWGcKx113MTE2RYGUY4nZZ6qaYJJmM8pF1LJRZUB9n82Ck6s8oARbGyJQ2aq78nMiy0nojQdgpsRnrZm4n/ed3URFdBxmSSGirJYlGUcmRiNPscDZiixPCJJZgoZm9FZIQVJsbmU7IheMsvr5JWveZd1Lz7eqVxncdRhBM4hXPw4BIacAtN8IEAg2d4hTdHOi/Ou/OxaC04+cwx/IHz+QPwHo4c</latexit>xM

<latexit sha1_base64="h57yX2tru0PndtrkNA/RfqWZXoc=">AAAB+3icdVBNS8NAEN34WetXrUcvi0XwFJIa2noTvXhUsFVIQ9lsJ3bp5oPdiVhC/4oXD4p49Y9489+40Qoq+mDg8d4MM/PCTAqNjvNmzc0vLC4tV1aqq2vrG5u1rXpPp7ni0OWpTNVVyDRIkUAXBUq4yhSwOJRwGY5PSv/yBpQWaXKBkwyCmF0nIhKcoZEGtXof4RbDqPB7oIaCYzAd1BqOfdhpNb0WdWzHabtNtyTNtnfgUdcoJRpkhrNB7bU/THkeQ4JcMq1918kwKJhCwSVMq/1cQ8b4mF2Db2jCYtBB8XH7lO4ZZUijVJlKkH6o3ycKFms9iUPTGTMc6d9eKf7l+TlGnaAQSZYjJPxzUZRLiiktg6BDoYCjnBjCuBLmVspHTDGOJq6qCeHrU/o/6TVtt2W7517j6HgWR4XskF2yT1zSJkfklJyRLuHkltyRB/JoTa1768l6/myds2Yz2+QHrJd3+vuVEQ==</latexit>

[Verdict]

<latexit sha1_base64="luROTs0AuY7+Ailbh5x2LDM8w0A=">AAAB/nicdVDLSgMxFM34rPU1Kq7cBIvgqiRF+tgV3bisaB/QDiWTZtrQTGZIMmIZCv6KGxeKuPU73Pk3ZtoKKnogcDjn3pt7jx8Lrg1CH87S8srq2npuI7+5tb2z6+7tt3SUKMqaNBKR6vhEM8ElaxpuBOvEipHQF6ztjy8yv33LlOaRvDGTmHkhGUoecEqMlfruYc+wO+MHafeaScMk5XLoTftuARURQhhjmBFcKSNLarVqCVchziyLAlig0Xffe4OIJqGdQQXRuotRbLyUKMOpYNN8L9EsJnRMhqxrqSQh0146W38KT6wygEGk7JMGztTvHSkJtZ6Evq0MiRnp314m/uV1ExNUvZTLOMkum38UJAKaCGZZwAFXjBoxsYRQxe2ukI6IItTYxPI2hK9L4f+kVSrichFfnRXq54s4cuAIHINTgEEF1MElaIAmoCAFD+AJPDv3zqPz4rzOS5ecRc8B+AHn7RNPcJZg</latexit>

[Sentencing]

<latexit sha1_base64="6hpOIWKkKq4yDsaTOE9D5q+wokA=">AAACC3icbVA9SwNBEN3z2/gVtbRZDIJVuBNRS9HGMoJJhCSEvb25uLgfx+5cMBzpbfwrNhaK2PoH7Pw33iVX+PVg4PHeDDPzwkQKh77/6c3Mzs0vLC4tV1ZW19Y3qptbLWdSy6HJjTT2OmQOpNDQRIESrhMLTIUS2uHteeG3h2CdMPoKRwn0FBtoEQvOMJf61d0uwh1m3Oih4AgRVUxTE1OV2gis0INxpV+t+XV/AvqXBCWpkRKNfvWjGxmeKtDIJXOuE/gJ9jJmUXAJ40o3dZAwfssG0MmpZgpcL5v8MqZ7uRLR2Ni8NNKJ+n0iY8q5kQrzTsXwxv32CvE/r5NifNLLhE5SBM2ni+JUUjS0CIZGwgJHOcoJ41bkt1J+wyzLU7GuCCH4/fJf0jqoB0f14PKwdnpWxrFEdsgu2ScBOSan5II0SJNwck8eyTN58R68J+/Ve5u2znjlzDb5Ae/9CzhsmyU=</latexit>

convicted man of murdering

<latexit sha1_base64="lMtkAdGc24NkZZqXhbK/5/oF3+4=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQi6rLoxmUF+4A2lMnkph06mYSZiVhCV278FTcuFHHrN7jzb5y0WWjrgYHDuY+55/gJZ0o7zrdVWlpeWV0rr1c2Nre2d+zdvZaKU0mhSWMey45PFHAmoKmZ5tBJJJDI59D2R9d5vX0PUrFY3OlxAl5EBoKFjBJtpL592NPwoDMFQoOgEOCICKxjHADRw0nfrjo1Zwq8SNyCVFGBRt/+6gUxTSOzjnKiVNd1Eu1lRGpGOUwqvVRBQuiIDKBrqCARKC+b2pjgY6MEOIyleULjqfp7IiORUuPIN52RuU7N13Lxv1o31eGllzGRpLnJ2UdhynOfeSY4YBKo5mNDCJXM3IrpkEhCtUmuYkJw5y0vktZpzT2vubdn1fpVEUcZHaAjdIJcdIHq6AY1UBNR9Iie0St6s56sF+vd+pi1lqxiZh/9gfX5A4wGmSo=</latexit>

sentenced man to death

<latexit sha1_base64="I6+oKPm4ujxwBcZzjZlnNAYU8VY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rHoxWMF+wFtKJvNpl262Q27E6GU/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvTAU36HnfTmltfWNzq7xd2dnd2z+oHh61jco0ZS2qhNLdkBgmuGQt5ChYN9WMJKFgnXB8l/udJ6YNV/IRJykLEjKUPOaUoJU6fREpNJVBtebVvTncVeIXpAYFmoPqVz9SNEuYRCqIMT3fSzGYEo2cCjar9DPDUkLHZMh6lkqSMBNM5+fO3DOrRG6stC2J7lz9PTEliTGTJLSdCcGRWfZy8T+vl2F8E0y5TDNkki4WxZlwUbn5727ENaMoJpYQqrm91aUjoglFm1Aegr/88ippX9T9q7r/cFlr3BZxlOEETuEcfLiGBtxDE1pAYQzP8ApvTuq8OO/Ox6K15BQzx/AHzucP9K+PUg==</latexit>

...

<latexit sha1_base64="I6+oKPm4ujxwBcZzjZlnNAYU8VY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rHoxWMF+wFtKJvNpl262Q27E6GU/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvTAU36HnfTmltfWNzq7xd2dnd2z+oHh61jco0ZS2qhNLdkBgmuGQt5ChYN9WMJKFgnXB8l/udJ6YNV/IRJykLEjKUPOaUoJU6fREpNJVBtebVvTncVeIXpAYFmoPqVz9SNEuYRCqIMT3fSzGYEo2cCjar9DPDUkLHZMh6lkqSMBNM5+fO3DOrRG6stC2J7lz9PTEliTGTJLSdCcGRWfZy8T+vl2F8E0y5TDNkki4WxZlwUbn5727ENaMoJpYQqrm91aUjoglFm1Aegr/88ippX9T9q7r/cFlr3BZxlOEETuEcfLiGBtxDE1pAYQzP8ApvTuq8OO/Ox6K15BQzx/AHzucP9K+PUg==</latexit>

...

<latexit sha1_base64="114rY/oPPBJKU14aCGQLWWwgJGI=">AAACDHicbVDLSgMxFM34rPVVdekmWIS6KTMi6rLoxk2hgn1AZxgymbQNTWaG5I5Qh/kAN/6KGxeKuPUD3Pk3po+Fth4IHM45N7k5QSK4Btv+tpaWV1bX1gsbxc2t7Z3d0t5+S8epoqxJYxGrTkA0EzxiTeAgWCdRjMhAsHYwvB777XumNI+jOxglzJOkH/EepwSM5JfK7uSOTLEwV37m9omUJK+AX3fNGOAHv35iUnbVngAvEmdGymiGhl/6csOYppJFQAXRuuvYCXgZUcCpYHnRTTVLCB2SPusaGhHJtJdNFsnxsVFC3IuVORHgifp7IiNS65EMTFISGOh5byz+53VT6F16GY+SFFhEpw/1UoEhxuNmcMgVoyBGhhCquNkV0wFRhILpr2hKcOa/vEhap1XnvOrcnpVrV7M6CugQHaEKctAFqqEb1EBNRNEjekav6M16sl6sd+tjGl2yZjMH6A+szx9CS5u5</latexit>

r�(tM |zM )
<latexit sha1_base64="PQRM+LBIvVMbyzGW2yGJPUvXPOs=">AAACEnicbVDLSgMxFM34rPVVdekmWIR2U2ZE1GVRF24KFewDOmXIpJk2NPMguSOWYb7Bjb/ixoUibl2582/MtLPQ1gOBwzn3JDfHjQRXYJrfxtLyyuraemGjuLm1vbNb2ttvqzCWlLVoKELZdYliggesBRwE60aSEd8VrOOOrzK/c8+k4mFwB5OI9X0yDLjHKQEtOaWqPb0jcUXM0shJbJ/AiBKRXKdpBZyGrcOAH5xG1SmVzZo5BV4kVk7KKEfTKX3Zg5DGPguACqJUzzIj6CdEAqeCpUU7ViwidEyGrKdpQHym+sl0nRQfa2WAvVDqEwCeqr8TCfGVmviunsw2VvNeJv7n9WLwLvoJD6IYWEBnD3mxwBDirB884JJREBNNCJVc74rpiEhCQbdY1CVY819eJO2TmnVWs25Py/XLvI4COkRHqIIsdI7q6AY1UQtR9Iie0St6M56MF+Pd+JiNLhl55gD9gfH5A0QlnnE=</latexit>

pD(tM |xM )

<latexit sha1_base64="9tsbXmKbWbea5E5wT9u21dN4fuo=">AAACB3icbVBNS8NAEN34WetX1aMgi0XwVBIR9Vj0oMeK9gOaUDbbSbt0Nwm7E2kJvXnxr3jxoIhX/4I3/43px0FbHww83pthZp4fS2HQtr+thcWl5ZXV3Fp+fWNza7uws1szUaI5VHkkI93wmQEpQqiiQAmNWANTvoS637sa+fUH0EZE4T0OYvAU64QiEJxhJrUKB9hyqGuEoi5CH9PrRPkg76IAFesP861C0S7ZY9B54kxJkUxRaRW+3HbEEwUhcsmMaTp2jF7KNAouYZh3EwMx4z3WgWZGQ6bAeOn4jyE9ypQ2DSKdVYh0rP6eSJkyZqD8rFMx7JpZbyT+5zUTDC68VIRxghDyyaIgkRQjOgqFtoUGjnKQEca1yG6lvMs045hFNwrBmX15ntROSs5Zybk9LZYvp3HkyD45JMfEIeekTG5IhVQJJ4/kmbySN+vJerHerY9J64I1ndkjf2B9/gCaMJkn</latexit>

t1 ⇠ GumbelSoftmax

<latexit sha1_base64="mtuazyNe2hGRggxsLMFqEu5C4IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBahp5KIqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZrVfrrg1dw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+7zmXda85kWlfpPHUYQTOIUqeHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPbvGMsg==</latexit>

(
<latexit sha1_base64="mtuazyNe2hGRggxsLMFqEu5C4IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBahp5KIqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZrVfrrg1dw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+7zmXda85kWlfpPHUYQTOIUqeHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPbvGMsg==</latexit>

(

<latexit sha1_base64="cmSEn484C3ekieVIA30nZs2cLa8=">AAACFnicbVBNSwMxEM36WetX1aOXYBG8WHZF1GPRi+BF0WqhLSWbna3BbLIks9Wy9Fd48a948aCIV/HmvzGtPaj1QcjjvRlm5oWpFBZ9/9ObmJyanpktzBXnFxaXlksrq5dWZ4ZDjWupTT1kFqRQUEOBEuqpAZaEEq7Cm6OBf9UFY4VWF9hLoZWwjhKx4Ayd1C5tNxHuMIzz4Z/XlA4tmC5E9ETpWwlRB+g5S9wqqtPvt0tlv+IPQcdJMCJlMsJpu/TRjDTPElDIJbO2EfgptnJmUHAJ/WIzs5AyfsM60HBUsQRsKx+e1aebTolorI17CulQ/dmRs8TaXhK6yoThtf3rDcT/vEaG8UErFyrNEBT/HhRnkqKmg4xoJAxwlD1HGDfC7Ur5NTOMo0uy6EII/p48Ti53KsFeJTjbLVcPR3EUyDrZIFskIPukSo7JKakRTu7JI3kmL96D9+S9em/fpRPeqGeN/IL3/gU2t6Cl</latexit>

Unobserved Knowledge Sampling

<latexit sha1_base64="a8ORT0iXjG2w9SlEt5Hy+b2aoOs=">AAACBnicbVA9SwNBEN3zM8avU0sRFoOgTbgTURshaGNhoWA0kDuOuc0mLu7eHbtzYjxS2fhXbCwUsfU32Plv3MQUGn0w8HhvZnfmxZkUBj3v0xkbn5icmi7NlGfn5hcW3aXlC5PmmvE6S2WqGzEYLkXC6yhQ8kamOahY8sv4+qjvX95wbUSanGM346GCTiLaggFaKXLXgg4oBZFPD2iA/BaLE/sS6N7mXeRvRW7Fq3oD0L/EH5IKGeI0cj+CVspyxRNkEoxp+l6GYQEaBZO8Vw5ywzNg19DhTUsTUNyExeCMHt2wSou2U20rQTpQf04UoIzpqth2KsArM+r1xf+8Zo7t/bAQSZYjT9j3R+1cUkxpPxPaEpozlF1LgGlhd6XsCjQwtMmVbQj+6Ml/ycV21d+t+mc7ldrhMI4SWSXrZJP4ZI/UyDE5JXXCyD15JM/kxXlwnpxX5+27dcwZzqyQX3DevwDKqZgO</latexit>

�1 = Linear(z1)

<latexit sha1_base64="5xmtc98BA/1a42t9CxzLjW54afg=">AAACE3icbVA9SwNBEN2LXzF+RS1tFoMgFuFORC1FG0HECMYISQh7e3Nxyd7esTunCUf+g41/xcZCEVsbO/+Nm49CjQ+Gebw3w+48P5HCoOt+Obmp6ZnZufx8YWFxaXmluLp2beJUc6jyWMb6xmcGpFBQRYESbhINLPIl1PzOycCv3YE2IlZX2EugGbG2EqHgDK3UKu40ELroh9mwZxe+AX0HAT1T8b2EoA30XHQx1dDvt4olt+wOQSeJNyYlMkalVfxsBDFPI1DIJTOm7rkJNjOmUXAJ/UIjNZAw3mFtqFuqWASmmQ1v6tMtqwQ0jLUthXSo/tzIWGRML/LtZMTw1vz1BuJ/Xj3F8LCZCZWkCIqPHgpTSTGmg4BoIDRwlD1LGNfC/pXyW6YZRxtjwYbg/T15klzvlr39sne5Vzo6HseRJxtkk2wTjxyQI3JKKqRKOHkgT+SFvDqPzrPz5ryPRnPOeGed/ILz8Q3DqJ9X</latexit>

Observed Knowledge Mixture

<latexit sha1_base64="luROTs0AuY7+Ailbh5x2LDM8w0A=">AAAB/nicdVDLSgMxFM34rPU1Kq7cBIvgqiRF+tgV3bisaB/QDiWTZtrQTGZIMmIZCv6KGxeKuPU73Pk3ZtoKKnogcDjn3pt7jx8Lrg1CH87S8srq2npuI7+5tb2z6+7tt3SUKMqaNBKR6vhEM8ElaxpuBOvEipHQF6ztjy8yv33LlOaRvDGTmHkhGUoecEqMlfruYc+wO+MHafeaScMk5XLoTftuARURQhhjmBFcKSNLarVqCVchziyLAlig0Xffe4OIJqGdQQXRuotRbLyUKMOpYNN8L9EsJnRMhqxrqSQh0146W38KT6wygEGk7JMGztTvHSkJtZ6Evq0MiRnp314m/uV1ExNUvZTLOMkum38UJAKaCGZZwAFXjBoxsYRQxe2ukI6IItTYxPI2hK9L4f+kVSrichFfnRXq54s4cuAIHINTgEEF1MElaIAmoCAFD+AJPDv3zqPz4rzOS5ecRc8B+AHn7RNPcJZg</latexit>

[Sentencing]

<latexit sha1_base64="EVkvsVSEIaWPyhaQ12AU+hSqmU4=">AAACm3icbVFra9swFJXdPbrs0Wz9MigDsTBIGQv2KN0+jbIOWkoLHSxtIQ7mWlYSUck20nVZKvSn9lP2bf9msptCmvaC4HDO1bmvrJLCYBT9C8K1R4+fPF1/1nn+4uWrje7rN2emrDXjQ1bKUl9kYLgUBR+iQMkvKs1BZZKfZ5f7jX5+xbURZfEL5xUfK5gWYiIYoKfS7h+btCY2k8AuncX0xCVGKNe5K3SSGaBNpHfOwfmkW1nz3Fmd2mQKSoHre4PEF0R6nZ5sO/dxxacff1px2l4uVXNnK2+mAGcMpP3hlhx/t46dtNuLBlEb9D6IF6BHFnGadv8meclqxQtkEowZxVGFYwsaBZPcj1YbXvnmYMpHHhaguBnbtiVHP3gmp5NS+1cgbdnlHxaUMXOV+cymabOqNeRD2qjGydexFUVVIy/YTaFJLSmWtDkUzYXmDOXcA2Ba+F4pm4EGhv6czRLi1ZHvg7PPg3h3EP/c6e19X6xjnWyR96RPYvKF7JFDckqGhAVvg2/BQXAYvgv3w6Pw+CY1DBZ/NsmdCIf/AZH80FM=</latexit>

tM ⇠�̂Mr�(tM |zM ) + (1� �̂M )pD(tM |xM )

Figure 2: Components of RevUp for event modeling. We encode the sequence of events x into Gaussian latent z
and discrete knowledge t. Red nodes such as t1 are latent: [VERDICT] for the convicted man of murdering event.
RevUp predicts these latent nodes by sampling from the GumbelSoftmax distribution. Blue nodes such as tM are
observed: [SENTENCING] for the sentenced man to death event. We use this observed node to modify the proposed
distribution and then we draw a sample from the revised distribution.

ing by minimizing the KL-divergence between the
new distribution with the previous proposed one.

Our approach is inspired by recent work (Kong
et al., 2019), which argued that a key to the suc-
cess of neural advances in NLP (Mikolov et al.,
2013; Devlin et al., 2018; Yang et al., 2019, i.a.,) is
that they fall within the information theoretic-based
InfoMax framework (Linsker, 1988). In this view-
point, neural advances can be attributed to implic-
itly maximizing the mutual information between
different representations of the same document.

However, we additionally want to use “side” or
“external” knowledge to aid our modeling. The
use of side information has long been desired for
effective representation (Wyner, 1975; Wyner and
Ziv, 1976). While this side information can occur
in a variety of forms (Chen et al., 2020; Padia et al.,
2018), we broadly view it as a concise, abstract
view of information conveyed in the main input.

Our work centers on the idea that the latent neu-
ral representations z and side knowledge t act as
complementary representations of the same input
x: z provides a compact representation of the input
itself, while t provides more generic information
about the data or task. As such, we use an InfoMax-
inspired formulation to incorporate external knowl-
edge into the modeling and latent representation
aspects. Since recent work (Joy et al., 2022; Chen
et al., 2019) has suggested that providing some sort
of “guidance” to these latent variables is beneficial
and can lead to these guided models outperform-
ing both fully supervised and fully unsupervised

methods, learning with less-than-full observation
of structured side knowledge is a requirement. We
illustrate this in Fig. 2, where the correct value for
the first piece of side information (t1 = Verdict)
is missing but the last piece of side information
is known (tM = Sentencing). Our model must
be able to operate over this partially observed se-
quence of side knowledge as a way of modeling
the original event description.

We propose a unified approach, RevUp (Revise
and Update Information Bottleneck), that maxi-
mizes the mutual information between the exter-
nal knowledge and latent representation I(z; t).
We consider the external knowledge t to be a dis-
crete random variable in a lightly structured, semi-
supervised setting. We demonstrate the effective-
ness of this approach on multiple modeling tasks.
Our contributions are:

(1) We provide a principled, information theoretic
approach for injecting side information into
neural discrete latent variable models. We
provide theoretical backing to show that our
methodology captures available information
from external knowledge.

(2) We define a new model that leads to state-of-
the-art results in the semi-supervised setting on
two standard event modeling datasets.

(3) We show that our proposed model generalizes
the existing state-of-the-art model studied in
Rezaee and Ferraro (2021), where the “param-
eter injection” method developed there can be
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understood as a special case of our framework.

(4) We experimentally show that our model is
more robust when the external knowledge is
noisy and it outperforms other baselines when
the external knowledge is partially observed.

Our code is available at https://github.
com/mmrezaee/RevUp.

2 Background

In this section we present the related work and
discuss the connections to our approach.

Mutual Information (MI) The mutual infor-
mation I(x; y) measures how much two random
variables x and y depend on each other. It is
defined as I(x; y) = Ep(x,y) log

p(x,y)
p(x)p(y) , where

I(x; y) = 0, when x and y are independent. Con-
ditional MI I(x; y|z) extends MI to measure the
conditional dependence between x and y given
z, as I(x; y|z) = Ep(x,y,z) log

p(x,y|z)
p(x|z)p(y|z) . When

I(x; y|z) = 0, there isn’t any information between
x and y that is not present in z.

Information Bottleneck Principle (IB) The In-
formation Bottleneck principle is a method for find-
ing the most informative encoding of an input x
with respect to the target output y. This is accom-
plished by finding the maximally compressed en-
coding z of x that is most informative about y
(Tishby et al., 1999). The objective is to maximize

I(z; y)− βI(x; z), (1)

where I(z; y) denotes z and y mutual information,
and I(x; z) denotes x and z mutual information. β
balances compression and informativeness.

Variational Autoencoder (VAE) The Varia-
tional Autoencoder is similar to the Information
Bottleneck Principle in that it finds an encoding
z of x to reconstruct x. However, the approach
is different as the aim is to approximate the in-
tractable posterior distribution pθ(z|x) with a vari-
ational distribution qϕ(z|x) in order to optimize
the Evidence Lower Bound (ELBO) (Kingma and
Welling, 2013).

Incorporation of Side Knowledge Conceptu-
ally, we consider an “event” to be a condensed
form of knowledge that outlines part of a particular
situation. Semantic frames are a prime example
of relevant side knowledge: a semantic frame can

be thought of as an abstraction over highly related
events. Though they also provide abstractions over
the whos, whats, wheres and hows of events, in this
setting, it is sufficient to consider an event’s seman-
tic frame as a type of label or cluster id. Multiple
potential sources of semantic frames exists, e.g.,
FrameNet, PropBank, or VerbNet.

Recently, incorporating external knowledge has
been investigated by numerous studies in a wide
range of tasks beyond NLP (Kang et al., 2017; Fla-
jolet and Jaillet, 2017; Zhang et al., 2021), and zero-
shot classification (Badirli et al., 2021). Common
across these efforts is treating the side information
as part of the input to be encoded. This makes
the side information prerequisite knowledge for the
model to be learned, rather than supplementary.

A recent approach, called Sequential,
Semi-supervised Discrete Variational Au-
toencoder (Rezaee and Ferraro, 2021, SSDVAE),
is a new method for structured semi-supervised
modeling that allows, but does not require, side
information to guide the learning in an approach
called “parameter injection.” Because the SSDVAE
framework is a deep latent variable model that is
specifically designed to treat external knowledge
as supplementary to the main task, we focus our
study within it and the associated NLP-based
computational event modeling tasks examined.
They define parameter injection as

Definition. (Parameter injection) Let t ∼
GumbelSoftmax(t; γ), where γ are the logits. If t
is observed as external knowledge and represented
with a one-hot vector 1(t) with tk∗ = 1, the op-
eration γ = γ + (∥γ∥ ∗ 1(t)) guides the latent
variable t during the training because on average
increases the tk∗ value (Maddison et al., 2016).

In RevUp, we build on and generalize this notion
of parameter injection, in part by introducing the
empirical distribution pD(t|x) to accommodate the
dependence between data x and knowledge t.

3 RevUp: Revise and Update

Previous work (Rezaee and Ferraro, 2021, SSD-
VAE) has empirically shown that incorporating ex-
ternal knowledge in discrete GumbelSoftmax pa-
rameters improves model performance with differ-
ent metrics such as classification, event modeling
and training speed. We seek to re-frame this view
with information theory terms and generalize it.
For fairness and consistency we stick with the same
types of computational event modeling tasks that
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SSDVAE was developed for. We first describe the
probabilistic model we develop (section 3.2) and
the loss/training methodology (section 3.3). These
enable smoothly incorporating side knowledge into
a probabilistic neural model. Recall we provide a
conceptual overview of RevUp in Fig. 1.

3.1 Setup
We assume that within a document, we have a se-
quence of M different predicate/argument-style
events, x = x1...xM , with each xm describing
some action (the predicate) occurring among par-
ticipants of that action (the arguments). If each
event xm could also be paired with a semantic
frame tm, so we have a corresponding sequence
t, then considered across multiple events, t could
provide a sequential generalization. E.g., in the
example event sequence from Fig. 2 that includes
“convicted man of murdering,” and “sentenced man
to death,” if each event can be associated with a se-
mantic frame (such as VERDICT and SENTENCING

for these two events), then the corresponding se-
quence of frames provides both an abstraction over
the entire event sequence, and an incredibly rich,
yet low-dimensional, collection of side knowledge.

Having paired sequences x and t is not restric-
tive. Whether t is partially observed (i.e., not all
xm have observed frames tm) or noisy (i.e., the
observed tm for xm is incorrect) during training,
our approach can still extract useful signal.

3.2 Probabilistic Encoding
Our problem setup is that we have input text x de-
scribing some complex situation, paired with a par-
tially observed sequence of frames t. To account
for when side knowledge is/isn’t observed, we de-
fine a knowledge indicator set l = lm|Mm=1 with
lm ∈ {0, 1}, where lm = 1 denotes the external
knowledge tm is present and lm = 0 means the ex-
ternal knowledge is not available (latent). To enable
successful modeling, we introduce z = zm|Mm=1, a
set of M latent variables to first compress the infor-
mation of the given inputs x and then be informa-
tive regarding t. We define pθ(z|x), a probabilistic
encoder from data points x to the latent variables
z, parameterized by a neural network θ.

We define a joint model over
t,x and z as p(t,x, z; l) =
pD(x)

∏
m pθ(zm|tm−1,x)pγ

(
tm|xm, zm; lm

)
,

where pD(x) is the empirical distribution over
the input variables x. Consistent with previous
approaches, pθ(zm|t(s),x; lm) is a Gaussian. Simi-

larly pγ
(
tm|xm, zm; lm

)
posits a distribution over

semi-supervised latent knowledge t given x and
latent variables z. To learn richer representations,
we force z and t to depend on one other in a
sawtooth fashion: ti depends on zi, but zi depends
on ti−1. Fig. 2 shows an illustration. This is a
novel segmented, autoregressive sequencing for
event modeling.

We define rγ(t|z) as the proposed distribution
that relates z to t, where γ is computed as the
outcome of a neural encoding of z, NN(z). This
distribution must be learned. For simplicity we
omit the node index m when possible.

Revision Phase Incorporating the external
knowledge in the training phase must satisfy two
criteria: First, without observation (lm = 0),
we just rely on rγ(tm|zm). Second, when we
have access to external knowledge, pD(tm|xm)
should be used for guidance and not discarding
the proposed distribution. We define the revised
distribution pγ

(
tm|xm, zm; lm

)
as a smoothed

weighted average of the proposed distribution and
the empirical distribution as pγ

(
tm|xm, zm; lm

)
=

1

1 + λlm
rγ(tm|zm)+

λlm
1 + λlm

pD(tm|xm), where

λ ∈ R+ is a weighting parameter for balancing the
proposed and empirical distributions. In this set-
ting, λ depends on the level of confidence in our ex-
ternal knowledge, where for less noisy knowledge,
we can choose higher values for λ. In practice, we
found that λ = 1.0 works reasonably.1

If side knowledge is absent (lm = 0), we have
λ̂m = 1.0 so pγ(tm|xm, zm) = rγ(tm|zm): the
model just uses the proposed distribution. This
allows gradients to propagate through the network.
During the test phase we do not use any external
knowledge, so the revised distribution pγ

(
t|x, z; l

)

reduces to the proposed distribution rγ(t|z).
Analysis and Insights If we define

λ̂m = 1/(1 + λlm), we rewrite this as
pγ
(
tm|xm, zm; lm

)
= λ̂mrγ(tm|zm) + (1 −

λ̂m)pD(tm|xm). This slight notation change is
beneficial, as it lets us characterize the behav-
ior of our revision step in terms of expected

1In dev experiments we tried various values of λ, both large
and small. When λ was high (greater weight to the empirical
distribution), the model over-emphasized this signal, which
was detrimental at test time when we intentionally withheld
this signal. In contrast, when λ is low (greater weight to the
proposed distribution), there is less emphasis on the empirical
distribution. However, as that empirical distribution could
itself be quite sparse (due to ϵ), the model learns to disregard it.
This highlights a strength in simplicity of the equal weighting.
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observability of side knowledge. Specifically,
in a semi-supervised setting, if the probability
of observing any particular piece of side infor-
mation can be modeled as l ∼ Bern(ϵ), where
ϵ is the observation probability, by marginal-
izing out l we have El∼Bern(ϵ)pγ(t|x, z, l) =

ϵ̂rγ(t|z)+(1− ϵ̂)pD(t|x), where ϵ̂ = 1−
(

λ
1+λ

)
ϵ.

This indicates that with more observation, we rely
more heavily on the empirical distribution and
less on the proposed distribution. For space, see
Appendix E for more details/the derivation.

Finally, our framework generalizes SSDVAE’s
parameter injection (see Appendix F):

Theorem 1. If rγ(t|z) = Cat(γ) , a categorical
distribution with parameters γ, and the empirical
distribution pD(t|x) is a one-hot representation
with tk∗ = 1, the revision step reduces to SSDVAE
parameter injection.

We have described how to guide the latent variable t
in the encoding phase. Next we define our objective
function to capture the background information and
decoding t to effectively model event descriptions.

3.3 Training Objective and Decoding

After training, the model relies solely on the pro-
posed distribution rγ(tm|zm) to predict tm, imply-
ing the statistics of tm will only depend on zm. To
capture the background information in t, minimize
I(x; t|z) during training. In information theory
terms, in the ideal situation where I(x; t|z) = 0,
there is not any residual information between x and
t that is not captured by the latent representation z
(Kirsch et al., 2020). Therefore without the need of
x and pD(t|x), the latent z is enough to predict t.

To be meaningfully learned, t must be infor-
mative enough to make some prediction or recon-
struction. For clarity, we refer to the targets as y,
though for a task like language modeling, x = y.
To achieve this learning, we maximize I(y, t).

Together, our ideal objective is L = −I(y; t) +
αI(x; t|z), where α is a tunable hyperparameter.
This is difficult to optimize because within each I
term there are intractable marginalizations (such
as over x). To understand why this is our ideal
objective, we show that maximizing the intractable
mutual information I(t; z) is inherently included
in this unified objective for the reconstruction tasks:

Theorem 2. For tasks where we maximize I(x; t):
minimizing I(x; t|z) leads to maximizing I(t; z).
This theorem shows that reconstruction tasks like

language modeling explicitly maximize the mutual
information between different data representations,
which is consistent with the InfoMax principle. See
Appendix G for the proof. As a consequence of
Theorem 2, we are maximizing the mutual infor-
mation between two views of x: compressed repre-
sentation z and side information t.

With that understanding, we proceed to a
tractable approximation for our objective. Fol-
lowing Alemi et al. (2016), we have −I(y; t) =
−Ep(y,z,t) log

p(y|t)
p(y) . We approximate this as

−I(y; t) ≤ −Ep(y,z,t) log
qϕ(y|t)
p(y)

(2)

= −Ep(y,z,t) log qϕ(y|t)︸ ︷︷ ︸
Ly

−H(y). (3)

Since p(y|t) is intractable, we approximate it via a
decoder qϕ(y|t) that can be computed by a neural
network, denoted as ϕ. As the task entropy H(y)
is constant, we just minimize Ly. While not ex-
plicitly reflected in Eq. 2, note that irrespective of
whether side information is present or not, I(y; t)
depends on rγ(t|z). See Appendix B.1 for addi-
tional analysis of Eq. 3.

Updating Phase The term I(x; t|z) =

Epγ(t,x,z) log
pγ(t|x,z;l)

p(t|z) makes z informative about
t. We approximate with a surrogate objective LI :

I(x; t|z) ≤ Ep(t,x,z) log
pγ(t|x, z)
rγ(t|z)

= LI . (4)

This surrogate objective encourages the proposed
distribution rγ(t|z) to be updated to be close to the
revised distribution pγ(t|x, z; l). After training,
the proposed distribution rγ(t|z) plays the role
of pγ(t|z,x) and does not need to explicitly use
pD(t|x). Throughout, we refer to LI as updating.
The updating objective for our model is given by

LI =
M∑

m=1

KL
(
pγ(tm|xm, zm; lm) ∥ rγ(tm|zm)

)
,

(5)

where by expanding further we obtain

LI =
M∑

m=1

[
−H(tm|xm, zm) + λ̂mH(tm|zm)

− (1− λ̂m)EpD(tm|xm) log rγ(tm|zm)

]
. (6)
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This sum is computed over observed nodes. For
unsupervised nodes, the revised distribution and
proposed distribution are equal and their KL terms
are zero. The last term is a classification term.

Regularization To improve the model general-
ization ability, we introduce regularization terms
for z and t. We constrain the mutual informa-
tion between data x and z latent representations,
I(x; z) = Ep(z,x) log

pθ(z|x)
p(z) as

I(x; z) ≤ KL
(
pθ(z|x) ∥ q(z)

)
︸ ︷︷ ︸

Lz

, (7)

where we introduce a variational distribution q(z)
due to intractability of p(z). For simplicity we
assume that q(z) factorizes over independent Gaus-
sian random variables as q(z) =

∏M
m=1 q(zm) ,

where the variational distribution over zm is given
by the unit Gaussian zm ∼ N (0, I). Here Lz is es-
timated with the standard Monte-Carlo sampling:

Lz ≈
1

S

M∑

m=1

S∑

s=1

KL
(
pθ(zm|t(s)m−1,x) ∥ q(zm)

)
.

(8)

We reduce the distance between the proposed dis-
tribution rγ(t|z) and a uniform distribution U(t):

Lt = EpD(x)pθ(z|x)rγ(t|z) log
rγ(t|z)
U(t) . (9)

The Kullback-Leibler (KL) divergence terms in
Eq. 7 and Eq. 9 help avoid overfitting. An alter-
native interpretation for these regularization terms
is discarding the task-irrelevant information. We
combine Eqs. 3, 4, 7 and 9 to at our final objective

LU = Ly + αLI + βLz + ζLt, (10)

where β and ζ denote the trade-off parameters, and
can be set empirically, as described in Appendix I.

3.4 Architecture For Event Modeling
To ensure fair comparisons, we focus on the recon-
struction task similar to a β-VAE framework (Hig-
gins et al., 2016). The overall structure is depicted
in Fig. 2. Following previous work on event mod-
eling (Pichotta and Mooney, 2016; Rezaee and Fer-
raro, 2021; Weber et al., 2018b; Gao et al., 2022),
we represent each document x as a sequence of M
events, where each event is a 4 tuple of predicate
(verb), two main arguments (subject and object),

and a modifier (if applicable). Each event is associ-
ated with a discrete semantic frame. E.g., convicted
man murdering of is an event and the semantic
frame is [VERDICT]. All the possible frames are
collected in a vocabulary of size T . In this set-
ting, we obtain a point estimate for pD(tm|xm) as
δ(xm, tm). Sampling from this empirical distribu-
tion outputs a one-hot vector of dimension T . The
proposed distribution rγ(t|z) is a Gumbel-Softmax
distribution. We found that the Gumbel-Softmax
algorithm is particularly suitable for our task be-
cause it can effectively approximate discrete distri-
butions and backpropagate gradients. While experi-
ments with the Straight-Through Gumbel-Softmax
(STGT) yielded near identical performance to the
Gumbel-Softmax method, we opted for the latter.
STGT generates one-hot vectors during the forward
pass, but requires an approximation of the gradient
using Gumbel-Softmax samples. By setting a low
temperature of 0.5, the generated Gumbel-Softmax
samples become almost identical to one-hot vec-
tors, eliminating the need for gradient approxima-
tion. The effects on the gradient were carefully
analyzed and the results are presented in Damadi
and Shen (2022), where a comprehensive study of
gradient properties was conducted. To learn richer
representations, we define an embedding matrix
E ∈ RT×dt , to convert a simplex frame into a
vector representation as em = tTmE.

Encoding and Decoding With data point x ∼
pD(x), we encode the whole sequence into recur-
rent hidden representations H = {h}Tt=1. For each
event m, we draw Gaussian random variable zm ∼
N (µm, σm) where µm and σm are the outputs of
attention layers over frame embedding em−1 and
hidden states H. We use a linear mapping over zm
to compute Gumbel softmax parameters for the pro-
posed distribution rγ(tm|zm). Given the proposed
distribution rγ(tm|zm) and the empirical distribu-
tion pD(tm|xm), we first draw a Bernoulli sample
λ̂m, then we draw knowledge sample from the mix-
ture of probabilities by tm ∼ pγ(tm|xm, zm; lm).
From the encoding phase, all the embedding vec-
tors are gathered into e = {em}Mm=1. At generation
time, analogously to the encoder, we use an atten-
tion layer over the decoder recurrent hidden state
h and frame embeddings e, resulting in decoder
logits g. The generative distribution over possible
next tokens is given by xt ∼ p(xt|g).
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(a) Normalized samples from learned
rγ(t|z) given predicates.
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Frames

(c) The proposed and revised distributions
converge to the ground truth distribution.

Figure 3: A demonstration of RevUp working on a small dataset with 10 frames. Ground truth frame distributions
are shown in Fig. 3b, where in Fig. 3a we show that the distribution rγ(t|z) that RevUp learns very closely matches
the ground truth. In Fig. 3c, we show how RevUp affects both the proposed and revised distributions. Initially,
the rγ(t|z) prediction is random. After 50 iterations it is closer to the revised distribution pγ(t|z, x). After 100
iterations of training, both of them get close to the ground truth distribution.
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Figure 4: RevUp vs SSDVAE accuracy for sequential semantic frame classifications for NYT and Wikipedia dataset.
See Appendix H for full results. For all degree of observation probabilities, RevUp outperforms the baseline.

4 Experimental Results

Following previous work (Rezaee and Ferraro,
2021), we experiment on event modeling tasks us-
ing Concretely Annotated versions of New York
Times Gigaword (NYT) and Wikipedia datasets
(Ferraro et al., 2014). Both are English and
have FrameNet semantic frames provided via Se-
maFor (Das et al., 2014). We perform a di-
rect comparison with the previous state-of-the-
art work (Rezaee and Ferraro, 2021) by using
the same frame types, which were derived from
the FrameNet annotations on Wikipedia articles.
Training, validation and test splits for NYT and
Wikipedia have 320k/17k/7k and 240k/8k/11k doc-
uments, respectively. For both the validation and
test phases we set lm = 0 (unsupervised). We av-
erage results over three runs (standard deviations
in the appendix). We tuned the hyperparameters
on the validation dataset. See Appendix I for addi-
tional implementation and data details.

4.1 Small Dataset Example
We first examine RevUp by examining its behavior
on a small, focused example dataset. We sampled

400 newswire documents from the NYT dataset.
We trained a RevUp model, with 10 semantic frame
types (10 options for each t) and where each z was
100 dimensional. To obtain the ground-truth dis-
tributions of frames given events, we just focus on
the predicates and collect all the semantic frames
given that specific predicate. We carefully selected
the frame types and data to reflect a diverse range
of difficulties. For example, events including the
did predicate are always associated with the IN-
TENTIONALLY_ACT frame and the corresponding
semantic frames for the gets predicate are ARRIV-
ING, BECOMING and GETTING. RevUp predictions
are acquired from the revised distribution rγ(t|z):
given an event x we first draw a Gaussian sample
z and then use argmax(t) to find the proposed in-
dex. Finally, we normalize across all the proposed
frames. We visualize the revision and update steps
for the predicate “made” in Fig. 3c.

As evidenced by Eq. 4, the minimization of the
KL-divergence between the proposed distribution
rγ(t|z) and the revised distribution pγ(t|x, z) re-
sults in the elimination of non-essential informa-
tion. Fig. 3c gives a visual representation of this

803



phenomenon. At iteration 0, the proposed distribu-
tion pγ(t|x, z) is almost uniform, while the revised
distribution rγ(t|z) is more aligned with the ground
distribution. With additional iterations, reaching
100, the gap between these distributions reduces,
ultimately leading to convergence with the ground
truth for both distributions.

Additionally, our framework is able to effectively
capture the conditional distribution of frames given
predicates in diverse scenarios, as demonstrated
in the heatmap figures in Figs. 3a and 3b. For
instance, certain predicates such as “did,” “says,”
and “knew” have a single associated frame of “in-
tentionally_act,” “awareness,” and “statement,” re-
spectively. Meanwhile, the predicate “made” has
two possible semantic frames of “arriving” and
“causation.” In some cases, such as the predicate
“get,” there are even three possible frames of “arriv-
ing,” “becoming,” and “getting.” The comparison
between the ground truth distribution of frames
given predicates and the normalized samples high-
lights the accuracy of our model in capturing these
conditional distributions, with minimal error.

4.2 Baselines
We compare the proposed RevUp method
with the following event modeling approaches.
(a) RNNLM (Pichotta and Mooney, 2016): A Bidi-
rectional GRU cell with two layers, hidden dimen-
sion of 512, gradient clipping at 5 and Glove 300
embeddings to represent words. We used the im-
plementation provided in (Weber et al., 2018b).
(b) HAQAE (Weber et al., 2018b): An unsuper-
vised VAE-based method for script learning and
generation. They use vector quantization (VQ–
VAE) to define a hierarchical discrete latent space.
(c) SSDVAE (Rezaee and Ferraro, 2021) A semi–
supervised VAE-based model. They utilize Gumbel
softmax and use the parameter injection to incor-
porate the side knowledge. The architecture of our
model largely follows the SSDVAE and HAQAE
models with minor modification; see Appendix I.

4.3 Effect of Noisy Knowledge
We empirically compare the predictive perfor-
mance of RevUp and SSDVAE with noisy knowl-
edge. To do so, in a fully supervised setting, for
each event xm, instead of using the associated se-
mantic frame tm, with probability η we replace tm
with a random semantic frame t̂m. We train both
models with this new training dataset. During the
testing phase, we compare the predicted knowledge

model η
Wiki NYT

Acc F1 Acc F1
SSDVAE

0.1
0.77 0.43 0.76 0.55

RevUp 0.85 0.58 0.83 0.71

SSDVAE
0.2

0.69 0.35 0.67 0.44
RevUp 0.82 0.52 0.80 0.63

SSDVAE
0.3

0.60 0.28 0.58 0.36
RevUp 0.79 0.45 0.77 0.58

SSDVAE
0.5

0.41 0.17 0.41 0.23
RevUp 0.72 0.36 0.71 0.48

SSDVAE
0.7

0.23 0.09 0.22 0.11
RevUp 0.64 0.29 0.63 0.37

SSDVAE
0.9

0.02 0.00 0.02 0.00
RevUp 0.41 0.09 0.25 0.06

Table 1: Effect of Noise on robustness. We present
standard deviations in Appendix H.

model ϵ Wiki NYT
RNNLM - 56.96 64.57
HAQAE - 39.47 50.10
SSDVAE 0.0 39.75 47.50
RevUp 39.48 45.36
SSDVAE 0.1 39.73 45.91
RevUp 33.34 44.87
SSDVAE 0.7 36.79 44.79
RevUp 33.20 41.74
SSDVAE 1.0 30.69 36.96
RevUp 28.33 34.85

Table 2: Test perplexity results, varying the percent ϵ of
side knowledge that was observed during training. We
present standard deviations in Appendix H (table 4).

with ground-truth one. Results in Table 1 show that
classification and parameter injection in SSDVAE
are not enough for capturing knowledge. These
results validate the effectiveness of our information
capturing strategy when the external knowledge is
noisy. As we increase η, SSDVAE performance
degrades much more than RevUp. As an instance
when η = 0.9, SSDVAE’s accuracy is almost zero
but our proposed model can achieve 0.41.

4.4 Effect of Incomplete Knowledge

We consider the case of semi-supervised learn-
ing, where with probability ϵ a node tm is ob-
served. We report the classifications on the
latent nodes as KL

(
pD(t|x) ∥ rγ(t|x)

)
≈

−EpD(x)pθ(z|x)pD(t|x) log rγ(t|z). The results are
shown in Fig. 4. We report two widely-used classi-
fication metrics including accuracy and F1 to eval-
uate the performance of all methods. SSDVAE
just relies on the guidance and classification but
RevUp also uses the updating phase to shift the
available knowledge from side information into la-
tent variables. Thus the results demonstrate the
superiorities of RevUp to predict knowledge when
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they are partially observed, attributable to its novel
information injection and learning.

To investigate whether the proposed approach
works for task representation, we compare the per-
plexity of our approach to prior work in Table 2.
Perplexity has been commonly used in the litera-
ture, which allows us to provide a fair comparison
with previous efforts. We investigate the effect of
supervision with various observation probabilities
ϵ = 0.0 (unsupervised), 0.1, 0.7 and 1.0 (fully su-
pervised) on the generated samples from the model.
We see that our model is able to obtain lower per-
plexity scores than the previous event modeling
methods. We observe as ϵ increases, the perfor-
mance of our proposed model improves. For each
observation probability, our method outperforms
SSDVAE. The results demonstrate that our method
achieves state-of-the-art performance with large
margins from the baselines.

5 Related Work

Information Bottleneck The concept of using
side information for discrete source coding was
explored by Wyner (1975); Wyner and Ziv (1976).
The Information Bottleneck (IB) principle was then
introduced by (Tishby et al., 2000) to compress in-
put variables while predicting a target. Chechik
and Tishby (2002) proposed incorporating negative
side information through an auxiliary loss in a su-
pervised manner. Our method stands apart by han-
dling both supervised and semi-supervised settings
with ease. The Variational Information Bottleneck
(VIB) was introduced by Alemi et al. (2016), which
improved the IB estimation through amortized vari-
ational methods. Voloshynovskiy et al. (2020) ex-
tended the VIB method for semi-supervised clas-
sification. In relation to our work, there have been
numerous studies focused on maximizing the mu-
tual information between different views and dis-
carding the non-shared information (Federici et al.,
2019; Wan et al., 2021; Wang et al., 2019; Mao
et al., 2021; Yan et al., 2019).

Variational Autoencoders (VAEs) Kingma and
Welling (2013) and Rezende et al. (2014) intro-
duced the reparameterization technique for varia-
tional inference. Recently, Huang and Xiao (2021)
applied adversarial training to enhance the abil-
ity of VAE in processing sequential data, while
Qiu et al. (2020) explored the possibility of VAE
handling multi-view temporal data. Our focus is
limited to objectives that can be expressed with

discrete latent variables.
Jang et al. (2016) and Maddison et al. (2016)

independently presented the Gumbel-Softmax dis-
tribution, which allows backpropagation through
latent discrete variables in variational autoencoders.
For more information, refer to the review by Hui-
jben et al. (2022). Van Den Oord et al. (2017)
proposed VQ-VAE, which uses vector quantization
to represent discrete values with embeddings.

Kingma et al. (2014) proposed a VAE for semi-
supervised classification, where labels in unsuper-
vised settings are treated as latent variables and
predicted when available. Joy et al. (2022) later im-
proved this approach by separating latent variables
to differentiate label characteristics from values.
Lo and Lim (2020) modified the VAE objective to
incorporate external knowledge with embedding
vectors, and Feng et al. (2020) proposed a new
ELBO to incorporate label prediction loss.

Event Modeling In recent years, much research
has been dedicated to the challenge of modeling the
sequence of events (Weber et al., 2018b; Rezaee
and Ferraro, 2021; Gao et al., 2022). One such con-
tribution was made by Weber et al. (2018a), who in-
troduced a tensor-based composition to effectively
capture semantic event relations. Gao et al. (2022)
proposed a self-supervised contrastive learning ap-
proach based on co-occurring events. Another ap-
proach suggested by Weber et al. (2018b) involves
the use of Recurrent Neural Networks (RNNs) to
model the hierarchical latent structures that exist in
sequences of events. This methodology was further
developed in a subsequent study by Rezaee and Fer-
raro (2021), where external knowledge was incor-
porated into the latent layer for enhanced modeling,
which is highly relevant to our proposed approach.

6 Conclusion

We show how to incorporate noisy partially ob-
served side knowledge source along with latent
variables. To do so, we generalized the main idea
of parameter injection and maximizing the mutual
information between external knowledge and latent
variables. Our experiments show that our approach
is more robust to noisy knowledge and outperform
other baselines for the event modeling task
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7 Limitations

Some limitations of our work are that multiple
hyper parameters should be tuned for each task.
While we provide guidance and insights into ef-
fective settings (and some intuition as to why), we
acknowledge that the settings may be domain de-
pendent.

Because we use semantic frames as our side
knowledge, our focus is on improving the represen-
tation and use of discrete latent variables. While
current NLP approaches have often focused on text-
to-text methods for input and output, and individual
words in text can be considered a form of discrete
latent variables, we note that these methods are
driven by large continuous embedding methods.
While we believe this work can be extended to con-
tinuous cases, the approximations did make use of
aspects of discrete variables, and they would need
to be re-derived.

RevUp depends on mixing in statistics and
learned representations from external side knowl-
edge. While we envision this side knowledge
as containing useful generalizations and semantic
information, such resources could encode overly
broad generalizations or other biases. While the
degree of this mixture can be adjusted, imperfec-
tions or biases in the external knowledge could be
captured and propagated through RevUp.

We focus on the task of event modeling, but we
believe RevUp represents a step towards improving
settings where noisy side information is available.
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A Information Bottleneck Principle (IB)

Given its importance to our effort, we restate the
information bottleneck principle, and discuss how
it ties in with our loss formulation. Then, in sub-
sequent appendices (App. B to D) we step through
individual subloss terms.

Given the original input data x with the target y,
IB aims to extract a compact representation of x
that is most informative about the target y via max-
imizing I(y; z)− βI(x; z). The first term I(y; z)
motivates the model to predict y, whilst the second
term I(x; z) aims at discarding irrelevant informa-
tion from the input x. The hyperparameter β can be
set or tuned to adjust the relative importance of dis-
carding irrelevant information. In our framework,
we have a generalized version of IB as follows

L =− I(y; t) + αI(x; t|z)
+ βI(x; z) + ζKL

(
rγ(t|z) ∥ U(t)

)
. (11)

Our generalized version accounts for additional
random variables, and the associated dependencies.
Here, rγ(t|z) is the proposed distribution, U is a
uniform distribution over t. The KL term helps
avoid overfitting.

B Regularization and Task
Representation Derivation

Throughout we use the following inequality

Ep(z,x) log
q(z)

pθ(z|x)
≤

EpD(x)
logEpθ(z|x)

q(z)

pθ(z|x)︸ ︷︷ ︸
1

= 0.

(12)

The regularization term I(x; z) is

I(x; z) = Ep(z,x) log
pθ(z|x)
p(z)

≤ Ep(z,x) log
pθ(z|x)
q(z)

(13)

where since p(z) =
∫
pθ(z|x)pD(x) dx is in-

tractable we use the inequality in Eq. 12. Now,

we can approximate Eq. 13 as follows

EpD(x)pθ(z|x) log
pθ(z|x)
p(z)

(14)

= EpD(x)pθ(z|x) log

∏M
m=1 pθ(zm|tm−1,x)∏M

m=1 q(zm)

=
M∑

m=1

EpD(x)pθ(z|x) log
pθ(zm|tm−1,x)

q(zm)

≈ 1

S

M∑

m=1

S∑

s=1

KL
(
pθ(zm|t(s)m−1,x) ∥ q(zm)

)
,

(15)

where for simplicity we assume that q(z) factor-
izes over independent random variables as q(z) =
q(z1, z2, . . . , zM ) =

∏M
m=1 q(zm). We parameter-

ize each zm via a multivariate Normal, q(zm) =

N (0, I), and pθ(zm|z(s)m−1,x) = N (µm,Σm):

µm = fµ(z
(s)
m−1,x)

Σm = fΣ(z
(s)
m−1,x),

where both fµ and fΣ are neural networks.
With this formulation, we can calculate the KL-
divergence terms of Eq. 15 in closed forms.

B.1 Approximating I(y; t) (Eq. 3)
In the same way for the task representation, we
have

−I(y; t) = −Ep(y,z,t) log
p(y|t)
p(y)

≤ −Ep(y,z,t) log
qϕ(y|t)
p(y)

≤ −Ep(y,z,t) log qϕ(y|t) +H(y),

(16)

where H(y) is constant and we ignore it. We have:

Ep(y,z,t) log qϕ(y|t)
= EpD(x,y)pθ(z|x)pγ(t|z) log qϕ(y|t), (17)

≈ 1

Sz

1

St

Sz∑

sz=1

St∑

st=1

log qϕ(y|t(st)), (18)

where we first sample x,y ∼ pD(x,y), then
z(sz) ∼ pθ(z|x) and finally t(st) ∼ rγ(t|z(sz)). In
this approximation Sz and St are the total number
of samples for z and t respectively.

We wish to clarify why this term is included
in the objective and how optimizing it affects the
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model parameters. The answer is that in computing
I(y; t), the distribution used to compute the mu-
tual information’s expectation depends on the pro-
posed distribution rγ . This is by construction and
irrespective of whether side information is present
or not. This is where the model parameters come
in.

Specifically, while by definition I(y; t) =

Ep(y,t)
logp(y|t)

p(y) , because p(|t) does not depend
on a (free) z, we can compute mut(y; t) =

Ep(y,z,t)
logp(y|t)

p(y) . This follows from the fact that
for random variables u and v, Ep(u,v)[f(u)] =
Ep(u)[f(u)]. With this, we can then write

I(y; t) = Ep(y,t) log
p(y|t)
p(y)

= Ep(y,t,x,z) log
p(y|t)
p(y)

(19)

= E{
pD(x,y)p(z,t|x)

} log
p(y|t)
p(y)

(20)

= E{
pD(x,y)

∏M
m=1 pθ(zm|tm−1,x)pγ(tm|xm,zm;lm)

}

(21)

log
p(y|t)
p(y)

. (22)

This red term, pγ(tm|xm, zm; lm), is defined as the
interpolation of a proposal distribution rγ(tm|zm)
and an empirical distribution tm|xm. Defined as a
GumbelSoftmax, this proposal distribution explic-
itly allows uncertainty. Therefore, even when side
information is present, we sample the value of tm
to approximate that final expectation.

Finally, as mentioned in the paper, this last line is
intractable, so we learn an approximation qϕ(y|t),
which introduces additional model parameters to
learn. We compute qϕ using the sampled values
t1...tM .

C Update Step Upperbound

In this section, we show how we approximate the
update term I(x; z|z) in Eq. 4. We have the fol-
lowing

I(t;x|z) = Epγ(t,z,x) log
pγ(t,x|z)

p(t|z)p(x|z)

= Epγ(t,x,z) log
pγ(t|x, z)p(x|z)
p(t|z)p(x|z)

= Epγ(t,x,z) log
pγ(t|x, z)
p(t|z) (23)

≤ Epγ(t,x,z) log
pγ(t|x, z)
rγ(t|z)

, (24)

First, we should note that in Eq. 23, the distribution
p(t|z) is not equal to rγ(t|z), because for each
node m, we have

p(tm|zm) =

∫
p(tm, xm|zm) dxm

=

∫
p(tm|xm, zm)p(xm|zm) dxm

=

∫
λ̂mrγ(tm|zm)p(xm|zm) dxm+

∫
(1− λ̂m)pD(tm|xm)p(xm|zm) dxm

̸= rγ(tm|zm). (25)

Our the last step of estimation in Eq. 24 is

Epγ(t,x,z) log
pγ(t|x, z)
p(t|z) ≤

Epγ(t,x,z) log
pγ(t|x, z)
rγ(t|z)

. (26)

The proof for Eq. 26 is as follows.

Ep(t,x,z) log
rγ(t|z)
p(t|z)

= Ep(t,z) log
rγ(t|z)
p(t|z)

= Ep(z)Ep(t|z) log
rγ(t|z)
p(t|z)

≤ Ep(z) log
{
Ep(t|z)

rγ(t|z)
p(t|z)︸ ︷︷ ︸
1

}

= 0

D Update State Approximation for
Discrete Case

We show how we approximate the upperbound pre-
sented in Eq. 24.

Epγ(t,z,x) log
pγ(t|z,x)
rγ(t|z)

= EpD(x)pθ(z|x)pγ(t|z,x) log pγ(t|z,x)︸ ︷︷ ︸
A1

− EpD(x)pθ(z|x)pγ(t|z,x) log rγ(t|z)︸ ︷︷ ︸
A2

. (27)
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Here A1 is the negative entropy of the revised
distribution pγ(t|x, z):

A1 = −H(t|x, z) (28)

= −
∑

m=1

H(tm|xm, zm). (29)

For the second term we have:

A2 = EpD(x)Epθ(z|x)
[
λ̂Erγ(t|z)+

(1− λ̂)EpD(t|x)
]
log rγ(t|z)

= λ̂EpD(x)Epθ(z|x)Erγ(t|z) log rγ(t|z)︸ ︷︷ ︸
A21

+ (1− λ̂)EpD(x)EpD(t|x) log rγ(t|z)︸ ︷︷ ︸
A22

. (30)

Similarly A21 is the entropy of the proposed

distribution rγ(t|z):

A21 = −H(t|z) (31)

= −
M∑

m=1

H(tm|zm) (32)

Also B22 guides the model to discriminator t

given z which is a classifier. To compute the en-
tropy terms, in the discrete case (Gumbel Softmax),
we use Monte Carlo sampling as follows

H(tm|xm, zm) ≈ 1

S

N∑

n=1

S∑

s=1

γ̂⊤(s)
m log γ̂(s)

m ,

(33)

H(tm|zm) ≈ 1

S

S∑

s=1

γ⊤(s)
m log γ(s)

m , (34)

where S is the number of point estimates and γ̂m
is derived from Eq. 35. Here, we have defined
γ̂ to be [λ̂γ1, λ̂γ2, . . . , λ̂γk∗ + (1− λ̂), . . . , λ̂γK ].
The γ̂ can be thought of as a mixture of the γ
and empirical categorical distributions. (We use
this definition of γ̂ in the proof of Theorem 1 in
Appendix F.) To sample from the revised distri-
bution pγ(tm|x, z; lm) we first draw a Bernoulli
sample λ̂m ∼ Bern(λ̂m; 1/(1 + λlm)) and con-
sequently we draw knowledge sample from the
mixture of probabilities by tm ∼ λ̂mrγ(tm|zm) +

(1 − λ̂m)pD(tm|xm). We implement this with a
single-sample approximation.
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Figure 5: Effect of λ and observation probability ϵ on ϵ̂

E Revision Step Property of
pγ
(
tm|xm, zm; lm

)

In this section we show how the formulation
of pγ (tm|xm, zm; lm) leads to the property that,
during the revision step, we rely more on the
available side/external knowledge as more of it
becomes available. Recall that we initially de-

fined pγ (tm|xm, zm; lm) =
1

1 + λlm
rγ(tm|zm) +

λlm
1 + λlm

pD(tm|xm), where λ allows a fractional

portion of the empirical distribution pD to influence
the learned model. Suppose that lm ∼ Bern(ϵ) and
λ̃ = 1/(1 + λ), given node m we have

p
(
tm|xm, zm

)
=

∑

lm

p
(
tm|xm, zm, lm

)
p(lm)

= ϵpγ(tm|xm, zm, lm) + (1− ϵ)rγ(tm|zm)

= ϵ
[
λ̃rγ(tm|zm) + (1− λ̃)pD(tm|xm)

]

+
(
1− ϵ

)
rγ(tm|zm)

=
(
1− ϵ(1− λ̃)

)
rγ(tm|zm)

+ ϵ(1− λ̃)pD(tm|xm)

= ϵ̂rγ(tm|zm) + (1− ϵ̂)pD(tm|xm),

where ϵ̂ = 1− ϵ
( λ

1 + λ

)
. In particular, this formu-

lation allows us to account for both our estimate of
observation of side knowledge, and the extent to
which we wish to use it when learning our model.
In Fig. 5, we show the effect of λ and ϵ on ϵ̂.

F Generalization of SSDVAE (Proof of
Theorem 1)

We show that under specific setting, our model
reduces to the SSDVAE parameter injection mech-
anism.
Theorem. If rγ(t|z) = Cat(γ) , a categorical dis-
tribution with parameters γ, and the empirical dis-
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tribution pD(t|x) is a one-hot representation with
tk∗ = 1, the revision step reduces to SSDVAE pa-
rameter injection.

Proof. Using the interpolation form
pγ
(
tm|xm, zm; lm

)
= λ̂mrγ(tm|zm) + (1 −

λ̂m)pD(tm|xm) and due to the fact that the
mixture of categorical distributions is a single
categorical, we have p

(
t|x, z; l = 1

)
= Cat(γ̂),

where

γ̂ = [λ̂γ1, λ̂γ2, . . . , λ̂γk∗ + (1− λ̂), . . . , λ̂γK ].
(35)

Given 0 ≤ γi ≤ 1 and 0 ≤ λ̂ ≤ 1, we have λ̂γi ≤
γi (∀i ̸= k∗), and λ̂γk∗ + (1 − λ̂) ≥ γk∗ . This
implies that for all the indices i ̸= k∗, the value
of γi is reduced and γk∗ is increased, confirming
that parameter injection is a specific form of our
definition.

G Updating Step Maximizes Mutual
Information (Proof of Theorem 2)

We show that for the reconstruction tasks, where
y is a copy of x, minimizing I(x; t|z) maximizes
I(t; z). While not explicitly reflected in our model
definition, note that I(t; z) is intractable. This can
be seen in the definition of I(t; z),

I(t; z) = Ep(t,z) log
p(t|z)
p(t)

, (36)

here both p(t, z) and p(t) are intractable due to the
integral over x. Following Cover (1999), the mu-
tual information between three random variables x,
t, and z can be defined as

I(x; t; z) = I(x; t)− I(x; t|z). (37)

Eq. 37 is symmetric in x, t and z, so we have:

I(x; t; z) = I(t; z)− I(t; z|x). (38)

As already proven by Federici et al. (2019), the
second term I(t; z|x) equals to zero. Combining
Eq. 37 and Eq. 38, we have

I(x; t)− I(x; t|z) = I(t; z) (39)

As evident from Eq. 39, maximizing I(x; t) and
minimizing I(x; t|z) is equivalent to maximizing
I(t; z).

H Full Results

In this section, we present the full results for those
presented in the main paper. Specifically, the re-
sults presented here augment those in Fig. 4, Ta-
ble 1, and Table 2.

Results on the Effect of Noisy Knowledge (η)
In Table 3, we how the full results from our noisy
knowledge experiments, shown in the main paper’s
Table 1. As with our other results, these are av-
eraged over three runs. In our development we
noticed that precision tended to be the main hin-
drance on F1, and therefore we additionally report
precision.

Full Perplexity Results In Table 4, we how the
full language modeling perplexity results that are
shown in the main paper’s Table 2. Here, we are
showing results across both the dev and test sets.
We also include standard deviation results (from
three runs).

Full Results on Frame Classification In Table 5,
we show the full results for the side knowledge (per-
event frame) prediction experiments we reported
in Fig. 4. The main classification results were aver-
aged over three runs, along with standard deviation.
These results are visible in Fig. 4, but we include
the numeric values for any future comparisons.

I Setup/Implementation Details

The NYT dataset is available through the LDC and
a research license, and the Wikipedia dataset is
publicly available under a CC BY-NC 4.0 license.
For both datasets, the token vocabulary size is 150k
and the number of unique semantic frames is 600.
In line with previous research (Rezaee and Ferraro,
2021), for the documents with more than 5 events,
we used the first 5 events that had frames. Each
model was trained using a single GPU (an RTX
2080 TI, TITAN RTX, or a Quadro 8000). Each
RevUp model took approximately 12 hours to train.

We noticed that the observability of side knowl-
edge can affect the relative importance of the loss
terms in Eq. 10. Given a mini batch of training
data, we define ϵ̂ as an approximation of ϵ. To do
so, we calculate the number of observed frames
over total frames. In all cases, high importance
placed on the regularization term Lt (Eq. 9) was
important to help prevent overfitting. When frames
were frequently observed (ϵ̂ ≥ 0.5), the model
needed to rely more heavily on the updating phase
(LI , Eq. 4) and the regularization on z (Lz , Eq. 7)
was less important; specifically, we found α = 0.3,
β = 1e− 6 and ζ = 0.7 to be effective. Otherwise,
we found the model needed to place small but rel-
atively equal weight on the updating phase and z
regularization components; specifically, we found
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model noise η
Dataset

Wiki NYT
Acc F1 Prec Acc F1 Prec

SSDVAE
0.1

0.77± 0.008 0.43± 0.019 0.41± 0.015 0.76± 0.000 0.55± 0.001 0.52± 0.001
RevUp 0.85± 0.005 0.58± 0.015 0.56± 0.012 0.83± 0.000 0.71± 0.002 0.69± 0.002

SSDVAE
0.2

0.69± 0.002 0.35± 0.001 0.33± 0.002 0.67± 0.001 0.44± 0.000 0.41± 0.001
RevUp 0.82± 0.001 0.52± 0.001 0.49± 0.003 0.80± 0.000 0.63± 0.001 0.60± 0.001

SSDVAE
0.3

0.60± 0.010 0.28± 0.018 0.27± 0.013 0.58± 0.001 0.36± 0.000 0.34± 0.000
RevUp 0.79± 0.008 0.45± 0.023 0.42± 0.019 0.77± 0.000 0.58± 0.001 0.55± 0.000

SSDVAE
0.5

0.41± 0.017 0.17± 0.014 0.18± 0.011 0.41± 0.003 0.23± 0.001 0.23± 0.002
RevUp 0.72± 0.007 0.36± 0.022 0.34± 0.017 0.71± 0.001 0.48± 0.001 0.45± 0.000

SSDVAE
0.7

0.23± 0.002 0.09± 0.001 0.11± 0.001 0.22± 0.004 0.11± 0.002 0.13± 0.002
RevUp 0.64± 0.005 0.29± 0.003 0.28± 0.002 0.63± 0.003 0.37± 0.002 0.35± 0.002

SSDVAE
0.9

0.02± 0.001 0.00± 0.000 0.01± 0.000 0.02± 0.001 0.00± 0.000 0.01± 0.000
RevUp 0.41± 0.009 0.09± 0.003 0.11± 0.003 0.25± 0.039 0.06± 0.013 0.09± 0.015

Table 3: Effect of Noise on the test dataset.

model ϵ
Dataset

Wiki NYT
Valid Test Valid Test

RNNLM - 64.02 ±2.53 64.57 ±2.60 65.07 ±3.25 56.96 ±2.82

HAQAE - 49.03 ±3.90 50.10 ±4.05 43.13 ±5.29 39.47 ±4.84

SSDVAE
0.0

46.61 ±1.08 47.50 ±1.06 44.80 ±0.85 39.75 ±1.21
RevUp 44.38 ±1.38 45.36 ±1.40 42.61 ±0.58 39.48 ±0.49

SSDVAE
0.1

45.17 ±1.17 45.91 ±1.15 43.52 ±0.16 39.73 ±0.16
RevUp 43.99 ±1.79 44.87 ±1.83 36.10 ±0.94 33.34 ±0.96

SSDVAE
0.7

44.38 ±0.55 44.79 ±0.58 39.77 ±1.05 36.79 ±0.91
RevUp 40.90 ±1.11 41.74 ±1.05 35.77 ±0.25 33.20 ±0.17

SSDVAE
1.0

36.79 ±0.33 36.96 ±0.34 33.18 ±0.39 30.69 ±0.31
RevUp 34.28 ±0.89 34.85 ±0.90 30.61 ±0.38 28.33 ±0.43

Table 4: Perplexity results on the Wikipedia and NYT
datasets (extension of Table 2). Main results are the
average of three runs, along with standard deviation.

α = 0.1, β = 0.2 and ζ = 1.0 to be effective. We
obtained these values via experimentation on dev
data.

Following SSDVAE and HAQAE models, we
use pre-trained Glove 300 embeddings to represent
tokens and used gradient clipping at 5.0 to prevent
exploding gradients. We use a two-layer of bi-
directional GRU for the encoder and a two-layer
uni-directional GRU for the decoder (with a hidden
dimension of 512 for both). We used early stopping
(lack of validation performance improvement for 3
iterations).
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model ϵ
Dataset

Wiki NYT
Acc F1 Prec Acc F1 Prec

SSDVAE
0.1

0.02± 0.002 0.01± 0.001 0.02± 0.002 0.02± 0.002 0.00± 0.001 0.01± 0.003
RevUp 0.06± 0.001 0.02± 0.000 0.04± 0.000 0.05± 0.003 0.02± 0.001 0.04± 0.002

SSDVAE
0.3

0.10± 0.002 0.05± 0.001 0.08± 0.002 0.11± 0.003 0.06± 0.001 0.09± 0.002
RevUp 0.23± 0.002 0.11± 0.001 0.13± 0.000 0.17± 0.005 0.07± 0.002 0.09± 0.002

SSDVAE
0.5

0.23± 0.002 0.11± 0.000 0.14± 0.001 0.25± 0.005 0.15± 0.002 0.18± 0.003
RevUp 0.44± 0.014 0.22± 0.009 0.21± 0.006 0.36± 0.017 0.22± 0.008 0.22± 0.007

SSDVAE
0.7

0.52± 0.008 0.28± 0.008 0.28± 0.007 0.56± 0.005 0.40± 0.005 0.39± 0.004
RevUp 0.84± 0.004 0.65± 0.003 0.65± 0.002 0.76± 0.010 0.61± 0.015 0.57± 0.018

SSDVAE
0.9

0.84± 0.004 0.61± 0.008 0.62± 0.010 0.83± 0.001 0.77± 0.013 0.78± 0.014
RevUp 0.86± 0.001 0.72± 0.003 0.73± 0.005 0.85± 0.002 0.81± 0.007 0.82± 0.008

SSDVAE
1.0

0.85± 0.002 0.68± 0.003 0.69± 0.003 0.84± 0.001 0.81± 0.002 0.82± 0.001
RevUp 0.87± 0.003 0.75± 0.008 0.76± 0.009 0.85± 0.001 0.82± 0.007 0.83± 0.006

Table 5: Classification Results: these are the full numeric values (averages and standard deviations computed from
three runs) for the graphs shown in Fig. 4.
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