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Abstract

Text-guided image inpainting (TGII) aims to
restore missing regions based on a given text
in a damaged image. Existing methods are
based on a strong vision encoder and a cross-
modal fusion model to integrate cross-modal
features. However, these methods allocate most
of the computation to visual encoding, while
light computation on modeling modality inter-
actions. Moreover, they take cross-modal fu-
sion for depth features, which ignores a fine-
grained alignment between text and image.
Recently, vision-language pre-trained models
(VLPM), encapsulating rich cross-modal align-
ment knowledge, have advanced in most multi-
modal tasks. In this work, we propose a novel
model for TGII by improving cross-modal
alignment (CMA). CMA model consists of a
VLPM as a vision-language encoder, an image
generator and global-local discriminators. To
explore cross-modal alignment knowledge for
image restoration, we introduce cross-modal
alignment distillation and in-sample distribu-
tion distillation. In addition, we employ ad-
versarial training to enhance the model to fill
the missing region in complicated structures
effectively. Experiments are conducted on two
popular vision-language datasets. Results show
that our model achieves state-of-the-art perfor-
mance compared with other strong competitors.

1 Introduction

Text-guided image inpainting (TGII), involving
computer vision (CV) and natural language pro-
cessing (NLP), aims to restore visual content for a
missing area in a damaged image based on a given
text (Zhang et al., 2020a). With the development
of CV and NLP, it plays an essential role in many
real-world applications, such as image editing (Zhu
et al., 2020), damaged image restoration (Liu et al.,
2019), and image rendering (Kirillov et al., 2020).
Therefore, it has become one of the most crucial
areas in CV and NLP.
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Figure 1: Different categories of vision-and-language
models. left: most of the computation on visual en-
coding; right: most of the computation on modeling
modality interactions.

Existing methods (Zhang et al., 2020b; Lin
et al., 2020; Wu et al., 2021) adopt an encoder-
decoder framework as their backbone with a vision-
language fusion module to introduce textual infor-
mation. These methods use separate encoders for
images and texts, heavier on the former. Then, the
vision-language fusion module is used to integrate
the features from the two modalities through a sim-
ple similarity calculation of features, or shallow
attention layers (Vaswani et al., 2017), as shown
on the left of Figure 1. Most of the computation
of these methods on visual encoding, while tex-
tual features only serve as a complement to deep
visual features, which ignores the importance of
deep interaction of multimodal information. More-
over, these methods share a common drawback:
they do not perform well for natural image datasets
with a wide variety of objects (e.g., MSCOCO (Lin
et al., 2014)). The reason is that these methods
lack fine-grained alignment knowledge of texts and
images to guide the fusion of cross-modal infor-
mation in multimodal interactions. Besides, their
fusion modules lack powerful cross-modal reason-
ing capabilities.

Recently, providing the success of pre-trained
language/vision Transformer (Devlin et al., 2019;
Dosovitskiy et al., 2021; Zhou et al., 2022a),
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some works (e.g., ViLT (Kim et al., 2021) and
SimVLM (Wang et al., 2021)) pre-train a vision-
and-language Transformer on a large-scale image-
text dataset. These Vision-and-Language Pre-
trained Models (VLPM) achieve exciting perfor-
mance on many multimodal downstream tasks. The
reason is that VLPM encapsulates rich image and
text alignment knowledge and has a strong cross-
modal reasoning capability (Chen et al., 2020; Kim
et al., 2021). To enhance the cross-modal interac-
tion between images and texts, Kim et al. (2021)
propose ViLT, which focuses most of the compu-
tation on modeling the multimodal interaction, as
shown on the right side of Figure 1.

Motivated by Kim et al. (2021), we propose a
novel model enhanced by cross-modal alignment
(CMA) for text-guided image inpainting, compris-
ing a vision-and-language encoder, an image gen-
erator and global-local discriminators. Different
from previous works (Zhang et al., 2020b; Lin
et al., 2020; Wu et al., 2021), we employ a vision-
and-language encoder based on VLPM to encode
images and texts instead of separate vision and
language encoders. The vision-and-language en-
coder can encode images and texts in a cross-modal
interaction manner to implement visual priors re-
construction. Then, the visual features integrating
textual information (i.e., reconstructed visual pri-
ors) obtained by VLPM are passed to an image
generator to generate a restored image. To improve
cross-modal alignment for image inpainting, we in-
troduce cross-modal alignment distillation to guide
a fine-grained fusion of cross-modal knowledge.
Moreover, to further strengthen the visual priors
reconstruction, we utilize in-sample distillation to
enhance the model’s cross-modal reasoning capa-
bility for the content of missing regions. Besides,
we employ adversarial learning to improve the qual-
ity of generated images through global-local dis-
criminators.

Experiments are conducted on two popular
image-text datasets with a wide variety of objects
(i.e., MSCOCO (Lin et al., 2014) and Flicker30K
(Plummer et al., 2017)). Experimental results
demonstrate that our method achieves state-of-the-
art performance compared to other strong com-
petitors. In addition, we analyze the effectiveness
of each module of our method and the impact of
cross-modal alignment. Moreover, we also conduct
extensive analysis to verify the effectiveness of our
method.

2 Method

In this section, we will introduce our CMA model
as shown in Figure 2. CMA model consists of a
vision-and-language encoder, an image generator
and global-local discriminators. In addition, details
about training and inference are elaborated.

2.1 Vision-and-Language Encoding
In previous works (Zhang et al., 2020b; Lin et al.,
2020; Wu et al., 2021), images and texts are en-
coded by separate encoders. Specifically, a CNN-
based image encoder is used to extract visual fea-
tures for images, while a RNN-based text encoder
is used to encode text to obtain textual features.
Next, the image and text features are integrated by
a multimodal fusion module to obtain multimodal
representations (i.e., reconstructed visual priors).
In this work, we employ a novel Transformer-based
cross-modal encoder for image and text encoding,
a vision-and-language encoder instead of two sepa-
rate encoders. For language encoding, we employ a
word embedding matrix to embed text T ∈ RL×|V |

into T̄ ∈ RL×e, where L, |V |, and e denote the
length of text, size of vocabulary and size of embed-
ding, respectively. For visual encoding, an image
I ∈ RC×H×W is sliced into patches and flattened
to V ∈ RN×(P 2×C), where P is the size of patch
and N equal to (H×W )/P 2. Following Kim et al.
(2021), V is embedded into V̄ ∈ RN×e:

V̄ = Linear-Projection(V ) (1)

where the details of linear projection can be found
in (Kim et al., 2021). Next, images and texts are
encoded in a cross-modal interaction manner:

[T̂ ; V̂ ] = Trans-Enc([T̄ ; V̄ ]) (2)

where [; ] denote a concatenation operation, and
outputs of the vision-and-language encoder can
be represented as T̂ ∈ RL×e for textual represen-
tations and V̂ ∈ RN×e for reconstructed visual
priors. Compared to CNN constrained by its in-
herent properties (e.g., spatial-invariant kernels),
which are not conducive to understanding global
features (Wan et al., 2021), Transformer-based en-
coders have a natural advantage in encoding global
features across modalities.

2.2 Image Generation
The process of image generation includes two
stages. The first stage is to downsample the vi-
sual priors to extract deep visual representations.
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Figure 2: Overview of our model. Blue rounded rectangles denote trainable modules. Green right rectangles indicate
training objectives or operations.

Next, performing upsampling for deep visual rep-
resentations to generate a restored image. Differ-
ent from the previous works (Zhang et al., 2020b;
Lin et al., 2020; Wu et al., 2021), we do not in-
tegrate a fusion module to introduce textual fea-
tures in the image generation process because the
texts are introduced into the vision-and-language
encoders. Although transformers demonstrate their
effectiveness in long-term relations and the advan-
tage of understanding global features, their com-
putational complexity is quadratic with the input
length, which hinders image generation (Wan et al.,
2021). Therefore, our image generator consists of
two CNN-based components, an encoder for down-
sampling and a decoder for upsampling. Similar to
(Zhang et al., 2020a), we employ a 5-layer ResNet
(He et al., 2016) as the downsampling encoder, and
the visual priors are fed into it to obtain deep visual
representations:

v = Down-Sampling(V̂ ) (3)

In addition, we pass v into the upsampling decoder
to perform image reconstruction to generate a re-
stored image, and the upsampling decoder consists
of a 5-layer residual generator network.

Ir = Up-Sampling(v, V̂ ) (4)

The visual priors obtained by the vision-and-
language encoder are input to the upsampling de-
coder through a skip connection to provide detailed
information that forgets in the downsampling stage.

2.3 Training
For model training, we construct five training objec-
tives, including cross-modal alignment distillation,
in-sample distillation, word patch alignment, recon-
struction loss and global-local adversarial loss.

Cross-Modal Alignment Distillation. To guide
image inpainting through cross-modal alignment
knowledge, we pass the original image and text to
the vision-and-language encoder to obtain a text
representation T̂o and a visual priors V̂o. Then,
we obtain the correlation map Mo between each
token of text and each image patch by calculating
the similarity between them. The correlation map
corresponding to the corrupted image and text is
denoted as Mr. Next, we compute the pair-wise
similarity distillation loss between the two correla-
tion maps:

ℓCMAD =
1

N × L

L∑

i=1

N∑

j=1

(arij − aoij)
2 (5)

arij =
tr⊤i vr

j

∥tri ∥2∥vr
j∥2

, arij ∈ Mr (6)

aoij =
to⊤i vo

j

∥toi ∥2∥vo
j∥2

, aoij ∈ Mo (7)

where tri ∈ T̂ , vr
j ∈ V̂ , toi ∈ T̂o and vo

j ∈ V̂o,
respectively.

In-Sample Distillation. Besides using cross-
modal alignment knowledge to guide image inpaint-
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ing, we propose in-sample distillation. The purpose
of this objective is to guide the damaged image to
infer visual priors closer to that from the original
image based on the text and known regions, i.e.,

ℓISD =
1

N

N∑

i=1

KL (vo
i ∥vr

i ) . (8)

where KL denotes Kullback–Leibler divergence.

Word Patch Alignment. To maintain that the
cross-modal alignment knowledge of the model is
not degraded, we use the word patch alignment
objective to preserve the cross-modal alignment
knowledge integrated into the model.

ℓWPA = min
T∈Π(a,b)

N∑

i=1

L∑

j=1

Tij · c
(
vo
i , t

o
j

)
(9)

c(vo
i , t

o
j) = 1−

vo⊤
i toj

∥vo
i ∥2∥toj∥2

(10)

Π(a,b) = {T ∈ RN×L | T1m = a,

T⊤1n = b} (11)

where 1n denotes an n-dimensional all-one vector;
T is a transport plan. The details can be found in
(Kim et al., 2021).

Reconstruction Loss. We adopt the ℓ1-norm er-
ror as the loss function between the restored image
and its corresponding ground-truth image Igt:

ℓ1 = ||Ir − Igt||1, (12)

Global Adversarial Loss. In image generation,
the adversarial loss (Goodfellow et al., 2014) ef-
fectively improves the quality of the generated im-
age. However, adversarial training is unstable since
keeping the balance between the generator and dis-
criminator is difficult. To tackle this problem, Ar-
jovsky et al. (2017) propose the Wasserstein gen-
erative adversarial nets (WGAN) that can improve
the stability of adversarial learning. We employ a
WGAN hinge loss as the adversarial loss, and it
can be formulated as follows:

ℓG−adv,G =Ex̂∼Pdata(Ir)[−D(x̂)] (13)

ℓG−adv,D =Ex∼Pdata(Igt)[ReLU(1−D(x))]

+Ex̂∼Pdata(Ir)[ReLU(1 +D(x̂))]

(14)

where D(·) denotes a global discriminator; ReLU
is the rectified linear unit function; Ladv,G and

Ladv,D are loss function for inpainting model and
discriminator, respectively.

The discriminator D(·) consists of 5-layer
ResNet, followed by a fully connected layer. Each
convolutional layer in ResNet applies spectral nor-
malization to satisfy the Lipschitz constraints of
Wasserstein GANs.

Local Adversarial Loss. For the local discrim-
inator, we use the same settings as the global dis-
criminator, and the loss is defined as:

ℓL−adv,G =Ex̂l∼Pdata(Ir)[−Dl(x̂l)] (15)

ℓL−adv,D =Exl∼Pdata(Igt)[ReLU(1−Dl(xl))]

+Ex̂l∼Pdata(Ir)[ReLU(1 +Dl(x̂l))]

(16)

where xl denotes the restored image or ground truth
corresponding to the missing region; Dl(·) denotes
a local discriminator.

Considering the loss functions above, the objec-
tive function of our model in the generation stage
can be defined as:

ℓG =λℓCMAD + λℓISD + αℓWPA + βℓ1

+γℓG−adv,G + γℓL−adv,G (17)

where the λ, α, β and γ are the hyper-parameters
used to balance the objective function.

In addition, the objective function of our model
in the discriminative stage can be defined as:

ℓD = γℓG−adv,D + γℓL−adv,D (18)

2.4 Inference
During inference, we first pass image I and text
T into the cross-modal encoder (i.e., Equ.1 and
Equ.2) to obtain the visual representation V̂ . Next,
we deliver the visual representation V̂ into the gen-
erator (i.e., Equ.3 and Equ.4) to generate a restored
image Ir.

3 Experiments

3.1 Dataset and Evaluation Metrics
We conduct the experiment on two datasets:
MSCOCO (Lin et al., 2014) and Flicker30K
(Plummer et al., 2017). For the MSCOCO and
Flicker30K datasets, we split them following their
original training, validation and test set. Following
Zhang et al. (2020a), we also set the mask for an
image in two types: center mask and object mask.
A center mask refers to a square mask taking 50%
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Method ℓ1 (%) ↓ FID ↓ KID ↓ TV loss (%) ↓ PSNR ↑ SSIM (%) ↑
CSA (Liu et al., 2019) 5.14 50.88 2.85 4.32 19.87 82.53
PICNet (Zheng et al., 2019) 5.63 53.57 3.19 4.55 19.58 81.87
CTSDG (Guo et al., 2021) 5.03 48.95 2.56 4.31 19.98 82.69
MMFL (Lin et al., 2020) 4.36 44.33 2.22 4.28 20.73 82.92
TGII (Zhang et al., 2020b) 4.22 44.02 1.87 4.39 20.87 83.07
TDANet (Zhang et al., 2020a) 4.13 42.38 1.67 4.59 20.91 83.34
ALMR (Wu et al., 2021) 4.17 43.43 1.79 4.27 20.81 83.15
CMA (ours) 3.78 39.52 1.34 4.17 22.07 85.18

Table 1: Results on MSCOCO with the center mask.

Method ℓ1 (%) ↓ FID ↓ KID ↓ TV loss (%) ↓ PSNR ↑ SSIM (%) ↑
CSA (Liu et al., 2019) 8.79 53.49 3.65 4.85 18.99 75.50
PICNet (Zheng et al., 2019) 9.15 56.80 3.72 5.09 18.78 74.98
CTSDG (Guo et al., 2021) 8.69 51.64 3.36 4.82 19.13 75.84
MMFL (Lin et al., 2020) 7.59 47.15 2.91 4.53 20.07 76.16
TGII (Zhang et al., 2020b) 7.53 46.73 2.82 4.59 20.27 76.46
TDANet (Zhang et al., 2020a) 7.48 45.30 2.45 4.70 20.55 76.93
ALMR (Wu et al., 2021) 7.54 46.01 2.61 4.46 20.35 76.50
CMA (ours) 7.00 42.23 2.01 4.30 21.75 78.67

Table 2: Results on MSCOCO with the object mask.

Method ℓ1 (%) ↓ FID ↓ KID ↓ TV loss (%) ↓ PSNR ↑ SSIM (%) ↑
CSA (Liu et al., 2019) 4.99 50.76 2.78 4.14 19.93 83.97
PICNet (Zheng et al., 2019) 5.29 52.25 3.14 4.39 19.70 82.21
CTSDG (Guo et al., 2021) 4.78 48.66 2.54 4.10 20.39 84.21
MMFL (Lin et al., 2020) 4.13 43.92 2.12 4.26 20.78 83.96
TGII (Zhang et al., 2020b) 4.11 43.34 1.73 4.29 21.48 84.49
TDANet (Zhang et al., 2020a) 3.92 41.46 1.54 4.16 21.36 84.17
ALMR (Wu et al., 2021) 4.05 42.43 1.60 4.12 21.22 83.42
CMA (ours) 3.61 38.30 1.29 4.00 22.55 86.33

Table 3: Results on Flickr30K with the center mask.

area in the center of an image. An object mask indi-
cates masking an image based on the object boxes
provided by every image. To evaluate the perfor-
mance of our model and other methods on these
datasets, we utilize the ℓ1 loss, Frechet Inception
Distance (FID) (Heusel et al., 2017), Kernel In-
ception Distance (KID) (Heusel et al., 2017), total
variation (TV) (Rudin et al., 1992), peak signal-to-
noise ratio (PSNR) (Fardo et al., 2016) and struc-
tural similarity index (SSIM) (Wang et al., 2004)
as metrics to report the results. ℓ1 measure the
ℓ1 distance between restored and original images.
FID and KID measure the quality of restored im-
ages based on human perception. PSNR and SSIM
measure structural similarity between restored and
original images and the ℓ2 distance.

3.2 Experimental Settings

For training images in MSCOCO and Flicker30K,
we resize them to make their minimal height/width
256 and crop them based on size 256 × 256 at the

center. During training, we set the λ as 2, α as 1, β
as 1 and γ as 0.1 in the objective function, and the
model is trained by an Adam optimizer (Kingma
and Ba, 2015) with the learning rate of 1 × 10−4.
In the vision-and-language encoder, the patch size,
intermediate size and hidden size are 32, 3072 and
768. For a masked patch, we utilize a special token
[Vmask] as input. We employ ViLT (Kim et al.,
2021) to initialize our vision-and-language encoder.
The weight decay and gradient clipping are set
to 0.01 and 1.0. The maximum training epoch
and batch size are 200 and 128. Warmup steps
and maximum sequence length are set to 2000 and
40. Our experiments are conducted on 2 × V100
GPUs. We choose models with the best result on
the validation set and report the results on the test
set based on the models.

3.3 Main Results

The experimental results of our method and previ-
ous works on MSCOCO and Flicker30K are shown

3449



Method ℓ1 (%) ↓ FID ↓ KID ↓ TV loss (%) ↓ PSNR ↑ SSIM (%) ↑
CSA (Liu et al., 2019) 8.60 53.18 3.57 4.75 19.21 75.82
PICNet (Zheng et al., 2019) 9.01 56.59 3.64 4.99 19.16 75.95
CTSDG (Guo et al., 2021) 8.45 51.35 3.30 4.69 19.22 76.73
MMFL (Lin et al., 2020) 7.58 46.53 2.86 4.53 20.34 76.42
TGII (Zhang et al., 2020b) 7.39 46.52 2.73 4.56 20.82 76.82
TDANet (Zhang et al., 2020a) 7.37 44.72 2.42 4.55 21.04 77.43
ALMR (Wu et al., 2021) 7.40 45.74 2.52 4.36 20.56 76.57
CMA (ours) 6.86 41.28 1.91 4.25 22.07 79.93

Table 4: Results on Flickr30K with the object mask.

Method ℓ1 (%) ↓ FID ↓ KID ↓ TV loss (%) ↓ PSNR ↑ SSIM (%) ↑
CSA (Liu et al., 2019) 4.04 56.88 2.74 3.70 20.03 81.12
PICNet (Zheng et al., 2019) 3.78 47.33 2.46 3.74 20.16 82.04
CTSDG (Guo et al., 2021) 3.63 38.05 1.98 3.71 20.73 82.64
MMFL (Lin et al., 2020) 3.42 29.79 1.39 3.59 20.68 82.36
TGII (Zhang et al., 2020b) 3.54 32.57 1.51 3.63 20.55 81.89
TDANet (Zhang et al., 2020a) 3.57 30.82 1.49 3.61 20.79 82.68
ALMR (Wu et al., 2021) 3.32 15.78 0.52 3.52 20.66 80.61
CMA (ours) 3.07 14.21 0.41 3.51 20.84 82.68

Table 5: Results on CUB with the center mask.

Method ℓ1 (%) ↓ FID ↓ KID ↓ TV loss (%) ↓ PSNR ↑ SSIM (%) ↑
CSA (Liu et al., 2019) 6.76 59.91 3.00 4.21 19.03 70.97
PICNet (Zheng et al., 2019) 6.42 50.16 2.82 4.32 18.96 70.27
CTSDG (Guo et al., 2021) 5.83 40.19 2.23 4.13 19.38 72.16
MMFL (Lin et al., 2020) 4.63 32.00 2.13 3.79 20.32 78.24
TGII (Zhang et al., 2020b) 4.72 34.39 2.07 3.93 20.10 78.65
TDANet (Zhang et al., 2020a) 4.71 33.10 2.03 3.72 20.40 77.77
ALMR (Wu et al., 2021) 4.51 26.33 1.66 3.71 20.25 75.69
CMA (ours) 4.24 18.96 1.49 3.64 20.48 78.75

Table 6: Results on CUB with the object mask.

in Table 1, Table 2, Table 3 and Table 4. From the
tables, we can see that our model achieves state-of-
the-art results compared with other strong competi-
tors. In addition, we can make two observations:
Firstly, using text to guide image inpainting can
significantly improve the performance. For exam-
ple, the text-guided image inpainting methods (i.e.,
MMFL, TGII, TDANet, ALMR and CMA) out-
perform standard image inpainting methods (i.e.,
CSA, PICNet and CTSDG). Next, for the gap be-
tween results on center masks and object masks,
it shows that recovering completely removed ob-
jects is more difficult. Besides, we show results on
the CUB (Wah et al., 2011) dataset without a wide
variety of objects in Tabel 5 and Tabel 6. Results
show our method outperforms other methods.

3.4 Ablation Study

We conduct an ablation study to investigate the
effectiveness of each component of our approach
and the results are reported in Table 7. We first in-

Method FID ↓ KID ↓ PSNR ↑ SSIM (%) ↑
CMA 39.52 1.34 22.07 85.18

w/o G-Adv. 43.72 2.17 21.39 84.12
w/o L-Adv. 42.59 1.84 21.74 84.75
w/o Adv. 50.94 2.91 19.68 82.49
w/o Recon. 47.57 2.48 20.49 83.56
w/o CMAD 53.39 3.12 19.55 81.94
w/o ISD 52.84 3.06 19.67 82.23
w/o WPA 52.33 3.10 19.63 82.58

Table 7: Ablation study. ‘G-Adv.’, ‘L-Adv.’ and ‘Adv.’
denote global, local and both adversarial losses, respec-
tively. ‘Recon.’, ‘CMAD’, ‘ISD’ and ‘WPA’ indicate
reconstruction loss, cross-modal alignment distillation,
in-sample distillation objectives and word patch align-
ment, respectively.

vestigate the impact of the adversarial learning by
removing global adversarial loss, local adversarial
loss and both adversarial losses and find that the
performance drops. The reason is that adversarial
objectives focus on high-level features, which can

3450



39.00

40.00

41.00

42.00

43.00

0.1 0.5 1.0 2.0 5.0 10.0

FI
D

𝜆

Figure 3: Performance of our model with different trade-
off parameters λ.

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0 40 80 120 160 200

Lo
ss

Epoch

CMAD Loss Global Discriminator Loss

Figure 4: The adversarial loss and cross-modal align-
ment distillation loss on the training set w.r.t different
epochs in the training phase.

effectively fill the missing region on complicated
structures. Next, we test our method without recon-
struction loss, which also decreases scores on all
metrics. It demonstrates that image reconstruction
plays an essential role in model training. Finally,
we compare our method with the baseline without
cross-modal alignment distillation and in-sample
distillation, and the performance drops significantly.
It indicates that the CMAD and ISD objectives can
enhance the cross-modal alignment for text-guided
image inpainting.

3.5 Analysis

3.5.1 Impact of Cross-Modal Alignment
To assess the impact of cross-modal alignment for
our method, we set different trade-off parameters
λ. Specifically, during model training, we set a
different λ for the loss function in Eq.17. The
performance of our method in different λ is re-
ported in Figure 3. It is observed that with the λ
increased, FID first drops and then rises, indicating
that our method’s performance first rises and then
drops. The results demonstrate that the cross-modal
alignment objective is crucial for our method, but

Method Naturalness Semantic Consistency

CMA 1.44 1.46
TDANet 2.39 2.52
ALMR 2.77 2.64
CSA 3.40 3.38

Table 8: Numerical ranking score of user study. The
lower the score, the better the performance.
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Figure 5: Ranking score distribution of the user study.
“S” means semantic consistency score, “N” means natu-
ralness.

overemphasizing the objective may hinder model
learning.

3.5.2 Deep Dive into Cross-Modal Alignment
We take a deep dive into the impact of cross-modal
alignment. In our method, adversarial learning in-
volves a global discriminator to distinguish whether
the generated image is original or generated, and
the cross-modal alignment objective is to guide vi-
sual priors reconstruction. Their loss values, i.e.,
ℓG−adv,D and ℓCMAD, are plotted in Figure 4. We
can see that the loss of cross-modal alignment ob-
jective quickly drops and then slowly drops, in-
dicating that the model gets good performance on
visual priors reconstruction. Meanwhile, we can ob-
serve that the adversarial loss of the discriminator
quickly drops and then slowly goes up, demonstrat-
ing that we can see that the classification loss of
the discriminator gets good performance and then
is fooled later by the image generated from the
image generator. Therefore, it shows that the cross-
modal alignment objective supports the adversarial
learning very well.

3.5.3 User Study
Following Zhang et al. (2020a), we take a user
study to quantify the qualitative comparison from
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the human perspective. We randomly collected 100
images in center masks from the MSCOCO test
dataset. Each sample includes four generated im-
ages from CMA, PICNet, ALMR and CSA, respec-
tively. These four images are randomly shuffled
for five volunteers who rank images according to
naturalness and the semantic consistency with the
text description. Next, we computed the average
ranking score as shown in Table 8 and show their
distribution in Figure 5. From the results, we can
observe that our model outperforms other competi-
tors in naturalness and semantic consistency. It
demonstrates the effectiveness of our method from
a qualitative perspective.

3.6 Qualitative Results

As demonstrated in Figure 6, we give qualitative
comparison examples of our method and other
methods. We can find that our model can generate
more semantically plausible objects in the missing
region. Firstly, comparing PICNet with TDANet
and our method, extracting the semantic informa-
tion from the text can improve the repair effect of

the model in the missing area of the image. Sec-
ondly, we can observe that TDANet can generate
preliminary results, such as the outlines and part
content of "cat", "truck" and "people" in examples,
but many details of the object are very unnatural.
In contrast, our method can further generate the
details of the object based on generating the out-
line and content of the object. It demonstrates that
cross-modal alignment can effectively supplement
missing object information.

4 Related Work

4.1 Image Inpainting

Image inpainting (Bertalmío et al., 2000) aims to
restore a damaged image, whose categories of ap-
proaches mainly are patch-based and deep learning-
based. The patch-based methods (Barnes et al.,
2009; Huang et al., 2014) fill the holes through
searching and pasting patches based on image
known regions. Huang et al. (2014) propose a
method using the mid-level structural cues to au-
tomatically guide the image inpainting. However,

3452



these methods are not effective to fill in the missing
region on complicated structures, due to the focus
on low-level features. To address the limitation of
existing patch-based methods, there has been grow-
ing interest in deep learning-based methods (Pathak
et al., 2016; Iizuka et al., 2017; Ren et al., 2019).
The Context Encoder (CE) is proposed by (Pathak
et al., 2016), which uses the encoder-decoder archi-
tecture and the Generative Adversarial Networks
(GAN) (Goodfellow et al., 2014) to learn image
features. Although the CE improves the inpainting
by the image features learning, it is not effective
to tackle the visual artifacts and exhibits blurri-
ness in the image recovered regions. For solving
the aforementioned problems, Iizuka et al. (2017)
introduce the local and global discriminator for
the image inpainting of arbitrary missing regions,
which improves the local and global consistency
of generated image. The StructureFlow (Ren et al.,
2019) consisted of a structure reconstructor and a
texture generator, which can focus on recovering
global structures and synthesizing high-frequency
details. Although the existing image inpainting
methods can fill in the holes in the image, generat-
ing specific content in the missing region remains
challenging, without any known information.

4.2 Text-Guided Image Inpainting
To address this problem, many text-guided image
inpainting works are proposed (Zhang et al., 2020b;
Lin et al., 2020). In these works, the specific con-
tent in the missing area can be restored based on the
given descriptive text. Existing text-guided image
inpainting methods include two processes: seman-
tic information extraction and multimodal fusion.
The semantic information extraction aims to obtain
semantic information which does not match the
image, such as the dual multimodal attention mech-
anism (Zhang et al., 2020a). However, these meth-
ods are hard to work well in the image set with a
variety of different objects. The reason is that these
methods lack fine-grained alignment knowledge of
texts and images to guide the fusion of cross-modal
information in multimodal interactions. Besides,
their fusion modules lack powerful cross-modal
reasoning capabilities.

4.3 Vision-Language Pre-training (VLP)
Motivated by the success of the language/vision
pre-trained model (Devlin et al., 2019; Dosovitskiy
et al., 2021; Zhou et al., 2022b), there is a surging
interest in developing a pre-trained model for mul-

tiple modalities (e.g., vision and language) (Chen
et al., 2020; Radford et al., 2021; Kim et al., 2021;
Zhou, 2022). For example, a pioneering work CLIP
(Radford et al., 2021) employs contrastive learn-
ing to predict whether matching between image
and text and shows its powerful capability in many
downstream tasks. UNITER (Chen et al., 2020) and
UNIMO (Chen et al., 2020) employ an object detec-
tor (e.g., Faster R-CNN (Ren et al., 2017)) to cap-
ture vision features, and a multi-layer transformer
(Vaswani et al., 2017) is used to joint learn vision
features and text features. Kim et al. (2021) discuss
different taxonomy of vision-and-language mod-
els and propose ViLT, a pre-trained model more
focused on modeling modality interactions. In ad-
dition, ViLT totally discards convolutional visual
features and adopts vision transformers.

5 Conclusion

In this work, we explore a novel CMA model for
text-guided image inpainting. In the CMA model,
we integrate a vision encoder and a text encoder
into a vision-and-language encoder, which is differ-
ent from previous works. The vision-and-language
encoder allocates more computation on modeling
modality interactions instead of visual encoding. In
addition, we introduce two objectives to improve
cross-modal alignment, dubbed cross-modal align-
ment and in-sample distillation. The cross-modal
alignment objective guides the model to fuse cross-
modal features. Experimental results demonstrate
that the proposed model delivers new state-of-the-
art performance, followed by further analyses to
provide comprehensive insights.

Limitations

Compared with previous text-guided image inpaint-
ing methods (Zhang et al., 2020b; Lin et al., 2020;
Wu et al., 2021), our method performs well for
natural image datasets with a wide variety of ob-
jects. However, the recovery of our method for
completely missing objects in images is not perfect.
The reason is that the size of our model limits its
capabilities. The large image generation models
(e.g., DALL·E (Ramesh et al., 2021)) show their
powerful capability to generate a plausible image.
Due to the limitation of computational resources,
we could not train a large model of similar size to
DALL·E, which hinders verifying the effectiveness
of our method on a large model.
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