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Abstract

Natural Language Processing (NLP) tools have
been rapidly adopted in political science for
the study of conflict and violence. In this pa-
per, we present an application to analyze vari-
ous lethal and non-lethal events conducted by
organized criminal groups and state forces in
Mexico. Based on a large corpus of news arti-
cles in Spanish and a set of high-quality anno-
tations, the application evaluates different Ma-
chine Learning (ML) algorithms and Large Lan-
guage Models (LLMs) to classify documents
and individual sentences, and to identify spe-
cific behaviors related to organized criminal
violence and law enforcement efforts. Our ex-
periments support the growing evidence that
BERT-like models achieve outstanding classifi-
cation performance for the study of organized
crime. This application amplifies the capacity
of conflict scholars to provide valuable infor-
mation related to important security challenges
in the developing world.

1 Introduction

Recent advancements in Natural Language Process-
ing (NLP) have revolutionized political science
analyses by enabling efficient and accurate anal-
ysis of large volumes of text. These tools have
demonstrated impressive capabilities in tackling
complex text analysis tasks, leading to their in-
creasing adoption by political scientists including
conflict scholars specialized in the study of vio-
lence and crime (Hu et al., 2022; Halterman et al.,
2023b,a; Hiirriyetoglu et al., 2022; Motlicek, 2023).
In this paper, we present an application of various
Machine Learning (ML) algorithms and Large Lan-
guage Models (LLMs) to analyze a variety of be-
haviors by organized criminal groups in Mexico by
processing text written in Spanish.

By leveraging these state-of-the-art NLP tech-
niques, we aim to make significant contributions
to the study of organized criminal violence and
law enforcement efforts in developing countries.
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Based on a set of high-quality annotations, we train
and evaluate different ML algorithms and LLMs
to determine their effectiveness in detecting and
categorizing organized crime violence and law en-
forcement. Furthermore, we extend our analysis
beyond simple document-level classification by an-
alyzing the relevance of specific sentences within
documents and then analyzing the specific types of
events described in the narratives. In this way, we
move beyond the identification of organized crimi-
nal groups as named entities (Osorio and Beltran,
2020; Coscia and Rios, 2012; Signoret et al., 2021),
and focus on analyzing criminal behaviors.

Results show the high levels of performance of
BERT-like models to effectively classify relevant
news articles, as well as relevant sentences within
them. The models also have remarkable results for
classifying a variety of violent and non-violent ac-
tions perpetrated by criminal groups or conducted
by law enforcement forces.

Overall, our research emphasizes the advantages
of leveraging NLP tools in political science re-
search, particularly in the domain of political vio-
lence and organized crime analysis. By exploiting
their remarkable capabilities for document, sen-
tence, and class classification, researchers can ex-
tract valuable insights from vast corpora in local
languages, thus enabling a more comprehensive
understanding of complex social behaviors. The
elements advanced in this research can pave the
way toward the development of a fully integrated
ML crime analysis system in Spanish.

2 Recent Developments

NLP researchers have advanced various supervised
learning and deep-learning architectures to address
a variety of text analysis challenges (Thangaraj and
Sivakami, 2018; Minaee et al., 2021). Due to the
complexities of analyzing unstructured text, rule-
based developments showed limited performance
when tackling complex NLP tasks until the emer-
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gence of pre-trained language models. In partic-
ular, Google’s Bidirectional Encoder Representa-
tions from Transformers (BERT) language model
(Devlin et al., 2019) became a game-changer in a
variety of NLP tasks. After BERT’s initial devel-
opment in English, Google released multilingual
BERT (mBERT). Political scientists quickly noted
these NLP tools and applied them to a variety of
tasks relevant to political analysis (Kowsari et al.,
2019; Rodriguez and Spirling, 2022; Terechshenko
et al., 2020; Lowe and Benoit, 2013; Rudkowsky
et al., 2018; Héaffner et al., 2023).

Computerized text analysis has a long trajectory
in the study of international conflict, but recent ML
developments are just gaining traction among con-
flict scholars. Early efforts to identify incidents of
political conflict or cooperation using text analysis
relied on complex systems of rules (Schrodt et al.,
2010; Schrodt and Van Brackel, 2013; Boschee
et al., 2016; Ward et al., 2013; Osorio and Reyes,
2017; Osorio et al., 2019). Unfortunately, these
rule-based systems are too rigid and expensive to
update, and the algorithms showed limited perfor-
mance when tackling even basic NLP tasks.

Due to the limitations of rule-based approaches,
recent NLP developments such as ConfliBERT
(Hu et al., 2022) and POLECAT (Halterman et al.,
2023b,a) bring more flexibility and effectiveness in
analyzing political violence. Unfortunately, those
tools are focused exclusively on the English lan-
guage. To address this challenge, scholars such as
Hiirriyetoglu et al. (2022), Caselli et al. (2021), and
Yang et al. (2023) have been advancing multilin-
gual ML tools and LLM to study conflict.

Within this constellation of research, scholars
have been using NLP tools to study organized
crime in Mexico by processing text written in Span-
ish. Early efforts relied on rule-based approaches
to track the territorial presence of organized crimi-
nal groups (Osorio and Reyes, 2017; Osorio, 2015;
Coscia and Rios, 2012; Signoret et al., 2021). A
common limitation of these studies is their exclu-
sive focus on tracking the location of criminal
groups. Unfortunately, this only provides infor-
mation about "who" is present but does not say
much about their behavior. Although (Osorio and
Beltran, 2020) and (Parolin et al., 2021) have been
incorporating ML approaches to study organized
crime, these ML applications have only focused on
a narrow set of behaviors. To address these limi-
tations, this study provides a fully integrated ML

application to identify a broad range of behavioral
trends of criminal groups and state authorities from
news stories written in Spanish.

3 Training Data

Computational social scientists have paid increas-
ing attention to the quality of training data anno-
tations (Grimmer and Stewart, 2013; Hsueh et al.,
20009; Erlich et al., 2022; Krommyda et al., 2021).
Due to the need for high-quality annotations to
maximize ML performance, this study implements
a rigorous annotation protocol. To generate the
training data, the study relied on a group of three
human annotators supervised by the Principal In-
vestigator (PI). The meticulous training, supervi-
sion, and validation protocols implemented in this
project allowed generating high-quality annota-
tions. The protocol consisted of human annotators
classifying information from high a level of ag-
gregation to progressively fine-grained annotations
in three stages: document classification (task 1),
sentence relevance (task 2), and event type (task 3).

Task 1: Document relevance. To ensure the
validity of the data at the highest level of aggrega-
tion, the first task consists of identifying news arti-
cles conveying information on organized criminal
violence and law enforcement efforts against crim-
inal groups. Failing to discriminate the domain-
specificity of the documents increases the risk of
including false positives which are likely to under-
mine the ML performance and the output validity.
This study relies on the document classification
originally conducted by Osorio and Beltran (2020),
who used a team of human annotators to classify
news articles as "relevant” or "not relevant". The
first step consisted of using a query to gather news
articles from 110 national and local newspapers in
Mexico. Then, annotators classified as "relevant”
news reports that provide descriptions of factual
incidents of criminal violence or law enforcement
against criminal groups. These incidents include
armed confrontations between criminals; armed
clashes between criminals and government authori-
ties; arrests of members of criminal groups; drug
seizures; seizures of assets (e.g. vehicles, money,
real state); seizures of weapons; or the capture of
high-profile targets. The team of annotators clas-
sified as "not relevant" news stories that do not
make direct reference to organized criminal vio-
lence events; editorial opinions about criminal vi-
olence; statements or claims from victims, civil
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Figure 1: Annotations of relevant news articles (task 1)

society organizations, or government officials; or
summaries from government authorities providing
a cumulative report of law enforcement activities.

The training data at the document level consists
of 60,837 news articles in Spanish, out of which
61% are "relevant" and the other 39% are "not
relevant” (see Figure 1). This large training data
was produced with high inter-annotator reliability
(F1=0.904), reported by Osorio and Beltran (2020).

Task 2: Sentence relevance. This study goes
beyond the document-level classification initially
implemented by Osorio and Beltrdn (2020) and
analyzes the relevance of specific sentences. To
do so, we selected a random sample of relevant
documents from task 1 and disaggregated them
into individual sentences. A team of human an-
notators classified sentences as "relevant” or "not
relevant” following the criteria proposed by Osorio
and Beltrdn (2020). An initial group of six anno-
tators underwent a three-week training program to
gain familiarity with the ontology. In this process,
the annotators labeled the same corpus in several
rounds. Then, the PI selected the three annotators
with the highest inter-annotator reliability score
(F1>0.8) to work on task 2.

We used www . tagtog. com, a web-based an-
notation platform, to annotate a collection of
12,252 sentences. Under the PI’s supervision, the
team of annotators independently classified each
sentence and implemented a cross-validation pro-
cess consisting of several rounds of revision to
ensure the consistency of their labeling decisions.
After each sentence received three validated clas-
sifications, the team generated the gold standard
record (GSR). To do so, the PI randomly assigned
a set of sentences to each annotator, who evaluated
the set of anonymous annotations from the previ-
ous round and determined the most accurate one
as the GSR. Figure 2 shows the binary annotation
that produced a balanced collection of 51.7% of the
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Figure 2: Annotations of relevant sentences (task 2)

sentences as "relevant” and the other 48.3% as "not
relevant”, with a high inter-annotator agreement of
F1=0.9982.

Task 3: Event type. The next step consists of
annotating the type of event in the relevant para-
graphs derived from the previous step. To do so, the
annotators relied on a detailed codebook to classify
11 different types of events: (i) Criminal violence
vs. criminals, (ii) Criminal violence vs. state, (iii)
Criminal violence vs. civilians, (iv) Drug traffick-
ing or production, (v) State violence vs. criminals,
(vi) State arrest of criminals, (vii) State seizure of
drugs, (viii) State seizure of guns, (ix) State seizure
of assets, (x) State violence vs. civilians, and (xi)
Civilian violence vs. criminals.

Classifying unstructured text using a large num-
ber of categories can be challenging, particularly
when the narrative conveys information about mul-
tiple events. Identifying multiple actors conducting
different actions in the same sentence can generate
intractable annotation schemes. To address this
challenge, the PI modified the annotation space
to enable multiple-actor-action classification. Fig-
ure 3 shows the interface using the same sentence
to classify three different actions: an arrest (event
1), an attack on the police (event 2), and violence
against civilians (event 3). The interface allows
coding up to four distinct types of actions from the
same sentence. '

According to the annotation output in Figure 4,
about 51.7% of the sentences contain a single event,
12.2% sentences have two events, 3.9% include
three events, and 1.3% contain four events. The
inter-annotator reliability assessment also indicates
a high level of agreement between annotators with
an F1=0.998 in event 1, F1=0.997 in event 2, and
F1=1 in both events 3 and 4.

The team of annotators classified a total of 8,466

'Note that the interface in Figure 3 also allows annotating

the span of text, a task that will be explored in future work for
fine-grained text extraction and Named Entity Recognition.
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Figure 4: Event annotations

events. Figure 5 presents the distribution of an-
notations by different event categories and their
perpetrators. Among the actions carried out by
the state, the most frequent types of events are ar-
rests (8.9%), followed by drug seizures (8.5%), gun
seizures (7%), and seizures of assets (4%). Vio-
lence perpetrated by the state is rare. Annotators
only identified state violence vs. criminals in 3.3%
of the cases and violence vs. civilians in 0.2%.

Among the events initiated by criminal groups,
criminal violence against civilians stands out as the
most common category with 20.9% of the cases.
In contrast, violence between criminal groups is
less frequent (3.2%). In practice, it is difficult to
distinguish between criminal violence against the
population and against rival criminals using news
articles. The reason is that news reports tend to
provide a generic description of the incident with-
out giving details about the victims. For example,
an article may just indicate that "a group of hit-
men conducted an attack and killed three men."
In this case, the criminal character of the perpe-
trators is clear, but there is no information about
the victims. The annotation protocol used in this
research classifies this type of event as violence

against the population.” Following the codebook,
annotators classified events of violence between
criminals when the news reports explicitly mention
the criminal character of the perpetrator as well as
the victim (e.g. name of the criminal group or the
person’s role such as hitman or lieutenant).

Criminal violence against the state constitutes
the second most frequent annotation of criminal
behavior (9.4%). In addition, annotators detected
instances of criminal violence against the state in
3.3% of the sentences. Finally, the annotation out-
put indicates that violence from the population
against criminals is very rare, with only 0.2%.

Overall, as Figure 5 shows, the distribution of an-
notations in the training data is not balanced. There
are some categories with a substantial number of
annotations (particularly, criminal violence against
civilians), while others do not have many annota-
tions. This could affect the performance of ML
algorithms and it is not plausible to expect good
performance in categories with scarce annotations.
Section 6.1 below discusses future research to ad-
dress this challenge.

4 Experiment Setting

This study analyzes organized criminal violence in
Mexico using a set of experiments to progressively
process finer-grained information. The first stage
focuses on classifying relevant documents. The sec-
ond stage consists of classifying relevant sentences
extracted from the relevant documents identified
in the previous step. The final stage classifies the

This coding decision rests on methodological and ethical
grounds. Methodologically, annotators only classify informa-
tion based on explicit evidence in the news report and make
no assumptions about the victims. Ethically, the annotating
procedure is based on the victim’s presumption of innocence,
which helps to reduce double victimization and stigmatization
(Moon and Trevifio-Rangel, 2020).
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Figure 5: Annotations of event types (task 3)

specific type of organized criminal violence or law
enforcement actions contained in the relevant sen-
tences. This sequential approach helps to ensure
the validity of the output data based on the concate-
nated focus on documents, sentences, and events.
The large number and high quality of the annota-
tions included in the training data provide a strong
empirical foundation to assess the performance of
the different ML algorithms and LLM considered.

Task 1: Document relevance. To address the
challenge of determining which news articles are
relevant to the topic of organized criminal violence,
the study approaches this problem as a binary clas-
sification task at the document level. Based on
the annotations provided in the training data, a
positive outcome is operationalized as "relevant"
and a negative outcome as "not relevant." In line
with standards in computer science research, the
experiment setup takes an agnostic approach and
puts a variety of algorithms to compete in this
binary classification task. This experiment con-
siders a set of five traditional ML algorithms and
three LLMs: Multinomial Naive Bayes (NB), Lo-
gistic Regression (LR), Random Forest Classifier
(RF) (Breiman, 2001), Support Vector Machine
(SVM) (Cortes and Vapnik, 1995), Extreme Gra-
dient Boosting (XGB) (Chen and Guestrin, 2016),
BETO (José et al., 2020), and Multilingual BERT
(mBERT) (Devlin et al., 2018). The experimental
setting uses this whole set of ML algorithms and
LLM to assess the performance of tasks 2 and 3.

First, we pre-processed the data. We lem-
matized the text in the corpus using the
es_core_news_sm model from spaCy. Then,
we removed Latin diacritics and stop-words. Next,
we trained the traditional ML algorithms using their

default settings in scikit-learn, and fine-tuned the
LLMs using the Hugging Face library. We split the
corpus into 90% for training and 10% for evalua-
tion. To test the performance of our classifiers, we
used the metrics implemented in scikit-learn.

Task 2: Sentence relevance. Based on the se-
lection of relevant news stories derived from the
previous stage, the experiment setup then focuses
on classifying relevant sentences within the rele-
vant documents. To do so, the study approaches
this task as a binary classification at the sentence
level. Based on the annotations, a positive outcome
is operationalized as a "relevant" sentence, while
a negative outcome indicates "not relevant” sen-
tences. For the automatic classification, we follow
the pipeline described for Task 1 and the experi-
ments evaluate the full set of ML and LLM.

Task 3: Event type. The final set of experiments
use a variety ML algorithms and LLM to classify
different types of events at the sentence level. To
do so, the study considers the 11 types of actions
discussed in section 3 as a multi-class classification
task. For each type of event, the algorithms classify
as a "positive" outcome a specific type of event
mentioned in the sentence, and "negative" other-
wise. This phase applies the same pre-processing
steps as in Tasks 1 and 2. To perform the classifi-
cation, we generated individual binary subsets for
each event label, enabling a binary classification
for every label. This means that, from the 11 avail-
able classes, we created 11 subsets, each one with
only two classes: positive and negative. This al-
lows us to evaluate the performance of the learning
algorithms with respect to each event type.
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5 Results

5.1 Task 1: Document relevance

Figure 6 presents the results of the binary document
classification using a diverse set of ML algorithms
and LLM. According to the results, the model with
the best performance in classifying relevant and
not relevant news articles associated with criminal
violence and law enforcement efforts in Spanish is
mBERT-uncased with an F1=0.9630.

All other models in the binary document classifi-
cation task report lower performance than mBERT-
uncased. The Logistic Regression (LR) model re-
ports the second-best results with an F1=0.9574,
closely followed by the Support Vector Machine
(SVM) with an F1=0.9563; the Extreme Gra-
dient Boosting (XGB) model performs with an
F1=0.9529; BETO reports an F1=0.9526; the Ran-
dom Forest (RF) Classifier indicates an F1=0.9461;
the cased version of Multilingual BERT (mBERT-
cased) model reports an F1=0.94; and finally, the
Multinomial Naive Bayes (NB) has the lowest per-
formance with an F1=0.9233.

The result of the mBERT-uncased application
in this study considerably outperforms the perfor-
mance of the Logistic Regression model originally
implemented by Osorio and Beltran (2020) for doc-
ument classification, which reached an F1=0.949.
The high F1 performance of the mBERT-uncased
model in this application also stands out with re-
spect to the performance of other binary document
classification efforts on similar domains. For exam-
ple, the highest score of binary document classifica-
tion of protest data reported in the CASE 2022 joint
task reached an F1=0.7496 (Hiirriyetoglu et al.,
2022), which is considerably lower than the per-
formance reported in this study. The results of
the mBERT-uncased pre-trained language model
in Spanish also puts into perspective the results

of other studies showing that other models outper-
form mBERT in Spanish on similar conflict-related
domains such as hate speech (Castillo-16pez et al.,
2023) and sexism detection (Schiitz et al., 2022).

5.2 Task 2: Sentence relevance

As indicated in the experiment setting in section 4,
we proceed in an agnostic way with respect to the
different ML algorithms and LLM considered in
this study and put them all to compete in classifying
relevant sentences. The first row of Table 1 reports
the results of the different models on the classi-
fication of relevant sentences. The performance
metric used to assess the models is the average
macro-F1 derived from running five iterations of
each model. In this way, the results provide evi-
dence of the average performance of each model,
rather than arbitrarily picking the top performance
from any random seed. The model reporting the
highest macro-F1 is marked in bold font to indicate
the algorithm that has the best performance in each
classification category.

The results of Table 1 show that BETO has the
best performance for sentence relevance classifica-
tion with an F1=0.8588. The model with the second
best performance is mBERT-uncased (F1=0.8553),
followed by mBERT-cased (F1=0.8506). All other
models have slightly lower performance for classi-
fying the relevance of specific sentences.

In general, BERT-like models stand out for their
high performance in identifying relevant sentences
related to organized criminal violence and law en-
forcement efforts from text in Spanish. The excel-
lent performance of this model is consistent with
the findings of Hiirriyetoglu et al. (2022) for clas-
sifying protest data, which reached a maximum
F1=0.8245 in its top-performing model.

5.3 Task 3: Event type

Finally, the rest of the rows in Table 1 show the
results of the different ML algorithms and LLM on
the multi-class classification of specific event types
in relevant sentences. In general, the performance
of event classification reflects the expectations of
unbalanced annotations discussed in the Training
Data section 3. As expected, the models generally
perform better for event types that have a large
number of annotations, while they tend to show
lower performance for rare event types.

The second section of Table 1 reports the results
of the different ML and LLM tools for actions ini-
tiated by organized criminals. The BETO model



Traditional ML LLM
Positive mBERT mBERT
Task cases NB SVM LR RF XGB uncased cased BETO
1 Relevant 6,327 0.8179 0.8443 0.8449 0.8512 0.8368 0.8553 0.8506  0.8588
Criminal violence vs. criminals 396 0.0000 0.2799 0.0379 0.0805 0.2614 0.6630 0.8412  0.8550
) Criminal violence vs. state 1,148 0.0522 0.5836 0.4211 0.3120 0.5874 0.8423 0.8170  0.8380
Criminal violence vs. civilians 2,556 0.6840 0.7397 0.7147 0.6563 0.6959 0.8558 0.8536  0.8699
Drug trafficking or production 402 0.0103 0.3908 0.1333 0.1640 0.3865 0.6817  0.8440 0.4994
State violence vs. criminals 405 0.0000 0.6483 0.4547 0.2234 0.6815 0.8312 0.8457  0.8505
State violence vs. civilians 30 0.0000 0.2133 0.0000 0.2133 0.2133  0.4992 0.8382  0.8558
3 State arrest of criminal 1,093 0.0569 0.6255 0.4177 0.3727 0.6246  0.8305 0.8441  0.8550
State seizure of assets 490 0.2355 0.5896 0.3204 0.5289 0.5546  0.7757 0.7450  0.8451
State seizure of guns 859 0.7296 0.8268 0.7519 0.7519 0.8497 0.9191 0.8421 0.8567
State seizure of drugs 1,041 0.6444 0.8086 0.7088 0.8133 0.8131 0.9259 0.8367 0.8596
4 Civilian violence vs. criminals 19 0.0000 0.0000 0.0000 0.0000 0.0000 0.4997 0.8440 0.4994

Table 1: Relevance and multi-class classification at the sentence level (tasks 2 and 3).

has the best performance for classifying criminal
violence against criminals with an F1=0.8550. This
performance is remarkable given the small number
of positive cases in this category. The mBERT-
uncased model reports the top performance for
classifying incidents of criminal violence against
the state with an F1=0.8423. Given the variety of
potential targets among state authorities (e.g. sol-
diers, marines, police, and state officials), it may
be difficult for the algorithm to accurately iden-
tify incidents of criminal violence against the state.
Yet, the substantial number of annotations in this
category likely contributes to the model’s good
performance. For the category related to crimi-
nal violence against civilians, BETO reports the
best performance with an F1=0.8699. Given the
broad range of crime victims and the different types
of violent tactics used by criminal groups, it is
difficult to accurately classify this category. Fi-
nally, the algorithm achieving the best performance
when classifying drug trafficking or production is
mBERT-cased with an F1=0.8440. This level of
performance is remarkable given the limited obser-
vations in this category and the broad variety of
narcotics (e.g. cocaine, heroin, fentanyl) that make
their classification a challenging task.

The third section of Table 1 reports the per-
formance for events initiated by the state. De-
spite the limited number of annotations of state
violence against criminals and civilians, the best-
performing model, BETO, reports an F1=0.8505
and F1=0.8558, respectively. BETO is also the top-
performing model for classifying arrests of crimi-
nals, with an F1=0.8550. According to the results,
the algorithm with the best performance at identi-
fying seizures of assets (e.g. vehicles, real estate)

is again BETO with an F1=0.8451. Results show
an outstanding performance of mBERT-uncased to
identify gun and drug seizures with an F1=0.9191
and F1=.0.9259, respectively.

Finally, the bottom section of Table 1 reports
the results of identifying incidents of civilian vio-
lence against criminals. Due to the extremely low
number of annotations in this event-type category,
most models struggle with effectively classifying
this type of event. However, mBERT-cased reports
a strong performance with an F=0.8440.

In general, the results of Table 1 show that tra-
ditional ML algorithms have a sub-optimal perfor-
mance. In contrast, the family of BERT models
consistently reports higher levels of performance.
This is consistent with the well-documented high-
performance of BERT models in a variety of NLP
tasks (Devlin et al., 2019).

6 Conclusions

This study presents an application to classify in-
formation related to organized criminal violence
from unstructured text written in Spanish using ML
and LLM. The results from this study enable re-
searchers and government authorities to track the
violent behavior of organized criminal groups in
Mexico and assess the effects of law enforcement
activities. This research allows for the generation
of data on a large scale, in a timely manner, and
with an unprecedented degree of granularity and ac-
curacy. By analyzing criminal and state behaviors,
the study goes beyond previous efforts exclusively
focusing on tracking the territorial presence of crim-
inal groups using rule-based approaches (Osorio
and Beltran, 2020; Signoret et al., 2021; Coscia
and Rios, 2012). Tracking the territorial presence



of criminal groups only provides information about
who is present, but does not say anything about
what are they doing. Thus, this study provides
valuable tools to identify behavioral trends of crim-
inal groups and state authorities from news stories
with unprecedented accuracy.

The methodological approach in this research
focuses on a sequence of classification tasks of
increasing levels of detail. Based on a large collec-
tion of documents and a robust set of high-quality
annotations in the training data, the first task fo-
cuses on classifying the relevance of entire news
articles related to organized criminal violence and
law enforcement. To do so, the experimental set-
ting puts a variety of ML algorithms to compete
in the binary classification task. The algorithm re-
porting the best performance is Multilingual BERT
- uncased, with an F1 score of 0.9630. This high
level of performance provides a strong indicator of
the effectiveness of this ML algorithm.

The second stage evaluates the different algo-
rithms for the identification of relevant sentences.
Results show that BETO presents the highest level
of performance for the binary sentence classifica-
tion task with an F1 score of 0.8588.

Finally, the study focuses on classifying the spe-
cific types of events of organized criminal violence
and law enforcement contained in the data. This
application considers 11 different types of events
of lethal and non-lethal violence initiated by crimi-
nal groups, government authorities, and the civilian
population. Given the variations in the distribution
of annotations across event categories, results show
varying degrees of performance in the multi-class
classification of event types. In general, the family
of BERT-like models shows a strong performance
when classifying different types of organized crim-
inal violence and law enforcement efforts. Results
of these NLP tasks report F1 scores ranging from
0.8440 to 0.9259. In particular, BETO consistently
presents high performance in many categories.

Beyond the technical performance evaluated in
this application, results provide great confidence
about the use of NLP tools to accurately extract and
classify a broad range of behavioral information
related to organized criminal violence from text
written in Spanish. These results offer valuable
contributions to researchers, security analysts, and
government agencies in Spanish-speaking coun-
tries in their efforts to understand organized crimi-
nal behavior using high-quality data.

6.1 Future Work

A key limitation in this study is the combination
of imbalanced training data and the low number
of annotations in some event categories that un-
dermine performance. In order to overcome this
limitation, future research will explore different
data augmentation techniques (Sahin, 2022; Yang
et al., 2022). In particular, the Confli-T5 method
(Parolin et al., 2022) is a promising one as it spe-
cializes in political violence and conflict. However,
Confli-T5 was developed in English and requires
multi-lingual extensions.

Future research should also consider recent de-
velopments in pre-training language models rel-
evant to crime, violence, and politics. Recently,
Parolin et al. (2021) proposed the 3M-Transformers
(Multilingual, Multi-label, Multitask) method to
classify and extract information related to crime
and conflict in English, Spanish, and Portuguese.
Most importantly, future research should con-
sider using ConfliBERT (Hu et al., 2022) and
the ConfliBERT variation in Spanish (Yang et al.,
2023), a domain-specific language model special-
ized in conflict and violence. Independent research
has shown that ConfliBERT is the state-of-the-art
model for NLP tasks on political violence and con-
flict (Héffner et al., 2023). Unfortunately, the cur-
rent ConfliBERT version is only capable of pro-
cessing text in English.

6.2 Ethical considerations

This study was conducted in compliance with the
ACL ethical research guidelines and operated under
the supervision of the University of Arizona IRB
(protocol 2012326746A001). This project only
used secondary data and did not involve human
research subjects. Also, as discussed in section 3,
the coding protocol took extra measures to avoid
further stigmatizing crime victims.

Acknowledgments

This research was possible thanks to the support
of the Technology and Research Initiative Fund
of the University of Arizona, the National Sci-
ence Foundation [SES-2116406, OAC-2311142],
and the U.S. Department of Defense [W911NF-
20-1-0303]. Thanks to Mariana Marin, Rubén
Oliva, and Ifiigo Casares for their research sup-
port. The replication files of this study are available
athttps://github.com/javierosorio/
classifying_criminal_violence_mx


https://github.com/javierosorio/classifying_criminal_violence_mx
https://github.com/javierosorio/classifying_criminal_violence_mx

References

Elizabeth Boschee, Jennifer Lautenschlager, Sean
O’Brien, Steve Shellman, James Starz, and Michael
Ward. 2016. ICEWS Coded Event Data. Publication
Title: Harvard Dataverse.

Leo Breiman. 2001. Random Forests. Machine Learn-
ing, 45(1):5-32.

Tommaso Caselli, Osman Mutlu, Angelo Basile, and
Ali Hiirriyetoglu. 2021. PROTEST-ER: Retraining
BERT for Protest Event Extraction. In Proceedings
of the 4th Workshop on Challenges and Applications
of Automated Extraction of Socio-political Events
from Text (CASE 2021), pages 12—19, Online. Asso-
ciation for Computational Linguistics.

Galo Castillo-16pez, Arij Riabi, and Djamé Seddah.
2023. Analyzing Zero-Shot transfer Scenarios across
Spanish variants for Hate Speech Detection. In Tenth
Workshop on NLP for Similar Languages, Varieties
and Dialects (VarDial 2023), pages 1-13, Dubrovnik,
Croatia. Association for Computational Linguistics.

Tiangi Chen and Carlos Guestrin. 2016. XGBoost: A
Scalable Tree Boosting System. In Proceedings of
the 22nd ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pages
785-794. ArXiv:1603.02754 [cs].

Corinna Cortes and Vladimir Vapnik. 1995. Support-
vector networks. Machine Learning, 20(3):273-297.

Michelle Coscia and Viridiana Rios. 2012. Knowing
Where and How Criminal Organizations Operate Us-
ing Web Content. In CIKM’12. ACM international
conference on Information and knowledge manage-
ment, volume October, Maui, HI.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: Pre-training of
Deep Bidirectional Transformers for Language Un-
derstanding.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
Deep Bidirectional Transformers for Language Un-
derstanding. In Proceedings of the 2019 Conference
of the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171-4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Aaron Erlich, Stefano G. Dantas, Benjamin E. Bagozzi,
Daniel Berliner, and Brian Palmer-Rubin. 2022.
Multi-Label Prediction for Political Text-as-Data. Po-
litical Analysis, 30(4):463—480. Publisher: Cam-
bridge University Press.

Justin Grimmer and Brandon M. Stewart. 2013. Text
as Data: The Promise and Pitfalls of Automatic Con-
tent Analysis Methods for Political Texts. Political
Analysis, 21(3):267-297.

Andy Halterman, Philip A Schrodt, Andreas Beger, Ben-
jamin E. Bagozzi, and Grace Scarborough. 2023a.
Creating Custom Event Data Without Dictionaries:
A Bag-of-Tricks.

Andy Halterman, Philip A Schrodt, Andreas Beger, Ben-
jamin E. Bagozzi, and Grace Scarborough. 2023b.
PLOVER and POLECAT: A New Political Event
Ontology and Dataset.

Pei-Yun Hsueh, Prem Melville, and Vikas Sindhwani.
2009. Data quality from crowdsourcing: a study of
annotation selection criteria. In Proceedings of the
NAACL HLT 2009 Workshop on Active Learning for
Natural Language Processing, HLT °09, pages 27—
35, USA. Association for Computational Linguistics.

Yibo Hu, MohammadSaleh Hosseini, Erick Skorupa
Parolin, Javier Osorio, Latifur Khan, Patrick Brandt,
and Vito D’Orazio. 2022. ConfliBERT: A Pre-trained
Language Model for Political Conflict and Violence.
In Proceedings of the 2022 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 5469-5482.

Sonja Héffner, Martin Hofer, Maximilian Nagl, and
Julian Walterskirchen. 2023. Introducing an In-
terpretable Deep Learning Approach to Domain-
Specific Dictionary Creation: A Use Case for Con-
flict Prediction. Political Analysis, pages 1-19. Pub-
lisher: Cambridge University Press.

Ali Hiirriyetoglu, Osman Mutlu, Firat Durusan, Onur
Uca, Alaeddin Giirel, Benjamin J. Radford, Yaoyao
Dai, Hansi Hettiarachchi, Niklas Stoehr, Tadashi
Nomoto, Milena Slavcheva, Francielle Vargas, Aaqib
Javid, Fatih Beyhan, and Erdem Yoriik. 2022. Ex-
tended Multilingual Protest News Detection - Shared
Task 1, CASE 2021 and 2022. In Proceedings of
the 5th Workshop on Challenges and Applications of
Automated Extraction of Socio-political Events from
Text (CASE), pages 223228, Abu Dhabi, United
Arab Emirates (Hybrid). Association for Computa-
tional Linguistics.

Canete José, Chaperon Gabriel, Fuentes Rodrigo, and
Pérez Jorge. 2020. Spanish pre-trained BERT model
and evaluation data. PML4DC at ICLR, 2020.

Kamran Kowsari, Kiana Jafari Meimandi, Mojtaba Hei-
darysafa, Sanjana Mendu, Laura Barnes, and Donald
Brown. 2019. Text classification algorithms: A sur-
vey. Information, 10(4):150.

Maria Krommyda, Anastasios Rigos, Kostas Bouklas,
and Angelos Amditis. 2021. An Experimental Anal-
ysis of Data Annotation Methodologies for Emotion
Detection in Short Text Posted on Social Media. In-
formatics, 8(1):19. Number: 1 Publisher: Multidisci-
plinary Digital Publishing Institute.

Will Lowe and Kenneth Benoit. 2013. Validating es-
timates of latent traits from textual data using hu-

man judgment as a benchmark. Political analysis,
21(3):298-313.


https://dx.doi.org/10.7910/DVN/28075
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.18653/v1/2021.case-1.4
https://doi.org/10.18653/v1/2021.case-1.4
https://aclanthology.org/2023.vardial-1.1
https://aclanthology.org/2023.vardial-1.1
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1007/BF00994018
https://doi.org/10.1007/BF00994018
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.1017/pan.2021.15
https://andrewhalterman.com/publication/bag-of-tricks-for-events/
https://andrewhalterman.com/publication/bag-of-tricks-for-events/
https://andrewhalterman.com/publication/plover-polecat-new-event-data/
https://andrewhalterman.com/publication/plover-polecat-new-event-data/
https://doi.org/10.1017/pan.2023.7
https://doi.org/10.1017/pan.2023.7
https://doi.org/10.1017/pan.2023.7
https://doi.org/10.1017/pan.2023.7
https://aclanthology.org/2022.case-1.31
https://aclanthology.org/2022.case-1.31
https://aclanthology.org/2022.case-1.31
https://doi.org/10.3390/informatics8010019
https://doi.org/10.3390/informatics8010019
https://doi.org/10.3390/informatics8010019

Shervin Minaee, Nal Kalchbrenner, Erik Cambria, Nar-
jes Nikzad, Meysam Chenaghlu, and Jianfeng Gao.
2021. Deep learning—based text classification: a com-
prehensive review. ACM computing surveys (CSUR),
54(3):1-40.

Claire Moon and Javier Trevifio-Rangel. 2020. “In-
volved in something (involucrado en algo)”: Denial
and stigmatization in Mexico’s “war on drugs”. The

British Journal of Sociology, 71(4):722—740. _eprint:

https://onlinelibrary.wiley.com/doi/pdf/10.1111/1468-

4446.12761.

Petr Motlicek. 2023. ROXANNE - Real time network,
text, and speaker analytics for combating organized
crime.

Javier Osorio. 2015. The Contagion of Drug Violence:
Spatiotemporal Dynamics of the Mexican War on
Drugs. Journal of Conflict Resolution, 59(8):1403—
1432.

Javier Osorio and Alejandro Beltran. 2020. Enhanc-
ing the Detection of Criminal Organizations in Mex-
ico using ML and NLP. 2020 International Joint
Conference on Neural Networks (IJCNN), pages 1-7.
Glasgow, Scottland.

Javier Osorio, Mohamed Mohamed, Viveca Pavon, and
Brewer-Osorio Susan. 2019. Mapping Violent Pres-
ence of Armed Actors. Advances in Cartography in
GlIScience of the International Cartographic Associ-
ation, pages 1-16.

Javier Osorio and Alejandro Reyes. 2017. Supervised
Event Coding From Text Written in Spanish: Intro-
ducing Eventus ID. Social Science Computer Review,
35(3):406-416.

Erick Skorupa Parolin, Yibo Hu, Latifur Khan, Patrick T.
Brandt, Javier Osorio, and Vito D’Orazio. 2022.
Confli-T5: An AutoPrompt Pipeline for Conflict Re-
lated Text Augmentation. In 2022 IEEE Interna-
tional Conference on Big Data (Big Data), pages
1906-1913.

Erick Skorupa Parolin, Latifur Khan, Javier Osorio,
Patrick Brandt, Vito D’Orazio, and Jennifer Holmes.
2021. 3M-Transformers for Event Coding on Or-
ganized Crime Domain. IEEE International Con-
ference on Data Science and Advanced Analytics
(DSAA). Publisher: IEEE.

Pedro L Rodriguez and Arthur Spirling. 2022. Word
embeddings: What works, what doesn’t, and how to
tell the difference for applied research. The Journal
of Politics, 84(1):101-115.

Elena Rudkowsky, Martin Haselmayer, Matthias Was-
tian, Marcelo Jenny, Stefan Emrich, and Michael
Sedlmair. 2018. More than bags of words: Sentiment
analysis with word embeddings. Communication
Methods and Measures, 12(2-3):140-157.

10

Philip A. Schrodt, Brandon Stewart, Jennifer Lauten-
schlager, Andrew Shilliday, David Van Brackel, and
Will Lowe. 2010. Automated Production of High-
Volume, Near-Real-Time Political Event Data. Tech-
nical report. Publication Title: Event (London).

Philip A. Schrodt and David Van Brackel. 2013. Auto-
mated Coding of Political Event Data. In Devika Sub-
ramanian, editor, Handbook of Computational Ap-
proaches to Counterterrorism, pages 23-50. Springer,
New York.

Mina Schiitz, Jaqueline Boeck, Daria Liakhovets,
Djordje Slijepcevi¢, Armin Kirchknopf, Manuel
Hecht, Johannes Bogensperger, Sven Schlarb,
Alexander Schindler, and Matthias Zeppelzauer.
2022. Automatic Sexism Detection with Multilin-
gual Transformer Models. ArXiv:2106.04908 [cs].

Patrick Signoret, Marco Alcocer, Cecilia Farfan-
Mendez, and Fernanda Sobrino. 2021. Mapping
Criminal Organizations.

Zhanna Terechshenko, Fridolin Linder, Vishakh Pad-
makumar, Michael Liu, Jonathan Nagler, Joshua A
Tucker, and Richard Bonneau. 2020. A compari-
son of methods in political science text classification:
Transfer learning language models for politics. Avail-
able at SSRN 3724644.

Muthuraman Thangaraj and Muthusamy Sivakami.
2018. Text classification techniques: A literature re-
view. Interdisciplinary journal of information, knowl-
edge, and management, 13:117.

Michael Ward, Andreas Beger, Josh Cutler, Matthew
Dickenson, Cassy Dorff, and Ben Radford. 2013.
Comparing GDELT and ICEWS Event Data.

Guanqun Yang, Mirazul Haque, Qiaochu Song, Wei
Yang, and Xueqing Liu. 2022. TestAug: A Frame-
work for Augmenting Capability-based NLP Tests.
In Proceedings of the 29th International Conference
on Computational Linguistics, pages 3480-3495,
Gyeongju, Republic of Korea. International Com-
mittee on Computational Linguistics.

Wooseong Yang, Sultan Alsarra, Lujay Abdeljaber, Nia-
mat Zawad, Zeinab Delaram, Javier Osorio, Latifur
Khan, Patrick T. Brandt, and Vito D’Orazio. 2023.
ConfliBERT-Spanish: A Pre-trained Spanish Lan-
guage Model for Political Conflict and Violence. In
Proceedings of the 2023 Recent Advances in Natural
Language Processing conference, Varna, Bulgaria.

Gozde Giil Sahin. 2022. To Augment or Not to Aug-
ment? A Comparative Study on Text Augmentation
Techniques for Low-Resource NLP. Computational
Linguistics, 48(1):5-42.


https://doi.org/10.1111/1468-4446.12761
https://doi.org/10.1111/1468-4446.12761
https://doi.org/10.1111/1468-4446.12761
https://www.roxanne-euproject.org/
https://www.roxanne-euproject.org/
https://www.roxanne-euproject.org/
https://doi.org/doi: 10.1109/IJCNN48605.2020.9207039
https://doi.org/doi: 10.1109/IJCNN48605.2020.9207039
https://doi.org/doi: 10.1109/IJCNN48605.2020.9207039
https://doi.org/doi.org/10.5194/ica-adv-1-16-2019
https://doi.org/doi.org/10.5194/ica-adv-1-16-2019
https://doi.org/10.1177/0894439315625475
https://doi.org/10.1177/0894439315625475
https://doi.org/10.1177/0894439315625475
https://doi.org/10.1109/BigData55660.2022.10020509
https://doi.org/10.1109/BigData55660.2022.10020509
https://doi.org/10.48550/arXiv.2106.04908
https://doi.org/10.48550/arXiv.2106.04908
https://doi.org/10.7910/DVN/N0KGCZ
https://doi.org/10.7910/DVN/N0KGCZ
https://aclanthology.org/2022.coling-1.307
https://aclanthology.org/2022.coling-1.307
https://doi.org/10.1162/coli_a_00425
https://doi.org/10.1162/coli_a_00425
https://doi.org/10.1162/coli_a_00425

