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Abstract

Like most natural language understanding and
generation tasks, state-of-the-art models for
summarization are transformer-based sequence-
to-sequence architectures that are pretrained
on large corpora. While most existing models
focus on English, Arabic remains understud-
ied. In this paper we propose AraBART, the
first Arabic model in which the encoder and
the decoder are pretrained end-to-end, based
on BART (Lewis et al., 2020). We show that
AraBART achieves the best performance on
multiple abstractive summarization datasets,
outperforming strong baselines including a pre-
trained Arabic BERT-based model, multilin-
gual BART, Arabic T5, and a multilingual
T5 model. AraBART is publicly available on
github1and the Hugging Face model hub2.

1 Introduction

Summarization is the task of transforming a text
into a shorter representation of its essential mean-
ing in natural language. Extractive approaches
(Nallapati et al., 2017; Narayan et al., 2018b; Zhou
et al., 2018; See et al., 2017) identify informative
spans in the original text and stitch them together to
generate the summary. Abstractive approaches on
the other hand are not restricted to the input (Rush
et al., 2015; Chopra et al., 2016; Dou et al., 2021).

While the vast majority of published models in
both categories focus on English, some tackle other
languages including Chinese (Hu et al., 2015) and
French (Kamal Eddine et al., 2021b), while Arabic
remains understudied. In fact, most Arabic summa-
rization models are extractive (Qassem et al., 2019;
Alshanqiti et al., 2021). They generate explainable
and factual summaries but tend to be verbose and
lack fluency. Addressing this problem, abstractive
models are flexible in their word choices, resort-
ing to paraphrasing and generalization to obtain

1https://github.com/moussaKam/arabart
2https://huggingface.co/moussaKam/AraBART

more fluent and coherent summaries. Sequence-to-
sequence (seq2seq) is the architecture of choice
for abstractive models. Al-Maleh and Desouki
(2020), for instance, apply the pointer-generator
network (See et al., 2017) to Arabic, while Khalil
et al. (2022) propose a more generic RNN-based
model.

There are, however, two main issues with ab-
stractive models as applied to Arabic. First, they
are trained and evaluated either on extractive
datasets such as KALIMAT (El-Haj and Koulali,
2013) and ANT Corpus (Chouigui et al., 2021),
or on headline generation datasets such as AHS
(Al-Maleh and Desouki, 2020), which only con-
tains short and rather extractive headlines. Second,
despite their state-of-the-art performance, abstrac-
tive models frequently generate content that is non-
factual or unfaithful to the original text. Maynez
et al. (2020) showed that English models that are
based on the Transformer architecture such as
BERT2BERT (Rothe et al., 2020) efficiently mit-
igate this phenomenon thanks to pretraining on
large corpora. Therefore, Elmadani et al. (2020)
finetuned a pretrained BERT using the encoder-
decoder architecture of BERTSUM (Liu and Lapata,
2019). However, only the encoder is pretrained, the
decoder and the connection weights between the
encoder and the decoder are initialized randomly
which is suboptimal.

To address these two problems, we propose
AraBART, the first sequence-to-sequence Arabic
model in which the encoder, the decoder and their
connection weights are pretrained end-to-end using
BART’s denoising autoencoder objective (Lewis
et al., 2020). While the encoder is bidirectional,
the decoder is auto-regressive and thus more suit-
able for summarization than BERT-based mod-
els. We finetuned and evaluated our model on
two abstractive datasets. The first is Arabic Gi-
gaword (Parker et al., 2011), a newswire headline-
generation dataset, not previously exploited in Ara-
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bic abstractive summarization; the second is XL-
Sum, a multilingual text summarization dataset
for 44 languages including Arabic (Hasan et al.,
2021). We evaluate our model and the other base-
lines using both automatic and manual evaluation.
In the former we use ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2020), while in the latter
we collect human annotations assessing the quality
and the faithfulness of the individual summaries
generated by different systems. AraBART achieves
state-of-the-art results outperforming pretrained
BERT-based models, T5-based models (Xue et al.,
2021; Al-Maleh and Desouki, 2020), as well as a
much larger model, mBART25 (Liu et al., 2020), a
multilingual denoising auto-encoder pretrained on
25 different languages using the BART objective.
This improvement is observed in both automatic
and manual evaluation.

In Section 2, we present the architecture and
the pretraining settings of AraBART. In Section 3,
we conduct an automatic evaluation of AraBART
against four strong baselines on a wide range of ab-
stractive summarization datasets. In Section 4, we
present a detailed human evaluation using quality
and faithfulness assessments. Finally, we discuss
related work in Section 5.

2 AraBART

AraBART follows the architecture of BART Base
(Lewis et al., 2020), which has 6 encoder and 6
decoder layers and 768 hidden dimensions. In to-
tal AraBART has 139M parameters. We add one
additional layer-normalization layer on top of the
encoder and the decoder to stabilize training at
FP16 precision, following (Liu et al., 2020). We
use sentencepiece (Kudo and Richardson, 2018) to
create the vocabulary of AraBART. We train the
sentencepiece model on a randomly sampled subset
of the pretraining corpus (without any preprocess-
ing) with size 20GB. We fix the vocabulary size to
50K tokens and the character coverage to 99.99%
to avoid a high rate of unknown tokens.

2.1 Pretraining

We adopt the same corpus used to pretrain
AraBERT (Antoun et al., 2020). While Antoun
et al. (2020) use a preprocessed version of the cor-
pus, we opted to reverse the preprocessing by using
a script that removes added spaces around non-
alphabetical characters, and also undo some words
segmentation. The use of a corpus with no prepro-

cessing, makes the text generation more natural.
The size of the pretraining corpus before/after sen-
tencepiece tokenization is 73/96 GB.

Pretraining Objective AraBART is a denoising
autoencoder, i.e., it learns to reconstruct a corrupted
text. The noise functions applied to the input text
are the same as in Lewis et al. (2020). The first
noise function is text infilling, where 30% of the
text is masked by replacing a number of text spans
with a [MASK] token. The length of the spans is
sampled from a Poisson distribution with λ = 3.5.
The second noise function is sentence permutation,
where the sentences of the input text are shuffled
based on the full stops.

Pretraining Settings AraBART pretraining took
approximately 60h. The pretraining was carried
out on 128 Nvidia V100 GPUs which allowed for
25 full passes over the pretraining corpus. We used
the Adam optimizer with ϵ = 10−6, β1 = 0.9,
and β2 = 0.98 following Liu et al. (2019). We
use a warm up for 6% of the pretraining where the
learning rate linearly increases from 0 to 0.0006,
then decreases linearly to reach 0 at the end of the
pretraining. We fixed the update frequency to 2 and
we used a dropout 0.1 in the first 20 epochs and we
changed it to 0 in the last 5 epochs. Finally we used
FP16 to speed up the pretraining. The pretraining
is done using Fairseq (Ott et al., 2019).

3 Experiments

Although AraBART can be adapted to be finetuned
on different NLP tasks, our main focus in this work
is abstractive summarization. Our motivation is
that other tasks (e.g., text classification, named en-
tity recognition, etc.) can be performed using other
existing pretrained models with BERT-like archi-
tectures. However, when it comes to generative
tasks, these models underperform and cannot be
easily adapted.

3.1 Datasets
To evaluate our model, we use several datasets
that consist mostly of news articles annotated with
summaries with different level of abstractiveness.
The first 7 datasets (AAW, AFP, AHR, HYT, NHR,
QDS and XIN) are subsets of the Arabic Gigaword
(Parker et al., 2011) corpus.3 Each one is a differ-

3The datasets come from different Arabic newswire
sources: AAW (Asharq Al-Awsat), AFP (Agence France
Presse), AHR (Al-Ahram), HYT (Al Hayat), NHR (An Nahar),
QDS (Al-Quds Al-Arabi), XIN (Xinhua News Agency).
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Datasets
AAW AHR AFP HYT NHR QDS XIN MIX XL-S XL-T

Average
# of Tokens

document 453.3 394.2 232.8 474.0 455.9 450.6 187.2 364.5 428.7 428.7
summary 15.5 9.2 8.3 11.2 10.4 8.0 8.2 9.4 25.6 9.4

% Novel
N-grams
in Summary

unigrams 44.2 46.5 30.7 42.4 46.5 24.9 26.4 40.0 53.5 44.3
bigrams 78.5 78.4 63.6 78.6 80.7 46.9 48.5 72.2 85.8 81.2
trigrams 91.2 91.3 81.9 92.0 92.8 57.5 60.8 86.3 95.2 94.1

Table 1: Statistics of Gigaword subsets, as well as XL-Sum summaries (XL-S) and titles (XL-T). The first two
lines show the average document and summary lengths. The last three lines show the percentage of n-grams in the
summary that do not occur in the input article, used here as a measure of abstractiveness (Narayan et al., 2018a).

Layers Params Vocab. size Pretraining
hours

Pretraining
devices

Corpus
size Multilingual

AraBART 12 139 50 60 128 GPUs 73 No
mBART25 24 610 250 432 256 GPUs 1369 Yes
mT5base 12 390 250 - - 27,000 Yes
AraT5base 12 282 30 80 TPUs v3-8 70 No
C2C 24 275 30 108 TPUs v3-8 167 No

Table 2: Sequence-to-sequence models used in the experiments. Parameters are given in millions, vocab sizes in
thousands, and corpus sizes in GB. C2C stands for CAMeLBERT2CAMeLBERT. - refers to unspecified information.

ent news source, composed of document-headline
pairs. In all these datasets we use a train set of 50K
examples, a validation set of size 5K examples and
a test set of size 5K examples, selected randomly.
The MIX dataset consists of 60K examples uni-
formly sampled from the union of the 7 different
sources.

In addition to the Arabic Gigaword corpus, we
use XL-Sum (Hasan et al., 2021). The news articles
in XL-sum are annotated with summaries and titles,
thus creating two tasks: summary generation, and
title generation.

Table 1 shows that the different datasets used
in our experiments cover a wide range of arti-
cle/summary lengths and levels of abstractiveness.
This variation can be explained by the fact that
the target sentences in each dataset follow a dif-
ferent headline writing style. For example, the
summaries of the QDS dataset which are the short-
est and the less abstractive on average, are more
like titles extracted from the first paragraph with
minimal reformulation. On the other hand, the sum-
maries of XL-Sum, which are the longest and the
most abstractive, contain information interspersed
in various parts of the input text.

3.2 Baselines

We compare our model to four types of state-of-
the-art sequence-to-sequence baselines. The first,
called CAMeLBERT2CAMeLBERT (C2C), is a
monolingual seq2seq model based on BERT2BERT

(Rothe et al., 2020). The encoder and decoder
are initialized using CAMELBERT (Inoue et al.,
2021) weights while the cross-attention weights are
randomly initialized.4 C2C has 275M parameters
in total.

The second baseline is mBART25 (Liu et al.,
2020) which is a multilingual BART pretrained on
25 different languages including Arabic. Although
mBART25 was initially pretrained for neural ma-
chine translation, it was shown that it can be used
in monolingual generative tasks such as abstrac-
tive summarization (Kamal Eddine et al., 2021b).
mBART25 has 610M parameters in total.

Another multilingual model that we include as
a baseline in our experiments is mT5base (Hasan
et al., 2021). mT5 is a multilingual variant of T5
(Raffel et al., 2020) pretrained on the mC4 dataset
- a large corpus comprising 27T of natural text in
101 different languages including Arabic. mT5base

4We experimented with ARABERT (Antoun et al., 2020)
which was slower to converge and didn’t achieve better per-
formance.
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has 390M parameters in total. Another recently
released T5-based model is AraT5, pretraind on
70GB of natural text written in modern standard
Arabic. For a fair comparison, we use the base
version of mT5 and AraT5. Table 2 summarizes
the specifications of the different models used in
our experiments.

3.3 Training and Evaluation
We finetuned each model for three epochs, using
the Adam optimizer and 5× 10−5 maximum learn-
ing rate with linear decay scheduling. In the gen-
eration phase we use beam-search with beam size
of 3. Ideally, an optimal hyperparameter search
should be applied for each model. However, given
the huge hyperparameter space on the one hand
and the significant number of evaluation datasets,
on the other hand, searching for optimal hyperpa-
rameter combinations would be considerably time-
consuming and energetically inefficient. Given that,
we opted for a fixed configuration for all models
chosen based on the previous similar efforts (Lewis
et al., 2020; Kamal Eddine et al., 2021b).

For evaluation, we first normalized the output
summaries as is common practice in Arabic: we
removed Tatweel and diacritization, normalized
Alif/Ya, and separated punctuation marks. We
report ROUGE-1, ROUGE-2 and ROUGE-L F1-
scores (Lin, 2004). However, these metrics are
solely based on surface-form matching and have a
limited sense of semantic similarity (Kamal Eddine
et al., 2021a). Thus we opted for using BERTScore
(Zhang et al., 2020), a metric based on the similar-
ity of the contextual embeddings of the reference
and candidate summaries, produced by a BERT-
like model.5

3.4 Results
We observe in Table 3 that AraBART outperforms
C2C on all datasets with a clear margin. This is
probably a direct consequence of pretraining the
seq2seq architecture end-to-end.

AraBART also outperforms mBART25 on XL-
Sum which is the most abstractive dataset. On
Gigawords, AraBART is best everywhere except
on AHR with mitigated results. On QDS, the set
with the least abstractive summaries (see Table 1),
however, it falls clearly behind mBART25 on all
metrics. In fact, we notice that the gap between

5We use the official implementation (https://github.
com/Tiiiger/bert_score) with the following options: -m
UBC-NLP/ARBERT -l 9 (Chiang et al., 2020)

AraBART and the baselines is greater on the XL-
Sum dataset than on Gigaword. For instance, our
model’s ROUGE-L score is 2.9 absolute points
higher that mBART25 on XL-S while the maxi-
mum margin obtained on a Gigaword subset is 1.4
points on AAW and HYT. We observe a tendency
for AraBART to outperform mBART on more ab-
stractive datasets. In fact, the margin between their
BERTScores is positively correlated with abstrac-
tiveness as measured by the percentage of novel
trigrams.6

Figure 1 presents some examples of the output
of the various systems we studied. The input news
articles corresponding to the summaries in Figure 1
are shown in Appendix A.

4 Human Evaluation

To validate the automatic evaluation results, we
conducted a detailed manual evaluation that covers
two aspects: quality and faithfulness. We con-
sidered 100 documents randomly sampled from
the test set along with their respective candidate
summaries. The systems included in the manual
evaluation are: AraBART, mBART25, mTbase and
CAMeLBERT2CAMeLBERT (C2C).7 In addition
to the generated summaries, we include the refer-
ence summaries following Narayan et al. (2018a);
Kamal Eddine et al. (2021b). The annotations were
carried out by 14 Arabic native speaker volunteers.
To guarantee a better quality assessments, each ex-
ample was annotated by two volunteers separately.
The guidelines provided to the annotators are pre-
sented in Figure 2.

4.1 Quality Evaluation

To assess the overall quality of system summaries
we use the Best-Worst Scaling (BWS) method
(Narayan et al., 2018a). For each document, the an-
notators were provided with the list of all possible
combinations of summary pairs. They were asked
to choose the best summary of each of the pairs.
To help them in their decisions the annotators were
asked to focus on three aspects: factuality (does the
summary contain factual information?), relevance
(does the summary capture the important informa-
tion in the document?) and fluency (is the summary
written in well-formed Arabic?).

6With a Pearson R score of 0.6625 and p-value<0.05.
7We separately evaluate the AraT5 model (Al-Maleh and

Desouki, 2020), which was not yet published at the time of
this human evaluation, in Section 4.3.
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Source Model R1 R2 RL BS
AAW AraBART 30.7 15.3 27.4 62.5

mBART25 29.5 14.4 26.0 61.5
mT5base 26.3 11.9 23.3 61.5
AraT5base 24.1 9.8 21.3 56.7
C2C 24.6 9.9 21.7 58.3

AFP AraBART 55.0 37.9 53.4 77.5
mBART25 54.8 37.3 52.8 77.2
mT5base 52.8 35.8 51.0 61.5
AraT5base 47.8 29.6 46.3 73.6
C2C 50.0 32.2 48.4 74.8

AHR AraBART 39.1 25.4 37.7 68.2
mBART25 39.1 26.1 37.5 68.1
mT5base 33.3 20.1 31.7 64.7
AraT5base 25.6 12.9 24.4 59.4
C2C 33.0 19.7 31.8 63.5

HYT AraBART 33.1 17.5 30.7 63.8
mBART25 32.0 16.2 29.3 63.1
mT5base 29.9 14.5 27.5 62.0
AraT5base 26.3 10.7 24.2 58.0
C2C 27.4 11.5 25.2 59.6

NHR AraBART 32.0 17.2 30.3 61.2
mBART25 31.0 16.2 29.2 60.3
mT5base 27.3 13.3 25.6 58.5
AraT5base 19.5 7.5 18.3 51.1
C2C 24.1 10.0 22.9 53.0

Source Model R1 R2 RL BS
QDS AraBART 62.1 53.9 61.4 80.3

mBART25 62.4 54.1 61.7 80.4
mT5base 59.3 50.5 58.5 78.7
AraT5base 56.3 47.1 55.6 76.4
C2C 57.9 48.9 57.4 77.3

XIN AraBART 66.0 53.9 65.1 84.4
mBART25 65.1 53.4 64.2 84.0
mT5base 64.1 52.2 63.2 83.4
AraT5base 61.5 48.5 60.6 82.3
C2C 62.4 50.1 61.6 82.5

MIX AraBART 39.2 25.5 37.6 67.6
mBART25 39.0 25.6 37.1 67.2
mT5base 33.1 20.0 31.5 64.0
AraT5base 32.2 18.8 30.8 62.2
C2C 32.8 19.1 31.4 62.5

XL-S AraBART 34.5 14.6 30.5 67.0
mBART25 32.1 12.5 27.6 65.3
mT5base 32.8 12.7 28.7 65.8
AraT5base 25.2 7.6 21.6 58.1
C2C 26.9 8.7 23.1 61.6

XL-T AraBART 32.0 13.7 29.4 65.8
mBART25 29.8 11.7 26.9 64.3
mT5base 25.7 9.3 23.5 61.6
AraT5base 24.0 7.1 21.8 57.3
C2C 25.2 7.9 22.9 61.1

Source Model R1 R2 RL BS
Macro AraBART 42.4 28.8 40.3 69.8

Averages mBART25 41.5 28.1 39.2 69.1
mT5base 38.5 24.0 36.5 66.2
AraT5base 34.2 20.0 32.5 63.5
C2C 36.4 23.1 34.6 65.4

Table 3: The performance of AraBART, mBART25, mT5base, AraT5base, and C2C (CAMeLBERT2CAMeLBERT)
on all datasets in terms of ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL) and BERTScore (BS). Macro averages
are computed over all datasets.

Table 4 shows a pairwise comparison between
the models with regard to their overall quality. The
scores represent the percentage of the times the row
model was chosen as better than the column model.
The last column in the table represents the BWS
score, which is, for each model the percentage of
time the model’s summary was chosen as best mi-
nus the percentage of time it was chosen as worst
(Narayan et al., 2018a).

The manual quality assessment showed the same
ranking as the automatic evaluation presented in
Table 3. However, in the current assessment, the

differences between the models’ performances vary.
For example, AraBART, which is the top per-
forming model, has a wider margin compared to
mBART25. On the other hand, mBART25 lost
its significant margin compared to the mT5 model.
These findings highlight the importance of carrying
out manual evaluation in the context of abstractive
summarization generation. Finally, AraBART sum-
maries were even judged as being of better quality
than some references by the annotators. While
this finding could seem problematic, it is in line
with previous efforts (Narayan et al., 2018a; Ka-
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(a)

Reference

ࠚࣇ اఘఊࠚࣴࡃࣇ ᏸᏒ وࡹ߾ ஹழࢢझघ न اऊࡃঁم ᏸᏒ ࡹॆࡃࣇ  റഖॡ߲ ࣇ፬ጥ࿇ ष॰௱
اॱऊࡊᆆࠋ اऊࡍࢇၢᄽ اറഖॡ߹ऊي اఘఊஹழࠚධ ، ࠤॆߜل ࢢझॡ ، اጘጄي اഏᄍف 

ࠡࢆࡐൽ 13 ऄ࿆ैߜ واृߜࠡࣇ اཿལࠪ෭෨ࠪ झघ ഏ اᏸᏒ ಉ౭ྦྈ ا෭෨८ق ࠤߜر 
ࠡࢆߜᄍࡥة ࡺঁرت ࣈঁد घࡍࡤ ارࠡ߹ࣇ ا߲ঁام ݿ

A US military court will hear, later in the day, the case of 
the US military psychiatrist, Nidal Hassan, who confessed 
to killing 13 people and wounding more than thirty others 
in a shooting at Fort Hood base four years ago.

AraBART
ࠚࣇ  റഖॡ߲ ࡥةᄍࡹߜ ᏸᏒ ߜ༺༟ࠚఘఊ13 ࢦࡍࡥࠚߜ ا ऄࠡࢆࡐ कᒎᑿறا ، झॡࠤॆߜل ࢢ ऄࡓघ

ࠚࣇ घ ᏸᏒࡥ௱ນࣇ ࡺषوت ࣈঁد ݿ റഖॡ߲ ࣇ፬ጥ࿇ ߜمघࡐߜن ، ا಼اࡺߴߜ ᏸᏒ
Nidal Hassan, accused of killing 13 US soldiers at a 
military base in Afghanistan, appeared before a military 
court in Fort Hood.

mBART25
اഏᄍف رऄᄓ اࡺߴߜᏸᎨ ࠡࢆࡐऄ 13 ࢦࡍࡥࠚߜ اఘఊࠚ༟༻ߜ وྍྦح اᏸᏒ ಉ౭ྦྈ ࡹߜᄍࡥة 
ࠚࣇ اఘఊࠚࣴࡃࣇ ᏸᏒ وஹழࠚࣇ ࡺषࢦࡃᆐࡃߜ ᏸᏒ ࠤಉ౭ၑှဪ / ഏ೭፬ፐঁ اऊࡓߜᏸᎨ اறߜၢᅈ ݿ റഖॡ߲

An Afghan man confessed to killing 13 US soldiers and 
wounding others at a US military base in Virginia last 
November.

C2C
ࡹߜل رऄᄓ اಉ౭ጙጄ اఘఊஹழࠚධ ، ࢢझॡ ࢢझॡ ، اࠤࣃ " ಲ ஹழࡐॱࡃ߫ ان 

ࠚࣇ റഖॡ߲ ࡥةᄍࡹߜ ᏸᏒ ߜ༺༟ࠚఘఊࢦࡍࡥࠚߜ ا ऄࡥ ࢦࡍঁده " ، ࠡ߹ࡥ ان ࡹࡐᄏا ऄࠚࢆࡐ
The American cleric, Hassan Hassan, said that he "could 
not kill one of his soldiers", after he killed an American 
soldier in a military base

mT5 
 ऄᄓࡥام رᄍࠚࣴࡃࣇ ࠡߜఘఊஹழߜ ا௧ຣࡃࢇঁرऊኇሼ ࠚࣇஹழو ᏸᏒ ࠚࣇ റഖॡ߲ ࣇ፬ጥ࿇ ࡹॆ߾

ࡹࡐऄ 13 ࢦࡍࡥࠚߜ اఘఊࠚ༟༻ߜ ᏸᏒ ࡹߜᄍࡥة ॎᆆਛ اఘఊஹழࠚᄍ ධߜم 2009 .
A California military court has sentenced to death a man 
who killed 13 US soldiers at a US military base in 2009.

AraT5

 ᏸᏒ ࠚࣴࡃࣇఘఊࠚࣇ أ റഖॡ߲ ࡥةᄍࡹߜ વઐࠚࣴࡃঁن إن ࡹߜఘఊঁن أऊوॴॡघ ࡹߜل
أࡺߴߜ಼ࡐߜن، ߲ࡊࡥ اܥܧ ࢢझॡ، ࡹࡐऄ 11 ࢦࡍࡥࠚߜ ࿋ྩ ᏸᏒঁم ୨ଡ଼ᄍ ࡹߜᄍࡥة 

ࠚࣇ أఘఊࠚࣴࡃࣇ ᏸᏒ أࡺߴߜ಼ࡐߜنݿ റഖॡ߲

US officials said that the commander of a US military base 
in Afghanistan, Abdullah Hassan, killed 11 soldiers in an 
attack on a US military base in Afghanistan.

(b)
Reference

ࠚॱߜᏸᎨ اഏ೦ॡऊ روྍྦ  ഏ೭ऊا कࡍࢷऊߜ اघߜᄍ 89 वࠤߜࣈ ष፬ፋ झ߲ ࠪߜء෭෨ࡓऊࠚঁم ا ᏸᏒঁࠧ
घঁر ݿ

British star Sir Roger Moore died on Tuesday at the age of 
89.

AraBART
ࠚॱߜᏸᎨ روྍྦ घঁر ௱ນ ष፬ፋ झ߲ߜࣈᄍ 91 वߜघߜ ࠡ߹ࡥ ၑᅊاع  ഏ೭ऊا ऄࡓछறا ᏸᏒঁࠧ

ఘఊ ߫घض ا८ၑᄽऊߜن ݿ
British actor Roger Moore has died at the age of 91, after a 
battle with cancer.

mBART25
 झ߲ ᏸᏒঁࠧ कࣈጙጄঁر ان واघ ྦྍرو ഏ೦ᒐᅀऊا ᏸߜछࡍᆆॡऊا कࡍࢷऊة اၑᄲ߾ اऊࡹߜ

ࠚఘఊ ߫घ ऄض ا८ၑᄽऊߜن ݿ ঁ८ اعၑᅊ ߜ ࠡ߹ࡥघߜᄍ 91 वߜࣈ௱ນ ष፬ፋ
The family of famous film star Roger Moore said that their 
father passed away at the age of 91 after a long battle with 
cancer.

C2C
 ोछور ࢦࡃવચ षᒎᑿख़ي اጘጄঁر ، اघ ྦྍرو ഏ೦ᒐᅀऊا ᏸᎨߜॱࠚ ഏ೭ऊا ऄࡓछறا ᏸᏒঁࠧ

ᏸᏒ વઝঁࠡ ࡺࡃఘ߭ " ঘঔا෭෨ॖ વઝم " ، ௱ນ ष፬ፋ झ߲ߜࣈᄍ 91 वߜघߜ
Renowned British actor Roger Moore, best known for his 
role as James Bond in the movie "Grand Slam", has died at 
the age of 91.

mT5 
 ष፬ፋ झ߲ ، વઝঁࠡ ोछߜॖঁس ࢦࡃభ৩دور ا ऄॱࠡ ، ঁرघ ྦྍرو ഏ೦ॡऊا ᏸᏒঁࠧ

௱ນߜࣈᄍ 67 वߜघߜ ၑျဝঁॖ ᏸᏒا ࠡ߹ࡥ ၑᅊاع ࡹఘఊ ߫घ ഏ೦ैض ا८ၑᄽऊߜن ݿ
Sir Roger Moore, star of James Bond, has died at the age of 
67 in Switzerland after a short battle with cancer.

AraT5

ࠚॱߜᏸᎨ ࢦࡃવઝঁࠡ ोछ، اጘጄي ኇሼن ኇሼن  ഏ೭ऊߜॖঁس اభ৩ة اၑᄲ߾ اऊࡹߜ 
ኇሼن ኇሼن ௱ນ ष፬ፋ ᏸᏒߜࣈᄍ 65 वߜघߜ، إن واጙጄࣈߜ ا྾ྭاᏸᏒ ᏸᏒঁࠧ ऄᄏ ࡺ಼षߜ 

ࠚఘఊ ߫घ ऄض ا८ၑᄽऊߜنݿ ঁ८ اعၑᅊ ࡥ߹ࠡ

The family of British spy James Bond, who was was was 
was at the age of 65, that their late father died in France 
after a long struggle with cancer.

(c)
Reference

 ণߜᄤॡऊا ഏ೦ࠪࠧߜ झ߲ - ࡤ߲ࡃࣇభ৩ࠚߜ ا෭෨న৩߾ اऊߜو௱ - ࣇ௷ນࡥᄏ ࢇ߾ دراॖࣇ।
୮ଡ଼ᄍ اஹழࢦࡍࣇ ݿ

A recent study - dealing with stem cells - revealed the 
effect of cigarettes on fetuses.

AraBART
ऐृঁࠧ߾ دراॖࣇ ᄍࡃࣇ اᏸᏤ ان ཿལᄎવઠ اᒎᔢஹழߜت ا௱ຩߜء اጎጄ ऄ اࠪߜر 

ुߜرة ୮ଡ଼ᄍ اஹழࢦࡍࣇ ݿ
A scientific study concluded that smoking by mothers 
during pregnancy has harmful effects on fetuses.

mBART25
ऐᄎै߾ دراॖࣇ ᄍࡃࣇ ᄏࡥນ௷ࣇ اᏸᏤ ان ཿལᄎવઠ اᒎᔢஹழߜت اᄤॡऊߜጎጄ ণ اࠪߜر 

ुߜرة ୮ଡ଼ᄍ اࢦࡍࣇ اጘጄঁر واࢦࡍࣇ اஹழࠤߜث ݿ
A recent scientific study concluded that cigarette smoking 
by mothers has harmful effects on male fetuses and female 
fetuses.

C2C
ࡹߜل ᄍߜء ان ཿལᄎવઠ اᄤॡऊߜᏸᏒ ণ اघஹழ߹ߜء ࡹࡥ ࠚࣴঁن ጎጄ ࠧߜ࿇࿅ ୮ଡ଼ᄍ ഏ೦ࠪࣇ 

ا಼ஹழߜن ݿ
Scientists said that smoking cigarettes in the intestines may 
have an effect on human health.

mT5 
 ᏸᏤߜت اᒎᔢஹழا ཿལᄎવઠ ديॴࡹࡥ ࠚ ণߜᄤॡऊࣇ ان ا௷ນࡥᄏ ت دراॖࣇष࣊७ا

اၑᅈار ࡊഏ೦ة ୮ଡ଼ᄍ اஹழࢦࡍࣇ ݿ
A recent study showed that smoking by mothers may cause 
significant harm to fetuses.

AraT5 
ࡹߜل ᄍߜء إن اऊࡐࡥᏸᏒ ཿལᄎ اॡᆐऊߜء झॖ ᏸᏒ اझॡऊ اறࡊറഖ ࡹࡥ ᆍಲࠋ 

أၑᅈارا ࢡഏ೦ॱة ෭෨ᄎ ୨ଡ଼ᄍࠚߜ اᕌऊࣴࡊࡥݿ
Scientists said that smoking in women at the age of early 
age may cause serious damage to liver cells.

Figure 1: Three selected examples contrasting the output of the various systems we studied. All examples are from
the XL-Sum summaries test set. We provide English translations to provide context for the general readers.
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Quality Assessment Faithfulness Assessment
In this task, pairs of generated summaries
(headlines) are compared together. If we judge
the first summary to be better than the second
one you fill the scores column with 1, other-
wise fill it with 2. To make a decision you can
think of different aspects of quality: factuality
(does the summary contain factual informa-
tion?), relevance (does the summary capture
the important information in the document?)
and fluency (is the summary written in well-
formed Arabic?).

In this task we have 5 summaries (headlines)
generated by 5 different models. Some of them
contain unfaithful information, that is informa-
tion that is not covered by the source document
(even if it is factual). The unfaithful informa-
tion should be replaced by a # symbol. If we
have multiple consecutive information judged
as unfaithful, the text span should be replaced
with multiple # symbols.

Figure 2: The guidelines we provided to the human evaluators to evaluate in terms of Quality and Faithfulness.

System Reference AraBART C2C mBART mT5 BWS Score
Reference - 44.7 79.0 53.0 56.5 16.65
AraBART 55.3 - 82.85 54.75 58.5 25.6
C2C 21.0 17.15 - 14.5 15.5 -65.9
mBART 47.0 45.25 85.5 - 50.5 14.2
mT5base 43.5 41.5 84.5 49.5 - 9.55

Table 4: Human evaluation using Best-Worst Scaling (BWS). The numbers in the first five columns represent
the percentage of the times the row model was chosen as better than the column model. The BWS score is the
percentage of time the model’s summary was chosen as best minus the percentage of time it was chosen as worst.

mal Eddine et al., 2021b). The lower scores of
the reference summaries are related to the nature
of the task itself. The news headline generation
task considers headlines as summaries. However
these headlines, while being relevant and fluent,
may contain some information that is not presented
by the input document such as names and dates.
These bits of information are considered by the hu-
man annotators as inaccurate or non-factual. This
assumption is confirmed in the next section.

4.2 Faithfulness Evaluation

Recent efforts have shown that automatic systems
are highly prone to generate content that is unfaith-
ful to the source document (Maynez et al., 2020;
Chen et al., 2021). Thus, we opted for a manual
evaluation that focuses on the summaries’ faithful-
ness. In this evaluation task, we asked the annota-
tors to detect unfaithful spans. A span is considered
as unfaithful if it contains information that is not
covered by the input document even if the informa-
tion is factual (Maynez et al., 2020).

Automatic metrics based on surface token
(e.g., Rouge) or distributional semantic (e.g.,
BERTScore) overlap between the reference and

Unfaithful Faithful
System Spans # Words %
Reference 2.31 77.91
AraBART (ours) 1.36 84.47
C2C 3.18 61.80
mBART 1.68 81.31
mTbase 1.49 81.62

Table 5: Faithfulness results in terms of the average
number of unfaithful spans of text in summaries (less is
more faithful), and the percentage of faithful words in
summaries (higher is more faithful).

the generated summaries are not sufficient for ab-
stractive summarization evaluation. This is mainly
because they are not able to capture the faithfulness
of the summary with respect to the input document.
This is why, manually assessing the faithfulness
of the summary could be very useful for evaluat-
ing the summarization systems. Table 5 shows the
degree of faithfulness of each model to the input
document.

Here again, AraBART outperforms all the other
systems, obtaining a lower number of unfaithful
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spans and a higher percentage of faithful summary
words. On the other hand, the reference summaries
are outperformed by AraBART and two other base-
lines which confirms our assumption in Section 4.1
about the underperformance of the reference sum-
maries compared to AraBART. The difference in
the system rankings and the improvement margins
between the automatic, the quality and the faith-
fulness evaluations, highlights the importance of
conducting a detailed evaluation considering vari-
ous aspects and dimensions.

4.3 AraBART vs AraT5

At the time we carried out the manual evaluation,
the AraT5 model (Al-Maleh and Desouki, 2020)
was not yet published. For this reason we per-
formed a separate quality assessment evaluation
comparing AraT5 to AraBART only. We used the
same 100 documents as previously, and the anno-
tators had to choose the better summary among
those of AraT5 and AraBART following the same
guidelines of the overall quality assessment. Three
annotators participated in this evaluation task, and
each document was annotated by only one partici-
pant. The final score shows that 91.5% of the time
AraBART summaries were chosen as best, which
again shows the superiority of AraBART in the
abstractive summarization task.

5 Related Work

Arabic Summarization The overwhelming ma-
jority of past Arabic models are extractive
(Douzidia and Lapalme, 2004; Azmi and Al-
thanyyan, 2009; El-Haj et al., 2011; El-Shishtawy
and El-Ghannam, 2012; Haboush et al., 2012;
Belkebir and Guessoum, 2015; Qaroush et al.,
2021; Ayed et al., 2021). Recently, seq2seq ab-
stractive models for Arabic have been proposed
in the literature (Al-Maleh and Desouki, 2020;
Suleiman and Awajan, 2020; Khalil et al., 2022),
but none of them used pretraining. Fine-tuning
Transformer-based language models like BERT
(Devlin et al., 2019) has been shown to help Arabic
abstractive (Elmadani et al., 2020) and extractive
(Helmy et al., 2018) summarization, but unlike
AraBART, not all components of the model are pre-
trained. Readily-available multilingual pretrained
seq2seq models have been applied to Arabic sum-
marization. Kahla et al. (2021) uses mBART25
(Liu et al., 2020) in cross-lingual transfer setup on
an unpublished dataset, while Hasan et al. (2021)

experiment with mT5 (Xue et al., 2021) on XL-
Sum. Our model, tailored specifically for Arabic,
outperforms mBART25 and mT5 for almost all
datasets despite having a smaller architecture with
less parameters.

Arabic Datasets Most available datasets for Ara-
bic are extractive (El-Haj et al., 2010; Chouigui
et al., 2021), use short headlines that are designed
to attract the reader (Webz.io, 2016; Al-Maleh and
Desouki, 2020), or contain machine-generated (El-
Haj and Koulali, 2013) or translated (El-Haj et al.,
2011) summaries. Notable exceptions we choose
for our experiments are Gigaword (Parker et al.,
2011) and XL-Sum (Hasan et al., 2021) because
they cover both headline and summary generation,
contain multiple sources, and manifest variable lev-
els of abstractiveness as shown in Table 1.

Pretrained seq2seq models BART-based mod-
els have been developed for multiple language in-
cluding English (Lewis et al., 2020), French (Ka-
mal Eddine et al., 2021b) and Chinese (Shao et al.,
2021) in addition to multilingual models (Liu et al.,
2020). While they can be finetuned to perform any
language understanding or generation tasks, we
focus on summarization in this work.

6 Conclusion and Future Work

We release AraBART, the first sequence-to-
sequence pretrained Arabic model. We evaluated
our model on a set of abstractive summarization
tasks, with different level of abstractiveness. We
compared AraBART to a number of state-of-the-art
models and we showed that it outperforms them
almost everywhere despite the fact that it is smaller
in terms of parameters.

In future work, we are planning to extend
the model to multitask setups to take advantage
of availability of both titles and summaries in
some datasets including XL-Sum, and use external
knowledge sources to improve faithfulness. We
will also explore new directions for automatic sum-
marization evaluation on morphologically rich lan-
guages like Arabic. We would like to use AraBART
in other text transformation and generation tasks,
such as spelling and grammar correction.
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Ethical Considerations

Limitations Our models are optimized for news
text summarization; we do not expect comparable
performance on other summarization tasks without
additional training data.

Risks We acknowledge that our models some-
times produce incorrect non-factual and non-
grammatical output, which can be misleading to
general users.

Data All the data we used comes from reputable
news agencies and does not contain unanonymized
private information or malicious social media con-
tent.

Models We will make our pretrained and fine-
tuned models available on the well known Hugging
Face models hub8, so they can be easily used and
distributed for research or production purposes.
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A Example Input Documents

(a)  झࣴᕌऊࡐߜن، و಼أࡺߴߜ ᏸᏒ ࡊߜنऊߜ८ ၑᅊو߲ࡍߜ ཿལॡறߜࠚࣇ ا፬რ ߜᄤࡐࢳࢷघ ،ࡍঁدభ৩ا ऄࣃ، ࠡࢆࡐॡࠤࢇ झ߲ ߫اࡺવઓ يጘጄا ،झॡف ࠤॆߜل ࢢഏᄍوا झॡࠤॆߜل ࢢ

اऊࢆߜၢᅈ اറഖॡ߹ऊي رࡺ़ ᇜࡐࣃ "፬რߜࠚࣇ اಉ౭ྦྈழ"ݿ وᔝذا أدಉ౭ ࢢझॡ، اऊࡊߜऊߦ झघ اᄍ 42 षछ߹ऊߜघߜ، ࠡࢆࡐൽ 13 ऄ࿆ैߜ وྍྦح آಉ౭ྦྈ ࡺߛࠤࣃ ॖࡃঁاᄓࣃ ߲ࢆঁࠡࣇ 

 5 ᏸᏒ ऄᄎঁد ߲ࡃߜن دᒐᄵ ࠚࣴࡃࣇݿ وࡹߜلఘఊࠚࣇ أ റഖॡ߲ ࡥةᄍࡹߜ ᏸᏒ وࡹ߹߾ ဎऊࡃࣇ اऊࢆࡐߜऊا ഏ೦ᄈ ߜتछࢷഺശا ཿལࠡ झघ ࠚࣇ ঁघد ഏழߜدث ا৩ا ഏ೭ࠚ߹ࡐ اᄍஸழࡥامݿ و

ࠤಉ౭ၑှဪ/ഏ೭፬ፐঁ اऊࡓߜᄍ ᏸᎨߜم ᄠैघ 2009ࣇ ࠧ߹ ࠡߜభ৩ࡍঁد اኇሼ ಉ౭ጘጄࠤঁا ᆐᅝࡐष॰ون أدوارࣈक إྍྦاء టঁृߜت ८ࡊࡃࣇ أو اऊࡐऐࢆࡃ، ᐻᐯ ृ߹ࡥ घ ୨ଡ଼ᄍࣴࡐࠋ، 

 झॡࠧࢇࡃࡥ ࠡߟن ࢢ ጒጄߜء أدᄍدஹழا ০ࡓ ߜࠚࣇ وॖࡃࢆࡥمᒎᑓ ࣐छᒎᑖ ঁاुࡃ߫ ࡹࡥघ حݿ෭෨ॡऊߜدة ࠧ߹ࡊࡀࣇ اᄍஸழ ஹழࡥࠚࣃ، دون ࠧঁࡹ إ௧ຠ ཿལᄏ෭෨ॖ झघ ࡍߜرऊا ౌ८وأ

घߜل إᏲᏤ اழࡺኇበر اறࡐषॱࡺࣇ، وኇሼن দ্ور اறঁاࡹ߫ ࿇Ⴁࡓߜ झ߲ ّاభ৩࣊ߜدࠚཿལ" و८ߜऊࡊߜن، ॖߜᄍߜت ࡹࡊऄ اഺശࢷঁمݿ وኇሼن ا྾ྭاવઐ ࢢझॡ ॖࡃऐࡐࢳन ࠡߜऊࢆঁات 

اఘఊழࠚࣴࡃࣇ ᏸᏒ أࡺߴߜ಼ࡐߜن ࡹࡊऄ أن ௱ນࢇࡤ घঁ࿋ྩࣃݿ "߲ࡍ ኇበघ ᏸᏒن اऄछ߹ऊ" وृࡍࢇ߾ وزارة اጙጄࡺߜع اఘఊழࠚࣴࡃࣇ ا৩ߜدث ࠡߜ߲ࡐࡊߜره "߲ࡍࢇߜ ኇበघ ᏸᏒن 

اᆐैࠧ झघ ஹழવચ "ऄछ߹ऊࡃࢇࣃ "෭෨፬ፋ إرࣈߜ௧ຠߜ"، وࣈঁ घߜ أ߭ॆࠋ ߲ࡀ෭෨ت اᄠॆऊߜࠚߜ، ࢢॡࠋ घߜ أࡺߜد ࠡࣃ ఘఊاၢᄲ ᏸᎥ ᏸᎥ ऄॖ، ࠤ࣐ ভاᆐᅝ߾، ᏸᏒ ࡺषوت 

 ᏲᏤঁࡐᆆॖ ࠤࣃழ ࣇ፬ጥූුැࣇ اᄍࡹߜ ᏸᏒ ߜࠚߜه࿇࿃ झघ ࡥداᄍ झॡࣃ ࢢᄓࣇݿ وॖࡃঁا፬ጥූුැߜم اघأ कᒎᑖߜࣈߜداಹ ߜدث৩ا ᏲᎻྦྍ झघ વઓࡥ߹ऊا ᏸᏤવઓ ঁࡹ߫ أن௴ນࣈঁدݿ و

ࠚࣇ اऊࡍߜرݿ റഖॡ߹ऊࡥة اᄍࢆߜऊا ᏸᏒ ঐ८ၑᄵ ࡃࣃऐᄍ ౌ८ߜ أघ߲ࡍࡥ ،ᓐᒸ।ऊࠋ ࠡߜᆆृࠤࣃ أழ ኇሼषࡐࢳघ ॖࡃߜජඇ ࡥمᄟࡐಲ ঁࣃݿ وࣈॡࠤࢇ झ߲ ࡺߜعጙጄا

(b) ࠚᒎᑖၑှဧ ഏߜ ᏸᏒ ࢢॡߜࠡࣃ  ঁࠧ ᏸᏒ ةવઓषࠧߴ नࠚ ष८ झ߲ ߟ وࡺߜࠧࣃ௮ຣ ࠧࣃၑᄲࡍ߾ اऐᄍݿ وأવઝঁࠡ ोछߜॖঁس ࢦࡃభ৩داࠗࣃ دور اஹழ ࡃࣇறߜᄍ ةषᒐᄵ ঁرघ ঁر وࠤߜلघ ྦྍرو

اঐ፯྾ྭݿ وࡹߜل اوஹழده ᏸᏒ اऊࡐߴવઓषة، "ࠡࢆऐࠋ ࠚ߹ࡐၑᅏه اၜᄲழ، ࠤ߹झ߲ झऐ ان واጙጄࠤߜ ا৩ࡊᆆࠋ اഏ೦ॡऊ روྍྦ घঁر واࡺࡐࣃ اறࡍࡃࣇ اऊࡃঁم ၑျဝঁॖ ᏸᏒا ࠡ߹ࡥ ၑᅊاع 

 झघ વઓࡥ߹ऊ্ا ߲ࡍࡥ اদఖ߲ ࣴঁࠤ࣐ᕌऊو ູຣأ झघ ࠤ࣐ழ ا ࠚߜ أࠡߜࠤߜറഖख़ ࡍࣴঁࠡঁنݿघ झ࿇Ⴄ" ،ةવઓषࡐߴऊا ᏸᏒ ߜءᄓߜنݿ" و८ၑᄽऊض اఘఊ ߫घ ᏸᏤঁॱࠡ झࣴᕌऊو ഏ೦ैࡹ

 ᏸᏒ ဎࢇऊߜره اॡघ ঁرघ أવચ ݿᐻᐎߜ߹ऊࡊঁࠡࣇ ࢢঁل ا࿇ ࿆ैࡃࣇൽا وഏ೦ࡃঁࠤऐघ ،વઝঁࠡ اداء دور ᏸᏒ ࡹॆߜࣈߜ ဎऊ12 ا ᕌऊࡍঁات اॡऊا ऄॆঁر، ࠡࢇघ ࡍߜسݿ" وأृࡊऊا

 Live and Let " ঘঔࡺࡃ ᏸᏒ વઝঁࠡ داء دورஹழ ഏ೦ߜ اࢡࡐघߜم 1973، ߲ࡍࡥᄍ ဈࢢ ਈৰࢢࢆࡃ ኂበಹ ౌॱ௱ ᐻᐎ ࠧࣃषᒐᄵ झࣴᕌऊو ،ၢᅈߜறن اषࢆऊࡃߜت اᆐࡃᆓॖ

Die"ݿ أدى घঁر دور اऊࡊझघ 6 ᏸᏒ ጒጄঁॱ اࡺ෭෨م ࢦࡃવઝঁࠡ ोछ اऊࡐߜऊࡃࣇ، ኇሼن آྈྦࣈߜ ࡺࡃᄍ ᏸᏒ "A View to a Kill " ঘঔߜم 1985 ߲ࡍࡥघߜ ኇሼن ऐ௮ນߦ 

झघ اᄍ 57 षछ߹ऊߜघߜݿ وኇሼن झघ آ࿋Ⴄ ྦྈঁم "اறࡥرॖࣇ اऊࢆࡥ൷൛ࣇ" झघ اऊࡍࢷঁم اᆆॡऊࡍछߜझघ ཿལ௧ຖ اघࡓߜل ࡺषاࠤ࣐ ᆆॖࡍߜا ودࠚࢇࡃࡥ ௧ຣࢇཿལݿ وᏸᏒ اॡऊࡍঁات 

اऊࡐߜऊࡃࣇ، ఘ߲ف घঁر ।ᆐᅤߜ८ߜࠧࣃ ا಼ஹழߜ௧ຣࣇ، و୨ଡ଼ᄍ وᄓࣃ اన৩ैঁص घߜ ࡹߜم ࠡࣃ ॡࢇற ഏ೦ࡍछ॰ࣇ ॡᆆᅧঁࠡࡃ ்߫ اऊࡐᄍഏ೭ߜت ८෭ᒦᒚࢇߜل اऊࢇࢆषاءݿ وࡹߜل اوஹழد 

घঁر إن واጙጄࣈኇሼ कن ࠚ߹ࡐघ ጎጊ፬ፋ ഏ೭߫ ࠚॡᆆᅧঁࡃ "اक॰߲ ا࿋Ⴄߜزاࠧࣃ"ݿ وॖࡐࢷषى ఘఊاᆭᄲ دࡺࡍࣃ घ ᏸᏒঁࠤߜঁݿ

(c)  শراॖࣇ أጙጄ ࠡߜ ০ॖߜء أ߹ऊا റഖ௴ຠࣴࡊࡥݿ واᕌऊࠚߜ ا෭෨ᄎ ऄ༺༟ಿ ࡃࣇऐछ߹ࠡ ߜصᄎ ঁ࿇Ⴄ ୨ଡ଼ᄍ ुߜر ণߜᄤॡऊا ᏸᏒ ࠚࣇ وᄍ ऄृঁࠧߜء إᏲᏤ أن ऐᄎࡃ५ اறঁاد اᕌऊࣴࡃछߜو

 ഏ೦ࠪة، أن ࠧߟഏ೭ࣇ إدࠤ߹घߜᄓ कᒎᑖࡹߜد ಉ౭ጘጄߜء، ا߹ऊا नࠚ षࡥ ࡺᄓࡍࡃࣇݿ ووᆆࡤ߲ࡃࣇ ࢦࡍᄓ ࠚߜ෭෨ᄎ ऄࡃऐ࿇Ⴇ ࡥامᄟࠡߜॖࡐ ᒫᒚࣴࡊࡥ، وذᕌऊࣇ اᄤ಼أ ୨ଡ଼ᄍ ߜتᒎᔢழا ཿལᄎવઠ

ࠚࣇ ᏸᏒ اᄤॡऊߜນ ণ௴ࢇߜوت ཿལࠡ أࢦࡍࣇ اጘጄঁر وأࢦࡍࣇ اஸழࠤߜثݿ وأ௱ຩߜء اጙጄراॖࣇ، اॖࡐᄟࡥم اऊࡊߜࢢࡓঁن ෭෨ᄎࠚߜ ᄓࡤ߲ࡃࣇ ࿇ࢇवة - و෭෨ᄎ ᏸᏨࠚߜ  اறঁاد اᕌऊࣴࡃछߜو

ࠚࣇ اऊॆߜرة  ࡹߜدرة ୨ଡ଼ᄍ اऊࡐࢳঁل إᏲᏤ أኇበख़ل أྈྦى झघ ا෭෨న৩ࠚߜ - ऐ࿆Ⴇ ᏸᏒࡃन أᄤ಼ࣇ ࡊࡥ ࢦࡍᆆࡍࡃࣇݿ وष߹ࠧ ᐻᐬࠚ़ ෭෨ᄎࠚߜ اᕌऊࣴࡊࡥ اऐුැࢆࣇ ᓖᒚঁاد اᕌऊࣴࡃछߜو

اறঁࢦঁدة ᏸᏒ اᄤॡऊߜ൷ൢ ،ণߜ ᏸᏒ ذघ ᒫᒚঁاد घ߹ࡃࡍࣇ झघ اष߹றوف أᒎᑓߜ घࡍၑᅀᆓة ᏸᏒ اழࢦࡍࣇ اဎऊ ࠧࣴঁن أᒎᔢߜᒎᑖߜ झघ اறࡥࢡࡍཿལݿ وأ७࣊षت اጙጄراॖࣇ أن 

ࠚߜ - ಲࡊࣃ ذᒫᒚ اறঁࢦঁد ᏸᏒ اᄤॡऊߜণ - أन৩ أၑᅈارا ࿇Ⴁߜጒጄ اᕌऊࣴࡊࡥ أझघ ഏ اऊࡐߟഏ೦ࠪ اဎऐॡऊ اጘጄي ऐ࿆Ⴇࢇࣃ घ ኂሼߜدة ᒎᑼघߜ ᄏ ୨ଡ଼ᄍࡥةݿ  ऐᄎࡃॱߜ ࡃछߜو

أၑᅈار دا൷൘ࣇ وࡹߜل اॱऊࡊᆆࠋ داࠚࢇࡃࡥ ࣈߜي، චඇఘఊ झघ اॱऊࠋ اऊࡐᄤࡥવઓي ࿋Ⴁߜघ߹ࣇ إدࠤഏ೭ة، إن "دᄎߜن اᄤॡऊߜष߹घ ণوف ࠡߠࠪߜره اऊॆߜرة ୨ଡ଼ᄍ اழࢦࡍࣇ، 

ᕌऊࣴࡍࡍߜ ࠤࢇࡐࢆष إᏲᏤ اழدوات اறࡍߜॖࡊࣇ ጙጄراॖࣇ ࣈࡤه ا॰ऊߜࣈषة ࠡߜऊࡐࢇैࡃऄ ا෭ᒦᒚزم"ݿ وأुߜف ࣈߜي "ࣈࡤا اᒎᑼற اభ৩ࡥવઓ ࠚ߹ဎ أن ௱ນጙጄߜ اழن घैߜدر 

 झघ ाऐᄟࡐऊا ୨ଡ଼ᄍ ᆭᄽభ৩ࡥة اᄍߜॡघ ᏸᏒ ߜघࣴࡊࡥ دورا ࣈߜᕌऊࠋ ا߹ऐࠚ ᄤ಼ழࣇ घࡐᄤࡥدة، وࣈঁ घߜ ൷൛ࣴࡍࡍߜ झघ ࡺ࣊क اশழ ا০న৩ي ᄤॡᒠᒚߜ୨ଡ଼ᄍ ণ اழࢦࡍࣇ"ݿ و

ࠚࣇ ࡹࡥ ࠚॴدي વઠࢡࡃᒎᑼߜ  اறঁاد اॡऊߜघࣇ، ࠡߜஸழुߜࡺࣇ إᏲᏤ دوره اऐ፬ፋ ॰௱ ᏸᏒ ၢᄽᆆᅚ྾ྭࡃࣇ اઅ੶ࡓࡃऄ اऊߴࡤاᏸݿ و࿇Ⴇࡐঁي اᄤॡऊߜ୨ଡ଼ᄍ ণ ॖࡊ߹ࣇ آஹழف घߜدة ࡃछߜو

 ഏ೦ࠪࠧߟ ཿལࠡ قषࢇऊا ୨ଡ଼ᄍ ॆঁءऊॖߴঁ، ا෭෨ᄈو ಉ౭دভأ ဎ߹घߜᄓ ߫घ ࡐ߹ߜونऊྍྦت ࠡߜ ဎऊراॖࣇ، اጙጄ߾ اॱऐॖࣇݿ و൷൘ار داၑᅈأ ᏲᏤᔝࢦࡍࣇ، وழ أ߲ॆߜء اऐࠧ ᏲᏤإ

ཿལᄎવઠ اᄤॡऊߜণ أࢦࡍࣇ اጘጄঁر وأࢦࡍࣇ اஸழࠤߜثݿ و७࣊षت વઝوب ᏸᏒ أᄤ಼ࣇ أࢦࡍࣇ اጘጄঁر، ᆆᅤࡍछߜ ၑᅈ न৩ر أഏ ࠡߜઅ੶ࡓࡃऄ اऊߴࡤا෭෨న৩ ᏸࠚߜ أࢦࡍࣇ 

اஸழࠤߜثݿ وࡹߜل ࠡঁل ࡺߜوघ ،྾ྭࡥघ দ߹࣊ࡥ ০ᄍم اॱऊࠋ ࿋Ⴁߜघ߹ࣇ أভدಉ౭، إن "ࣈࡤا اऄछ߹ऊ ྍྤء ၑᅀघ झघوع ᒎᑿಲࡥف اऊࡐ߹षف ୨ଡ଼ᄍ اழࠪߜر اऊॆߜرة 

 ཿལࠡ ॖߜॖࡃࣇழوق اषࢇऊا ୨ଡ଼ᄍ ॆঁءऊ߾ اॱऐॖ ჵၮࡍࡐߜऊأن "ࣈࡤه ا ྾ྭݿ وأुߜف ࡺߜو"ঁઅੳا झघ ࢇࣇऐࡐුැঁار ا८ழا ᏸᏒ ࢦࡍࣇழا ୨ଡ଼ᄍ ऄߜء ا௱ຩߜت أᒎᔢழا ཿལᄎࡐࡥऊ

ࠚࣇ أرख़ࡃ ঘঔᄍ اछॡऊঁمݿ اၑᅈழار اष߹௴ ဎऊض ഺശߜ أࢦࡍࣇ اጘጄঁر وأࢦࡍࣇ اஸழࠤߜث"ݿ وၑှُဧت ຣ௴ߜჵၮ اጙጄراॖࣇ ᏸᏒ دور

Figure 3: The input news articles corresponding to the summaries in Figure 1
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