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Abstract
This paper describes the HTAC system submitted to the Financial Narrative Summarization Shared Task (FNS-2022). A
methodology implementing Financial narrative Processing (FNP) to summarise financial annual reports, named Hybrid
TF-IDF and Clustering (HTAC). This involves a hybrid approach combining TF-IDF sentence ranking as an NLP tool with a
state-of-the-art Clustering Machine learning model to produce short 1000-word summaries of long financial annual reports.
These Annual Reports are a legal responsibility of public companies and are in excess of 50,000 words. The model extracts the
crucial information from these documents, discarding the extraneous content, leaving only the crucial information in a shorter,
non-redundant summary. Producing summaries that are more effective than summaries produced by two pre-existing generic

summarisers.
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1.

Each financial year companies release an annual re-
port, these reports serve to describe their current finan-
cial state as well as their financial state throughout the
previous year. These reports vary in length and com-
position but are often dozens of pages in length and
contain numerous different sections such as statements
from the company’s Chief Executive Officer (CEO),
Chief Financial Officer (CFO) and President, as well
as many others. The reports also contain the financial
statements from the past year such as Balance sheets,
income statements and cash flow statements®. These
documents must be summarized effectively allowing
readers to ignore any superfluous information, making
the process of parsing the reports much faster. To ef-
fectively summarise lengthy and complex documents
such as financial annual reports, as much information
as possible must be collated to determine the sentence
rankings, providing them as much weight as possible.
To this point, hybrid summarizers can be implemented,
which take the information produced by several Nat-
ural Language Processing (NLP) and machine learn-
ing techniques and combine them to produce new sen-
tence rankings, using all of the available information.
This paper covers a hybrid TF-IDF and Clustering sum-
marizer combining the base NLP technique of TF-IDF
with the results of a K-Means Clustering model, us-
ing state of the art Word2Vec Embeddings, intending
to improve upon the individual results of each.

Introduction

2. Background

NLP summarisation has been a well-researched topic
for the past decade as researchers have recognised the

1Corporate Finance Institute(CFI) 2022 https://
corporatefinanceinstitute.com/resources/
knowledge/finance/annual-report/
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benefits of automatically generating summaries of large
blocks of text. The purpose of automatic text sum-
marisation is to produce a condensed, non-redundant
summary text from either a single or multiple input
texts (Nenkova and McKeown, 2011). The field of au-
tomatic test summarisation branched into two distinct
approaches; Extractive summarisation in which sen-
tences from the initial document compose the summary
(Gupta and Lehal, 2010) and Abstractive summarisa-
tion where the summary text is entirely generated by
the summariser but based on the contents of the input
document (Morafanch and Chitrakala, 2016). The sum-
mariser in this project utilises extractive techniques.
Extractive summarisation uses a variety of statistical
methods to score parts of the original document (i.e.,
sentences and phrases) based on their perceived impor-
tance. This incorporates a number of different feature
extraction/engineering methods and evaluations. The
methods used in this Hybrid summariser are TF-IDF
sentence Ranking (Cuhn, T958) and a Clustering Ma-
chine Learning Model (Radev_et al.. 2004; [Cin—and
Lindroos. 2006; EI-Haj et al., 2011). TF-IDF sen-
tence ranking is a statistical technique utilising word
frequencies to score the importance of certain words,
it is a seminal concept in automatic text summarisation
(Nenkova and McKeown, 2011]). Clustering, specifi-
cally K-Means clustering is a machine learning model
that clusters numerical data points around a set of it-
eratively generated centroids (Kanungo et al., 2002),
which can be used after the input text has been con-
verted to numerical vectors. To conclude, research into
the greater area of this paper, namely NLP summari-
sation has been taking place for over half a century,
with the seminal piece of research taking place in 1958
(Cuhn, 1958). Since the publication of Luhns paper,
research into NPL summarisation has come a long way
with the discipline splitting up into Abstractive and Ex-
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tractive approaches and the use of machine learning to
enhance results. However, despite the many new tech-
niques published since that time, the core of Luhn’s
research using statistical analysis of words and word
counts remains important and widely used.

3. Methodology

This paper describes the HTAC system submitted to the
Financial Narrative Summarization Shared Task (FNS-
2022) (Zmandar et al., 2022). The shared task has been
running since 2020 (EI-Haj et al., 2020b; Zmandar ef
al.. 2021)) as part of the Financial Narrative Processing
(FNP) workshop series (EI-Haj et al., 2022; EI-Haj ef
al.. 2021); EI-Haj et al., 2020a; EI-Haj et al., 2019; EIZ
Haj et al., 20T¥).

The Summariser uses an extractive hybrid approach,
using a statistical method to combine the TF-IDF
scores of each sentence with the Euclidean distance to
the centre point of its cluster. These new scores de-
termine the final sentence rankings, the highest-scoring
sentences are added to the final summary until the sum-
mary reaches the 1000 word limit. The summariser was
developed using a highly modular approach, this al-
lows each part to be changed and run separately. Over-
all, this meant that each part of the process could be
changed, and so long as the output format remained
consistent, all other parts would continue to function
effectively with the new data. Consequently, a lot of
time was saved as both summarisers took a significant
time to run and now only needed to be re-run when they
were altered. With this modularity, it became possible
to test different changes to individual parts of the hy-
brid summariser easily, allowing for different weights
when combining the data. The 4 main components are
the TF-IDF and Clustering results generators, the range
normaliser, and the combination summariser.

3.1. TF-IDF

TF-IDF sentence ranking provides a good base for ini-
tial summaries, being a core pillar of NLP. TF-IDF is
a statistical technique using word counts to ascribe im-
portance to certain words based on their perceived rele-
vance to the document as whole. Thus sentences scores
can be calculated when the scores for each word in the
sentence are summed. The training documents in the
dataset were used to create a large dictionary of word
counts, which was concatenated to the top 20000 en-
tries, removing very low-frequency words and improv-
ing computation time later on. This dictionary can then
be used to create the TF-IDF word scores. The train-
ing data was used instead of a per-document basis as
this allows the words of the input document to be com-
pared against a larger cross-section of financial annual
reports, not just within the context of its own content.
This provided more weight to each of the frequencies
and thus TF-IDF scores as they are representative of
a greater dataset. For each input document, all words
were added to the word dictionary, ensuring every word
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in the document is present in the dictionary. This dic-
tionary is then used to create a TF-IDF score dictionary
contain every discrete word in the input document, and
its TF-IDF score. These scores are then added up for
each word in a sentence, creating a new dictionary with
every sentence and its TF-IDF score. This dictionary is
then saved and later accessed by the hybrid summariser.

3.2. Clustering

This component utilises Machine learning to cluster
each sentence around a set of cluster points, this then
allows us to calculate the Euclidean distance between
each point and the centroid of the nearest cluster. The
clusters can be interpreted as a group of semanti-
cally identical sentences, that carry similar informa-
tion. Thus sentences with the lowest distance, are more
likely to be important as they are closer to a central
concept or notion of the input document, which in the
abstract is what the clusters represent. This component
produces results that are more difficult to utilise in sim-
ple sentence ranking. While the TF-IDF scores provide
a simple and easy to sort metric, the Euclidean distance
between points can be harder to utilise, as the output of
the clustering model is the coordinates of the sentences
and cluster centroids in an abstract space. This means
that for each point we must determine the distance be-
tween its location and the centroid of each cluster to
find the distance to the nearest cluster and then record
it. The summarisation in this version was implemented
using K-Means clustering via SciKit Learn (Pedregosa
etal.. 2011]), a machine learning technique that aims
to cluster data points around a set of iteratively gen-
erated points. Clustering requires the input data to be
in a numerical form. To do this the text of each re-
port was converted into mathematical vector represen-
tation using Word2Vec from Gensim (Rehnrek and So-
[ka, 2010). Word2Vec was chosen as it is a state of the
art and effective way of converting text into a numeri-
cal vector representation, thus preferable to older tech-
niques, such as bag-of-words. Word2Vec uses a low-
level neural network, implementing both skip-grams
and continuous-bag-of-words to return the word em-
beddings for the input text, producing results that are
more accurate and information-dense than older mod-
els i.e., bag-of-words (Rehurek and Sojka, 2010). The
Word2Vec model was created and then trained on the
entire training dataset. This trained model was then
loaded into the summariser and for each input docu-
ment, its vocabulary was updated with every word in
the input report. The model then undergoes further
training with the input text. The word vectors were then
extracted, combined into the appropriate sentence vec-
tors, and passed to the K-Means Clustering model (Pe-
dregosa et al., 2011]), using 9 clusters. The number for
clusters used was selected using an iterative methodol-
ogy, the summariser was ran with every cluster num-
ber between 4 and 11, the resulting data showd that 9
was the optimal number. The data points were then



extracted from the completed model and the Euclidean
distance between each point and the centroid of its clus-
ter was calculated. This information was then used to
create a dictionary of sentences and their Euclidean dis-
tances, which was then saved allowing the combination
hybrid summariser to access later.

3.3. Range Normaliser

To combine the results of the two summarisers, they
were first normalised ensuring that there are in the same
range. The original data points were mapped to the
range of 0-100, this was chosen as it is a simple range
that is both easy to visualise and to alter, allowing the
weightings to be change into several commonly used
increments. To normalise the sentence scores produced
by each summariser, it takes the original values and re-
places them with the corresponding value in the new
range (0-100), this is done using the following equa-
tion. Nyq = M + Nynin The same pro-
cess is then applied to 'the results of the Clustering sum-
mariser and then each new value is taken from 100, to
reflect that the lower the clustering score, the higher the
sentence should be ranked. Once completed, the new
datasets will now have the same data as the original,
only represented in the new range. The new datasets
will be saved and later accessed by the hybrid sum-
mariser for it to use accordingly.

3.4. Hybrid TF-IDF and Clustering (HTAC)

To combine the sentence scores, the weightings, 40/60
in favour of clustering were used, this was determined
by testing each combination of weightings between
10/90 and 90/10 in 9 evenly spaced increments, and
comparing results. For each summary, the two sen-
tence scores are combined and added to a new data
frame once the appropriate weights have been applied.
The new data frame containing the combined sentence
scores is then sorted, from highest to lowest. This data
frame will then be iterated through, starting with the
highest scored sentence. Each sentence, after passing
several quality checks discussed below, will be added
to two lists -

¢ The first, contains the sentences for the final sum-
mary.

e The second, contains the sentences index in the
original document.

Once no more sentences will fit in the list without ex-
ceeding the word limit, the two new lists will be used
to create a new data frame where the first column con-
tains the sentences, and the second contains their corre-
sponding index in the original report. This data frame
will then be sorted by the indexes, resulting in the sen-
tences being in their original order as found in the input
report. The sorted sentences will then be joined to cre-
ate a String containing the final summary.
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3.5. Quality checks

Before a sentence is added to the final summary, several
checks are applied to make sure that it is not redundant.

* The first and simplest is a length check, ensuring
that only sentences over 10 characters are added.
This removes any issues with the tokenization pro-
cess which often produces some single word sen-
tences and while these may have a high score due
to their low length, they tend to have a low value
in a summary as they have little of their original
context remaining.

* The second check is to ensure that a very similar
sentence has not already been added. This check
involves comparing each new sentence to all sen-
tences in the current summary using their Rouge-1
score. Sentences which score 0.7 or above indi-
cates that they are 70 per cent alike, and so the
sentence is not added, allowing different, more
unique sentence can take its place.

Rouge Variant | English | Spanish | Greek
Rouge-1/F 0.381 0.402 | 0.336
Rouge-L/F 0.297 0.165 | 0.250
Rouge-SU4/F 0.200 0.192 | 0.178
Rouge-2/F 0.141 0.123 | 0.129

Table 1: Results on Official Validation

Table [ shows the average Rouge score produced for
each language dataset, using several Rouge variants.
The Rouge-2 / F scores are similar across the 3 lan-
guages, with the English set expectedly producing the
best results, being a far larger dataset.

Rouge Variant | English | Spanish | Greek
Rouge-1/F 0.317 0.448 | 0.334
Rouge-L/F 0.257 0.164 | 0.252
Rouge-SU4/F 0.185 0.211 | 0.182
Rouge-2/F 0.143 0.134 | 0.131

Table 2: Results on Official Testing Set

Table D shows the results of the FNS 2022 Task for
this System, generated using the testing datasets. The
results from the Validation and training data sets were
similar, with a small increase in each of the Rouge-2 /
F scores across the 3 languages in the Testing results.
Once again, The English language set has the highest
scoring results.

4. Conclusion

To conclude, the extractive HTAC (Hybrid TF-IDF
And Clustering) system discussed in this paper consti-
tutes an effective method of summarising financial an-
nual reports, combining the sentence scores produced
by multiple individual methodologies into final sen-
tence rankings using statistical techniques. The results



were consistent across both the validation and training
datasets as well as all 3 languages. This is a positive
result, with a higher level of consistency across the
3 languages than most other participants in the FNS
2022 shared task. Future work could be undertaken
to determine why the system presented in this paper
maintained such high levels of consistency across the
3 languages. As this could be combined with learning
from the other systems that outperformed on the En-
glish dataset, whilst suffering quality drops in within
the Greek and Spanish datasets. This could allow the
strengths of each system to create improvements, con-
sistently across multiple languages.
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