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Abstract

The shift of public debate to the digital sphere
has been accompanied by a rise in online hate
speech. While many promising approaches for
hate speech classification have been proposed,
studies often focus only on a single language,
usually English, and do not address three key
concerns: post-deployment performance, clas-
sifier maintenance and infrastructural limita-
tions. In this paper, we introduce a new human-
in-the-loop BERT-based hate speech classifi-
cation pipeline and trace its development from
initial data collection and annotation all the way
to post-deployment. Our classifier, trained us-
ing data from our original corpus of over 422k
examples, is specifically developed for the in-
herently multilingual setting of Switzerland and
outperforms with its F1 score of 80.5 the cur-
rently best-performing BERT-based multilin-
gual classifier by 5.8 F1 points in German and
3.6 F1 points in French. Our systematic evalua-
tions over a 12-month period further highlight
the vital importance of continuous, human-in-
the-loop classifier maintenance to ensure robust
hate speech classification post-deployment.

1 Introduction

Hate speech, often taken to designate insults and
attacks against individuals or groups based on their
inherent traits, is an expression which is widely
used but on whose definition there is no general
consensus. Given the subjective and contextual
nature of hate speech, it is left open to media plat-
forms (Meta, 2022; Twitter, 2022; Youtube, 2022;
Microsoft, 2022b), research groups (Djuric et al.,
2015; Saleem et al., 2017; Mondal et al., 2017;
Salminen et al., 2018; Jaki and De Smedt, 2019;
Pereira-Kohatsu et al., 2019; Rani et al., 2020;
Rottger et al., 2021) and individuals to decide what
to include under this notion and whether to ad-
just its definition (Vengattil and Culliford, 2022).
Particularly difficult is drawing the line between
hate speech, toxic speech and humour expressed
through e.g. irony, sarcasm or euphemisms.

The challenges described in this paper show that
configuring a stable and robust hate speech classi-
fier is not a trivial task. While this applies to big
tech companies who have the data and infrastruc-
ture to create, train and maintain their own classi-
fication systems, it is often prohibitive for smaller,
mostly regional, companies and (online) media out-
lets. For them, no tailored off-the-shelf solution
exists, they often do not have the in-house capac-
ity to develop and maintain their own classifica-
tion system and are bound by data protection rules
tightly regulating which data can be shared with
commercial services. The Swiss context presents
a particularly challenging case given that many in-
stances of hate speech are deeply ingrained in the
multilingual, sociocultural and political contexts of
Switzerland (cf. e.g. Stevenson, 1990; Hega, 2001;
Briigger et al., 2009; Mueller and Dardanelli, 2014;
FDFA, 2020) and are not picked up by currently
available toxic speech classifiers. This situation is
exacerbated by the fact that, up to the point of com-
pleting this study, no annotated hate speech data
was available on which a solid baseline classifier
for the Swiss context could have been trained.

The classification framework we developed ad-
dresses an important research gap regarding long-
term, stable hate speech classification and is di-
rectly motivated by how such a classifier would be
deployed in practice. A core feature of this system
is that the human analysts remain both in control
and at the centre of the decision making process,
which we believe is vital to ensuring good post-
deployment performance and enabling classifier
maintenance. In building our human-in-the-loop
hate speech classification pipeline, we closely col-
laborated with several Swiss media outlets and a
Swiss NGO working on countering online hate.

In what follows, we will describe in more de-
tail the steps involved in constructing this pipeline
from the data collection stage all the way to post-
deployment testing and the challenges encountered
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in the process. Due to non-disclosure agreements
signed with our partners, we are not able to dis-
seminate our dataset or code, but we can share the
technical details of our framework and approach.
We also include an extensive appendix describing
the nature of our dataset and details relating to the
annotation process.

2 Related Work

Research on online hate speech and its detection
has risen exponentially over the past few years,
yielding a wide variety of approaches to tackling
the phenomenon. Given the large body of work,
numerous surveys and overviews outlining the
main directions of research have been published on
the subject (Schmidt and Wiegand, 2017; Salmi-
nen et al., 2018; Fortuna and Nunes, 2018; Vid-
gen et al., 2019; Abro et al., 2020; MacAvaney
et al., 2019; Siegel, 2020; Mohiyaddeen and Sid-
diqi, 2021; Wenjie and Arkaitz, 2021; Mullah and
Zainon, 2021; Tontodimamma et al., 2021). The
research they review has mostly focused on optimis-
ing classifier performance by focusing on different
types of input data, preprocessing steps, languages,
classifier types, model architectures and feature en-
gineering options, and by performing classification
on various types of problematic language and target
groups (cf. Table 8 in Appendix B).

Additionally, a series of shared tasks on offen-
sive, abusive and hate speech classification have
featured in NLP and linguistics competitions (cf.
Table 9 in Appendix B) and are usually carried out
in controlled environments with carefully config-
ured datasets. Tasks are typically divided into two
main categories: binary classification and multi-
class classification, both for specific target groups
and different types of offensive language.

The results of these challenges highlight that
both the model selection and the nature of the
dataset have a direct influence on classification per-
formance whereby transformer models (Vaswani
et al., 2017), particularly those based on the BERT
architecture (Devlin et al., 2019), significantly out-
perform other models. Multiclass classification
approaches perform consistently worse than do bi-
nary ones. When more than one language is present
in the dataset, classification is usually not carried
out in a multilingual setting but for each language
individually. Classifiers for English often perform
much better due to the sheer number of data points
and pretrained models available, reaching F1 scores

of 83.0 for binary and 66.6 for multiclass clas-
sification (Mandl et al., 2021). In contrast, the
best-performing German language classifiers reach
F1 scores of 77.0 for binary and 54.9 for multi-
class classification, which can partly be attributed
to the complex structure of the German language
(Corazza et al., 2020). Outside of these challenges,
the thus-far best-performing BERT-based multilin-
gual classifier reaches an F1 score of 74.7 for Ger-
man and 76.9 for French (Deshpande et al., 2022).

Despite this proliferation of research on hate
speech, the topic has, to date, received very limited
scholarly attention in the Swiss context, a particu-
larly complex linguistic, sociocultural and political
landscape. A notable exception is the work by
Binder et al. (2020), who explore gendered hate
speech in Swiss WhatsApp messages.

Research on post-deployment performance, clas-
sifier maintenance and infrastructural limitations
is similarly scarce. Some attempts at discussing
post-deployment performance in terms of cross-
domain and concept drifts have been made (Vidgen
et al., 2019; Sood et al., 2012; Aljero and Dim-
ililer, 2021; Zhang et al., 2018; Malik et al., 2022;
Ribeiro et al., 2020; Salminen et al., 2020; Bosco
et al., 2018; Karan and gnajder, 2018) and show
that performances of deployed models are often
lower than those obtained in vitro, sometimes drop-
ping as much as 15 F1 points (Arango et al., 2019).
While these insights are valuable, all of these stud-
ies only artificially post-test models with publicly
available datasets: none of them presents long-term
pre- and post-deployment results.

Similarly, infrastructural challenges encountered
in the process of training, evaluating and testing re-
main understudied. Salminen et al. (2021) provide
the currently most complete examination of chal-
lenges related to automatic hate speech detection.
Of the 19 action points Salminen et al. describe,
the setup of our classification pipeline allows us to
contribute to addressing the following five: AP02
(developing a multilingual hate speech classifier),
APO3 (acquiring new samples periodically to re-
fresh the training sets used for model development),
AP13 (collecting and testing datasets from multi-
ple social media platforms), AP18 (measuring and
displaying overall error rates of online hate classi-
fiers to end-users such as moderators) and AP19
(providing probabilities and explanations of labels
provided by the hate classifier for individual sam-
ples).
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3 Methodology
3.1 Definition of Hate Speech

For this study, we opted for a combination of top-
down and bottom-up approaches to establishing an
onion-like definition of hate speech. At its heart
lies the UN statement that hate speech is “any kind
of communication in speech, writing or behaviour,
that attacks or uses pejorative or discriminatory
language with reference to a person or a group on
the basis of who they are, in other words, based
on their religion, ethnicity, nationality, race, colour,
descent, gender or other identity factor” (United
Nations, 2019, p. 2). Additionally, we identified
further characteristics and groups which were often
targeted in online discourse in Switzerland. We
therefore expanded our definition of hate speech
to reflect those. Our final operational definition of
hate speech comprises attacks and insults against
the following target groups:

* sex, age, gender, religion, nationality/skin
colour/origin, and mental and bodily impair-
ments (UN definition)

* social status (e.g. income, education, job),
political orientation and appearance

* other (e.g. Covid-19, cyberbullying)

In practice, it is not straightforward to delimit
toxic speech, i.e. insults and derogatory use of lan-
guage, from statements targeting a specific person
or group based on their (inherent) characteristics.
Many toxic claims linguistically closely resemble
hate speech statements. Therefore, instances of
toxic speech were also annotated as positive exam-
ples. In so doing, we could systematically evaluate
how our classifier configured for hate speech per-
forms in comparison to one fine-tuned on a looser,
toxicity-based definition which corresponds more
closely to many of the classification targets used in
research to date.

3.2 Human-in-the-loop Hate Speech
Classification Pipeline

Our objective was to build a binary, multilingual,
human-centered, long-term sustainable and self-
sufficient classification pipeline which enables ro-
bust identification of (online) hate speech and al-
lows our NGO and media partners to react to hate
speech in a more timely fashion. So far, classifica-
tion pipelines often end after prediction has taken

place (Abro et al., 2020; Aljero and Dimililer, 2021;
Mullah and Zainon, 2021; Pereira-Kohatsu et al.,
2019). While this is reasonable in research settings,
it does not allow the pipeline to remain up-to-date
long-term, given the constant flux in language us-
age, style, discourse and topics of discussion (Flo-
rio et al., 2021). To bypass this issue, we propose
incorporating an automatic retraining process into
the pipeline, similar to that suggested by Alsafari
and Sadaoui (2021), with the exception that our
retraining involves a human-machine hybrid deci-
sion making process as part of the active learning
and refining framework stages (Budd et al., 2019;
Enarsson et al., 2022).

In this setup, two sets of labels are produced:
weak labels, which are those generated by the clas-
sifier prior to human checks, and strong labels,
which are those our annotators confirmed to be
(non-)hate speech. In practice this means that an
initially trained classifier is used to classify new
data. The resulting weak labels are then checked
by human coders who confirm or reject them and
annotate the target groups. Once checked, the anno-
tated examples — drawn from newspaper comments
or tweets — are added to the existing training set
before the model is automatically retrained either
after a certain period of time has passed or a certain
volume of new content is available. The progres-
sive accumulation of annotated data and knowledge
about hate speech allows the model to learn incre-
mentally and adapt to changes, thus yielding more
robust long-term results. To ensure that the model
does not overfit and that parameters remain up-
to-date, checks of the training results are carried
out with parameter tuning taking place when and
where necessary. The latter can be facilitated by
a built-in function which, when called, launches a
define-by-run API provided by the open-source op-
timisation software OPTUNA (Akiba et al., 2019)
and automatically searches for the best hyperpa-
rameters using a search-and-prune algorithm for
cost-effective optimisation.

3.3 Data Set and Data Set Balancing

All datasets stem from the Swiss Hate Speech Cor-
pus specifically compiled for this study. The cor-
pus, which is described in Appendix A in more
detail, was annotated by a total of 19 trained stu-
dent research assistants as well as volunteers re-
cruited through our NGO partner. Annotators were
instructed first to decide whether or not a given ex-
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ample features hate speech or toxic speech. In cases
where an example was hate speech, annotators were
instructed to carry out multilabel annotation of the
groups targeted. In cases where no target group
was recognisable, annotators were asked to label
the example as toxic speech. Most examples were
annotated only a single time. Quality control was
ensured by measuring the inter-rater-reliability for
a subset of examples which were included in each
annotation set, by performing qualitative checks
and by holding bi-weekly deliberation rounds with
annotators to clarify unclear cases.

The latter was particularly important given both
the difficulty of the task and the heterogeneous na-
ture of the data. While we focused on examples
written in (Swiss) German and French, our data
also includes numerous examples which feature
terms in other national and frequently used lan-
guages in Switzerland, different Swiss German di-
alects as well as various writing scripts (e.g. Arabic,
Cyrillic, Greek) and reading directions (e.g. Ara-
bic). All of this introduced a host of linguistic and
graphical issues which needed to be accounted for
during the classification process. While other stud-
ies, like Ousidhoum et al.’s (2019), have excluded
examples featuring code switching from their train-
ing sets, this was not an option for us given the
inherently multilingual and multi-dialectal context
of Switzerland.

With its over 422k unique annotations, this cor-
pus is therefore one of the largest and linguistically
most diverse corpora on hate speech (Poletto et al.,
2021). The types and sources of data featuring
in it were chosen in accordance with the require-
ments set by our NGO and media partners, without
whom we would not have been able to carry out our
project. As such, the corpus includes data from the
following three main sources: (1) comments posted
under online newspaper articles collected by our
NGO partner (NGO); (2) online newspaper com-
ments directly obtained from three Swiss national
online newspaper outlets (ON1, ON2 and ON3);
(3) tweets collected using the Twitter API of “polit-
ically interested users”, i.e. accounts following at
least five Swiss newspapers or politicians.

For our purposes, the most important set was
the second, as it includes published, moderated
and deleted comments from the three ONs, whose
commentators — taken together — display varying
linguistic, cultural and sociodemographic charac-
teristics and are located all over Switzerland. To

configure the classifier, we used all donated data,
regardless of their moderation status. As expected
from a corpus annotated for hate speech and the
corresponding target groups (cf. Tita and Zubi-
aga, 2021), there are considerable class imbalances
within the dataset (Geschke et al., 2019).

To mitigate these class imbalances and minimise
overfitting, in the early stages of our work, we
tested SMOTE, and numerous over- and undersam-
pling strategies as well as different balancing ratios.
Despite the distributional differences in the training
and prediction sets, the best out-of-sample results
were obtained by undersampling the majority class
so as to obtain a 50-50 ratio of positive and neg-
ative examples in the training set. For the initial
training set, all positively annotated instances were
therefore joined with the same number of randomly
sampled negatively annotated data points. For each
retraining thereafter, the newly annotated data was
balanced in such a way as to include an equal num-
ber of positive and negative examples, and was
then added to the existing training set to produce
an incrementally growing body of annotated ex-
amples. The same procedure was followed after
deployment.

3.4 Classification Models

For training the classifier, we relied on two main
architectures: multinomial Naive Bayes (MNB),
given its capability of performing text classifi-
cation with few data points and in a computa-
tionally efficient manner, and on mBERT (g5 un-
cased) (Devlin et al., 2019; Pires et al., 2019;
Aluru et al., 2020), the thus-far most promising
model for performing classification tasks in non-
English languages due to its bidirectional nature
and pre-training on 104 languages. We also fine-
tuned and tested a series of other BERT models
using the HuggingFace open source library (Wolf
et al., 2019): GELECTRABg,. and GBERTgy
(Chan et al., 2020), FlauBERT (Le et al., 2019),
French RoBERTag,,. (Majumder, 2021), XLM-
RoBERTag,s (Conneau et al., 2019) and Twitter-
XLM-RoBERTag,. (Barbieri et al., 2021). These
models were chosen because they feature a wide
variety of writing and language styles in their pre-
training, which is important given the heteroge-
neous composition of our corpus; they also yield
the most promising benchmark results for our type
of task.
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3.5 Preprocessing

Preprocessing steps for the MNB included the fol-
lowing: regularisation and stripping of extra white
spaces, line breaks and multiple quotation marks,
case folding, removal of punctuations, numbers,
special characters, htmls and @-mentions, tran-
scription of emojis to words, tokenisation, stop-
words removal, lemmatisation. For the BERT-
models, which are capable of grasping the seman-
tics of sentences and taking into account word or-
der, minimal preprocessing was carried out: reg-
ularisation, stripping of extra white spaces and
line breaks, case folding, removal of htmls and
@-mentions, transcription of emojis to words. For
all steps, we used standard state-of-the-art libraries
(nltk, re, emoji).

Transcribing emojis to words always means tran-
scribing into English no matter the language of
the rest of the input, which speaks in favour of us-
ing multilingual models. Moreover, we removed
@-mentions given that our dataset displays some
user names like @schwurbler (slang for conspiracy
theorist) which themselves are derogatory terms.
Removing them helps to prevent our model from
classifying potentially harmless examples as hate
speech based simply on the user name.

3.6 Training Parameters and Infrastructure

The bag-of-words MNB model was paired with
tfidf and n-grams to ensure that at least some word
order was preserved. A series of tests showed that
best results are achieved with a maximum of 3000
tfidf features paired with a word n-gram range of
1-4 grams. The latter is based on Malmasi and
Zampieri (2017) and Jauhiainen et al. (2018), who
showed that 4-grams are most effective when pro-
cessing (Swiss) German. Since our dataset also fea-
tures numerous shorter words, including 1-3-grams
further improved results. Model performance was
evaluated using 10-fold-cross validation.

All transformer models were fine-tuned using the
original model hyperparameters in order to allow
for better comparisons between their performances.
Leveraging data parallelisation, the models were
trained for up to 5 epochs with a per-device batch
size of 8 on a node consisting of 16 NVIDIA Tesla
K80 GPUs with 16GB of system memory per GPU,
running on average for approximately eight hours
per training. The small batch size was conditioned
on the fact that model parallelisation was not pos-
sible within our infrastructure, leading to out-of-

memory (OOM) if a larger batch size was chosen.
The latter constraint also meant that most attempts
to perform hyperparameter tuning led to overfit-
ting. Saving the best model ensured that the best
performance was then used for final evaluation and
prediction. All post-deployment performance eval-
uations were carried out on a single node consisting
of 8 NVIDIA Tesla V100 GPUs with 32GB of sys-
tem memory per GPU and a per-device batch size
of 32, taking on average approximately four hours
per prediction task. All GPUs ran with cuda 11.2
and cudnn 8.1.0. Models were trained and evalu-
ated using a stratified, random train-test split with
an 80-20 ratio.

3.7 Deployment

For deployment, the classifier was integrated into
a larger pipeline where new data in form of com-
ments and tweets are periodically ingested from
different Swiss online newspaper outlets and the
Twitter API respectively. They are then passed
through our human-in-the-loop hate speech classifi-
cation pipeline which can be accessed by the NGO
community and content moderators via a custom-
built app hosted on university servers. In addition
to presenting the comments and tweets in descend-
ing order of hate speech probability, the app allows
users to perform checks of the hate speech labels
and to carry out counter speech. Since all classifi-
cation results are saved in our database, checked
comments and tweets are automatically balanced
and added to the training set for the next retraining
round of the model.

4 Results and Discussion

To train and evaluate our classifier, we performed
a series of experiments which align with the three
stages of our development process: (1) incremental
training which took place during the annotation
process and where the classifier was retrained on
a weekly basis; (2) pre-deployment experiments
to cross-examine the final model results; and (3)
post-deployment experiments where we tested the
best-performing model in siru. With the excep-
tion of one pre-deployment experiment, all pre-
deployment training was carried out on data where
occurrences of toxic speech were treated as positive
examples.

All experiments are reported using the weighted
F1 score to account for the fact that post-
deployment evaluation took place on a random sub-
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Train & Eval Pred MNB mBERTg ¢
Wave Week Lang Data Size Lang Data Precision Recall F1 Precision Recall F1
1 1 G ONI 2.3k G ONI 62.2 62.3 62.2 OF OF OF
2 G ON1 4.1k G ON1 65.2 65.2 65.2 OF OF OF
3 G ON1 5.5k G ON1 63.2 63.1 63.0 OF OF OF
4 G ON1 8.7k G ON1 65.0 64.9 64.9 OF OF OF
5 G ONI1 12.1k G ON1 64.0 64.0 64.0 OF OF OF
6 G ON1 14.5k G ON1 67.4 67.4 67.3 759 758 75.8
7 G ON1 20.5k G ON1 65.4 65.3 65.3 73.6 733 732
8 G ON1 28.4k G Tweets 66.6 66.5 66.4 73.3 72.7 72.5
9 G ONI1 & Tweets 37.3k G Tweets 67.1 66.9 66.8 72.3 72.3 72.2
2 1 G ONI1 40.8k FR ON1 65.9 65.1 64.6 73.6 73.6 73.6
2 G & FR ON1 47.6k FR ON1 73.0 69.2 67.8 777 71.5 77.4
3 G & FR ON1 60k FR ON1 73.3 70.9 70.1 77.4 774 77.4
4 G & FR ON1 67k FR ON1 71.9 70.4 69.8 71.3 77.1 77.1
5 G & FR ON1 82.5k FR ON1 74.7 73.9 73.7 79.0 79.0 79.0
6 G & FR ON1 94.5k FR ON1 75.2 74.8 74.7 79.3 79.3 79.2
7 G & FR ON1 102.5k FR ON1 75.7 75.5 754 79.3 79.2 79.2
8 G & FR ONI & Tweets 119k FR Tweets 74.2 73.8 73.7 79.1 79.0 79.0
9 G & FR ONI1 & Tweets 122k FR Tweets 72.7 72.5 72.4 78.6 78.4 78.4
3 1 G & FR ONI & Tweets 127.7k G Tweets 71.5 71.4 71.4 78.4 78.4 78.4
4 1-15 G & FR ONI & Tweets 144.6k G Tweets 69.4 69.2 69.1 79.3 79.2 79.2
5 1-3 G & FR ONI & Tweets 177.9k G ON1 68.4 67.5 67.2 78.8 78.8 78.8
4-6 G & FR ONI1 & Tweets 186.7k G ON2 68.7 68.3 68.1 80.5 80.3 80.3
7-9 G & FR ONI1-2 & Tweets 191.6k G ON3 68.7 68.3 68.1 80.6 80.3 80.3
10-12 G & FR ONI1-3 & Tweets 197.4k G ONs & Tweets 69.3 68.8 68.6 80.8 80.5 80.5

Table 1: Incremental Training Results

set of human-checked examples which the system
had classified as hate speech. As such, in addition
to human checks, F1 remained the most important
performance metric throughout this study. Without
any labeled hate speech data or baselines against
which new results could be judged, for each re-
training, a new F1 was generated which, depending
on the result, may or may not have become the
new baseline. In other words, the baseline against
which we judged new results was always the best
result which the model had achieved in the pre-
vious training round(s). This human-in-the-loop
active learning approach proved to be a successful
strategy as it allowed us concurrently to generate
labeled data and configure the classifier. The final
result reported in this study is that obtained upon
the completion of our project. While we hope that
it can serve as the baseline for future (Swiss) Ger-
man and French hate speech classifiers, (re)training
could have, in theory, continued until the F1 scores
and the number of human-checked hate speech stag-
nate.

Even though such a saturation point may even-
tually be reached in vitro, it is unlikely that this
will ever happen in situ, given the shifting nature
of language usage, topics of discussion and simi-
lar factors. Post-deployment retraining is therefore
never-ending and is evaluated in the same way as
during the annotation process. As such, F1 re-
mains vital for post-deployment classifier main-
tenance. However, since the model is, upon de-
ployment, fine-tuned for the (Swiss) German and
French contexts, retraining would require fewer

new data points — just enough to introduce new
features — and would not have to be carried out as
frequently as we needed to perform it, but certainly
in moments of ‘dramatic’ language shifts. As such,
F1 can also be used for adjusting the retraining
strategy and thus lowering carbon footprints, costs
and not least human effort.

4.1 Phase 1: Incremental Training

The first experiment aimed at systematically tracing
how model performances change from one retrain-
ing to the next and at identifying potential pitfalls
occurring during incremental training. The results
obtained are listed in Table 1, where “G” and “FR”
indicate German and French, the source language
of the data, respectively. The different data incre-
mentation sizes reflect the number of annotated
hate speech in any particular week and wave, and
depended on the given stage of the annotation and
retraining process, which model was used to gener-
ate weak labels, and on which language and data
type we trained.

Unlike the MNB, mBERT could not be used for
(re-)training early on in the process. Only once a
training set size of 14.5k data points was reached,
was it possible to fine-tune the model without it
overfitting (OF). This can partly be traced to the
sources of examples and their respective distribu-
tions within the dataset, to the linguistic and graph-
ical complexity of the training set and to the fact
that the majority of examples were annotated only
a single time. The latter in particular means the
model has a much harder time performing its task,
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as was also suggested by Leonardelli et al. (2021).
They argue that the higher the per-sample inter-
inter-rater reliability, the fewer samples are needed
for the model to achieve good overall performance.
At the moment of introduction, mBERT in-
stantly outperformed and continued to outperform
the MNB, as is also visible in the annotation re-
sults (cf. Table 10 in Appendix B) which see a
tripling in identified hate speech comments. In the
process of retraining, mBERT, save for some mi-
nor oscillations, improved continually, confirming
Aluru et al.’s (2020) observation that performances
of classifiers improve with increasing number of
data points on which the models are trained. The
most pronounced oscillations happened at the point
where prediction took place on French tweets: both
the MNB and mBERT dropped in performance,
but while mBERT was able to recover after a few
retrainings, MNB performance continued to drop.
A different picture arose during zero-shot cross-
lingual classification in wave 2 week 1, when the
models — fine-tuned on (Swiss) German comments
only — were used to make predictions on (Swiss)
French comments which up to this point had not
featured in the training set. Rather than causing
a drop in performance, as was observed by e.g.
Pelicon et al. (2021), transfer learning between the
two languages improved the F1 score by 1.4 points.
Throughout the remainder of the iterative training,
mBERT performance continued to improve, as is
also reflected in the annotation results. For the
MNB, the highest F1 score of 75.7 is recorded in
wave 2 week 7; mBERT peaked in wave 5 week 12
with an F1 score of 80.5 and outperforms the thus-
far best-performing BERT-based multilingual hate
speech classifier (Deshpande et al., 2022) by 5.8
F1 points in German and 3.6 F1 points in French.

Data Toxic Precision Recall F1
G & FR Comments & Tweets toxic as HS 79.3 79.2 79.2
G & FR Comments no toxic 80.0 79.9 79.8

G & FR Comments toxic as nonHS 72.5 71.9 71.8

Table 2: Model Performance according to Toxic Speech
in the Training Set

4.2 Phase 2: Pre-Deployment

The second experiment aimed at establishing
whether mBERT was indeed the best BERT model
for our purposes. For this, we trained and evalu-
ated a series of other models whose performance
results are detailed in Table 11 in Appendix B. For

each model and dataset, the transformer model in
question was first used for prediction (base) be-
fore it was fine-tuned and evaluated on our an-
notated dataset (tuned). Despite expecting, and
getting, very poor results during the base runs, it
emerged that model performance already at this
stage is language and data type dependent. On av-
erage, GELECTRA performed best for German
comments, and German comments and tweets,
GBERT for German tweets, flauBERT for all
French data types, XLM-RoBERTa and Twitter-
XLM-RoBERTa for multilingual comments and
XLM-RoBERTa for multilingual tweets.

This is a valuable observation given that im-
plicit biases are present in these models and remain
present even after fine-tuning. We noticed this prop-
agated bias in wave 1 week 8 of the annotation
process when the majority of tweets in our dataset
still stemmed from Germany — we later adapted
our filtering process to minimise this phenomenon.
Even though our classifier was capable of picking
up some of the hate speech tweets with a distinctly
Swiss German context, mBERT was much more
ready and capable to pick up hate speech in tweets
written in German German. This is presumably
because most of the German speaking Wikipedia
texts on which the model was pretrained will have
stemmed from a German context.

Once fine-tuned, the models yielded varying per-
formances. Models fine-tuned and evaluated exclu-
sively on (Swiss) German comments yielded simi-
lar results, whereby the monolingual outperformed
the multilingual models. In French, flauBERT out-
performed french RoBERTa, presumably because
of the varied nature of the datasets on which it was
pretrained. No results can be reported on French
tweets given the small size of the training set which
led to almost instantaneous overfitting. For all data
types, the multilingual models performed better on
the pure French sets than did the monolingual mod-
els, suggesting that monolingual models for French
are not yet as accurate as their German counter
parts. While the multilingual models performed
similarly when trained and evaluated on multilin-
gual datasets, mBERT significantly outperformed
XLM-RoBERTa and Twitter-XLM-RoBERTa once
both comments and tweets were used. We therefore
proceeded to deploy this model.

However, before final deployment, we carried
out another experiment to examine whether or not
and, if so, how toxic speech should be incorporated
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Eval Test

Train & Eval Data Train & Eval Platform Test Platform Precision Recall F1 Precision Recall F1
G & FR Comments ONI ONI 79.8 79.6 79.6 78.8 8.8 78.8
G & FR Comments ON1 Twitter 79.8 79.6 79.6 66.3 71.6 65.4
G & FR Tweets Twitter ON1 76.4 76.4 76.4 68.7 68.1 68.3
G & FR Tweets Twitter Twitter 76.4 76.4 76.4 70.7 70.1 70.7
G & FR Comments & Tweets ONI1 & Twitter ON1 79.3 79.2 79.2 75.8 74.3 74.9
G & FR Comments & Tweets ON1 & Twitter Twitter 79.3 79.2 79.2 70.6 70.1 69.4
Table 3: Cross-Platform Classification Results
Eval Test

Data Train & Eval Data Test Data Precision Recall F1 Precision Recall F1

G & FR Comments ONI ONI 79.8 79.6 79.6 78.8 78.8 78.8

G & FR Comments ON1 ON2 79.8 79.6 79.6 719 82.3 75.5

G & FR Comments ON1 ON3 79.8 79.6 79.6 922 96.0 94.1

G & FR Comments ON1 + ON2 ON3 80.6 80.3 80.3 922 96.0 94.1

G & FR Comments ON1 + ON3 ON2 80.8 80.7 80.6 75.0 82.0 75.0

Table 4: Cross-Dataset Classification Results

in the training set. Throughout the annotation pro-
cess, occurrences of toxic speech were annotated
as positive examples. Since our classifier is meant
primarily to look for hate speech not toxic speech
in the wider sense, three tests were carried out: in
the first, examples featuring toxic speech remained
under the positive label, as they did in all other ex-
periments; in the second, they were dropped from
the training set; in the third, examples of toxic
speech were included in the training set as negative
examples.

The results of these experiments are summarised
in Table 2. They show that reclassifying toxic
speech to the negative label significantly decreased
performance. Leaving toxic speech under the posi-
tive label or dropping toxic speech entirely yielded
similar quantitative performances. Thereby the
classifier without toxic speech performed slightly
better. A qualitative analysis confirmed that train-
ing the classifier without toxic speech sharpens the
focus, leading to fewer toxic examples and more
hate speech proper, i.e. attacks against specific
target groups, being recognised.

Determining these differences was only possible
by inspecting the predictions and manually com-
paring their results. The evaluation metrics only
marginally helped, suggesting that in the future, in
settings such as ours, evaluation metrics are needed
which also account for qualitative performance dif-
ferences. Given these results, the deployed mBERT
classifier does not feature toxic speech in the train-
ing set.

4.3 Phase 3: Post-Deployment

To test the robustness and long-term sustainabil-
ity of the classifier, further experiments were car-

ried out post deployment. Since post-deployment
evaluation is identical to the active learning and
incremental pre-deployment evaluation which took
place during the annotation process, all annotations
resulting from these tests were added to the Swiss
Hate Speech Corpus (wave 5). This manner of
proceeding allowed for further tracing of the incre-
mental training results post-deployment and served
as a stress-test for the hate speech classification
pipeline when used in situ.

In the first experiment, we trained and evalu-
ated the model on German and French ON1 com-
ments, then on tweets and finally on ON1 com-
ments and tweets, all taken from the first four an-
notation waves, before using the deployed mBERT
and the MNB for comparison to predict on data
from ONT1 and Twitter. As the results in Table 3
show, zero-shot cross-platform classification sig-
nificantly decreased model performance with train-
ing on ON1 and prediction on Twitter causing the
largest drop of 14.2 F1 points.

Similar results emerged from the second experi-
ment in which we performed cross-dataset testing
on ON1, ON2 and ON3. To ensure the model
would not overfit due to small numbers of training
samples, ON1 comments annotated throughout the
first four waves featured in each of the training sets.
Prediction was performed on a random sample of
the ON which the model had not yet seen. As Table
4 shows, performance dropped for all ONs up to
5.6 F1 points except for ON3 where we obtained
significantly higher results than during evaluation.
This can be explained by the fact that ON3, unlike
ONs 1 and 2, features clearer cases of hate speech.

In the final experiment, we tested for temporal
drift by using different temporal cut-offs to create
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Eval

Test

Train Data

Train and Eval Period

Testing Period

Precision

Recall

F1

Precision

Recall

F1

G & FR Comments
G & FR Comments
G & FR Comments
G & FR Comments
G & FR Comments
G & FR Comments

01-2019 to 06-2019
01-2019 to 12-2019
01-2019 to 06-2020
01-2019 to 12-2020
01-2019 to 06-2021
01-2019 to 07-2021

07-2019 to 07-2021
01-2020 to 07-2021
07-2020 to 07-2021
01-2021 to 07-2021
07-2021 to 07-2021
01-2022 to 03-2022

74.6
80.1
80.0
79.9
79.2
80.0

745
79.6
79.6
79.7
79.1
79.9

74.5
79.5
79.5
79.6
79.1
79.8

78.2
58.9
83.9
81.6
82.1
65.1

51.5
62.5
758
74.6
76.8
71.5

SIS
60.0
79.0
77.2
78.9
65.5

Table 5: Temporal Drift

HS Probability Total HS nonHS HS %
1.00-0.90 3995 3601 394 90
0.89-0.85 3952 2946 1006 75
0.89-0.80 7717 5458 2259 71
0.79-0.70 7952 4197 3755 53
0.69-0-60 7951 3274 4677 41
0.59-0.50 6207 1897 4310 31

Table 6: Thresholding

various combinations of training and test sets. The
results are summarised in Table 5 and suggest that
the more offset in time the prediction set is, the less
accurate the classifier becomes. This is particularly
visible in the last test where the training and predic-
tion sets are almost 6 months apart. The result of
this time shift was a drop in performance by 14.3
F1 points.

To mitigate some of this classifier drift and pro-
vide more robustness to the deployed model, we
conducted an analysis of how hate speech sam-
ples behave according to predicted hate speech
probability. In practice, this allows us to provide
empirically-grounded recommendations for which
hate speech threshold end users should use when
deploying our model. As shown in Table 6, the
number of hate speech examples decreases the fur-
ther down the probability scale we go. This was
also reflected in qualitative analyses which showed
that the further down the probability scale we go,
the more contested and borderline cases we find.

Striking in our case is the sharp decline in the
number of hate speech tweets in the 0.89-0.80 prob-
abilities band when compared to that between 1.00
to 0.90. For our deployed model, this indicates
that if thresholding were to be applied, the op-
timal cutoff point would be at 0.90. Depending
on how much tolerance is acceptable, the thresh-
old could be lowered: yet to guarantee the model
performance obtained at the time of training and
evaluation, the threshold should be set no lower
than 0.85, at which point 80 percent of positively
classified examples will still be hate speech. Any
threshold below 0.85 would no longer guarantee
optimal model performance.

5 Conclusion

This paper presents a multilingual human-in-
the-loop BERT-based hate speech classification
pipeline adapted to the Swiss context. By systemat-
ically tracing and reporting classifier performances
from the start of the annotation process to post-
deployment, we highlight important practical con-
siderations for fine-tuning a state-of-the-art BERT-
based classification model. The most important
is that testing classifiers post-deployment is vital
for configuring robust systems, as various types of
drift cause performances to drop. Next to focusing
on ameliorating systems pre-deployment, future
research should thus also look into possible mitiga-
tion techniques to stabilise classifier performance
post-deployment.

In addition to recommending thresholds, a first
step in that direction is to discard the idea of a
static, one-time-only-trained model in favour of
an adaptive learning concept (Gama et al., 2014;
Laaksonen et al., 2020). In this paradigm, the clas-
sifier functions like a living organism and evolves
together with the ever-changing uses of language,
and alterations in mindsets and topics. This can
only be achieved by actively maintaining the clas-
sifier post-deployment, i.e. by dynamically adjust-
ing the definition of hate speech and the annota-
tion schemes, by periodically retraining the model
and by allowing it progressively to accumulate and
adapt its knowledge of hate speech.

6 Limitations

The biggest issues we faced throughout this study
were infrastructural limitations related to scalabil-
ity. Due to NDAs preventing us to upload our raw
newspaper comment data to cloud services and
similar infrastructures, all training, evaluation and
testing was carried out on the university cluster.
With each incremental increase in training set size,
more memory and time was needed for retraining
the model. Restrictions on the availability of GPU
memory in particular meant that, despite leveraging
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data parallelisation, we could not train above a per-
device batch size of 8 which meant that the number
of requested GPUs had to be increased every couple
of rounds in order to maintain manageable training
and prediction times. The latter was particularly
important since queuing times on the cluster could
range anywhere from no waiting to waiting up to
a week, potentially causing significant delays, par-
ticularly during the annotation process when the
classifier had to be retrained weekly.

To increase the batch size and try further hy-
perparameter tuning, we made several attempts at
parallelising the model using Microsoft’s (2022a)
DeepSpeed optimisation library. The problem we
encountered was that at the time of implementation,
DeepSpeed appeared only to be configured for sin-
gle user multi-GPU parallelisation which led to sig-
nificant disruptions when implemented on a shared-
user cluster. The behaviour we observed was that
DeepSpeed reindexes available GPUs rather than
inheriting the GPU numbers of the cluster, mean-
ing that GPUs were called which were, in fact, not
available, causing disruptions in other users’ work.
Despite trying a series of work around options in
the form of intercepting the launch of DeepSpeed
at an earlier point and avoiding this reassignment,
we were unable to solve the problem from our end.
We subsequently reported this issue to Microsoft
but have not yet received a reply.

Exploring options of how to achieve better per-
formance using zero- and few-shot models (Brown
et al., 2020) as well as more powerful x-former
models operating with more computational and
memory efficiency (Tay et al., 2020) is helpful.
However, given our experience, it would also be
desirable if future research shifted the focus more
towards developing further options to parallelise
models. Ideally, this would be done in a manner
where software companies work together with re-
search institutions in order to ensure better compat-
ibility of available libraries and infrastructures. An-
other desirable direction of research would be for
software companies to find a way to configure their
cloud services in such a way that using them would
not breach data protection requirements which do
not allow uploading raw data to external parties.

A further infrastructural issue was encountered
during deployment: at the moment, our hate speech
classification API is running on university servers
where we can offer the same infrastructure as was
used during the configuration process and can thus

provide an estimate of training and prediction times
as well as costs. We are also still in charge of
periodically checking classifier performance once
the model is retrained. However, once our NGO
partner and media companies decide to continue
using the classifier without our input, they may no
longer have the corresponding infrastructural set-
up to run and maintain the classifier. Future work
hoping to make contributions to both research and
industry would thus benefit from implementing
infrastructural frameworks which are tenable for
industry partners. While research, like the work
by Tsankov et al. (2022), shows that this field is
slowly gaining in importance, more needs to be
done to facilitate easy deployment and long-term
maintenance of Al systems.

7 Ethics Statement

While our dataset is more diverse than other hate
speech benchmark sets, it is also prone to bias, a
problem already addressed in numerous studies
(Binns et al., 2017; Bender and Friedman, 2018;
Gebru et al., 2018; Holland et al., 2018; David-
son et al., 2019; Ranasinghe et al., 2019; Gorwa
et al., 2020; Kim, 2021) advocating for more trans-
parency when it comes to constructing corpora
from naturally occurring data. In our case, bias
is introduced on four main levels: by the sources
and platforms, and their respective representation
in the dataset, by the manner in which training data
were annotated throughout the annotation process,
by the pre-trained model and by the prevalence of
hate speech and distribution of target groups in the
Swiss Hate Speech Corpus.

7.1 Bias Stemming from Sources and
Platforms

Since our training set is mainly composed of data
points from ON1 and Twitter, the classifier is well-
tuned to examples stemming from these sources.
When they occur during production, prediction is
likely to achieve the performance results obtained
during evaluation. However, as the cross-dataset
and platform experiments show, the model does
not yet generalise particularly well, which is partly
conditioned on the fact that sources and platforms
are represented differently in the dataset. ON2 and
ON3, for instance, were only accessible to us to-
wards the end of the study for final in situ testing.
Accordingly, a minority of the dataset covers com-
ments from these two sources. Similarly, French
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tweets are — compared to (Swiss) German tweets
— underrepresented in the corpus. While transfer
learning certainly ensures that the classifier still
achieves high performance, a more balanced rep-
resentation of the different sources could lead to
more model robustness.

At the same time, more generalisibility could
be achieved by including into the training set ex-
amples from other online newspaper outlets and
media platforms, like Facebook, Reddit, Signal or
WhatsApp. Access to comment (or post) data from
these platforms varies but since our classifier is
periodically being retrained, these sources could
easily be added in the future. The same applies
for languages: our classification pipeline is based
on mBERT, so if, in the future, data points in Ital-
ian, Romansh or other languages were to become
available, they could easily be integrated into the
existing dataset and — through transfer learning —
potentially and naturally help to de-bias the set and
enhance the performance. This approach is espe-
cially promising given the fact that French, Italian
and Romansh belong to the same language family
(Deshpande et al., 2022).

7.2 Annotation Bias

Defining hate speech is difficult in itself, but recog-
nising it in real-life examples is even more difficult
because the phenomenon keeps shifting and is en-
tirely based on the concept of language usage and,
thus, the context in which it was posted. The latter
is not always available or clear enough, so deci-
sions need to be made according to one’s own best
judgement. Existing research suggests that these
judgments often depend on a series of annotator
characteristics, like rational, background, linguis-
tic competence and understanding of (the level of)
hate speech (Wiegand et al., 2019; Mathew et al.,
2020; Ousidhoum et al., 2020; Huang et al., 2020;
Asogwa and Onwuama, 2021).

In our case, the majority of annotators were uni-
versity students, most of them in political science,
and aged 20-27. With similar educational back-
grounds and age groups, it is likely that annota-
tions in the training set reflect how they interpret
hate speech, especially since the majority of the
comments and tweets in our training set were an-
notated by only a single annotator; for even with
the guidelines and support we provided to them,
the underlying understanding of when language
usage crosses into hate speech is ultimately theirs.

Furthermore, as outlined in Appendix A in more
detail, our annotators themselves reported difficul-
ties when annotating comments and tweets, which
will have further influenced their judgements.

Quality controls were carried out to ensure coher-
ence between the different annotation sets, but due
to limitations in resources only a limited number
were annotated a second or even a third time. Com-
mon themes we noticed throughout our deliberation
rounds as well as during quality control and second
annotations were that our annotators were particu-
larly struggling to separate hate speech from var-
ious types of humour, enraged personal opinions,
and opinions and feelings which do not reflect their
own. In terms of humour, irony (Gibbs Jr., 2021),
sarcasm (Teh et al., 2018) and euphemisms (Ayunts
and Paronyan, 2021) were often the sources of con-
cern given their provocative nature and the difficul-
ties associated in identifying them in the written,
sometimes context-less, medium, where neither
paraverbal communication nor body language can
be used as indicators. Therefore, a more in-depth
analysis of the annotated dataset would need to be
carried out in the future to determine the extent to
which our annotated dataset is biased towards the
opinions of our research assistants.

In the meantime, volunteers working with our
NGO partner as well as moderators who are cur-
rently using the deployed classification pipeline
will, as central actors in the pipeline and with time,
progressively de-bias or at least shift the bias of
the system. If, as we envisage it, the network of
our users can be extended to include NGOs and
moderators from the Italian and Romansh speaking
parts of Switzerland, of neighbouring countries and
possibly even the Netherlands, Luxembourg and
Belgium given the linguistic similarities between
the respective languages and the issues they face
with language- and context insensitive classifica-
tion systems, even more diversification and further
de-biasing of the model might be possible.

7.3 Model Bias

While dataset bias has received most attention to-
date, model bias is just as important an issue in
configuring a hate speech detection system. As
described in the results section, the pretrained mod-
els themselves carry various types of biases. We
specifically encountered linguistic bias, likely in-
troduced by the datasets on which the models were
originally trained. In addition to fine-tuning the pre-
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trained models, future research would benefit from
placing more emphasis on de-biasing the models
before fine-tuning them by following examples set
by e.g. Bolukbasi et al. (2016); Basta et al. (2019),
who have attempted to remove gender bias from
word embeddings.

7.4 Bias Stemming from the Prevalence of
Hate Speech and Target Groups

Part of the reason we decided to build a binary
rather than a multilabel classifier was that the Swiss
Hate Speech Corpus, as detailed in Appendix A,
includes a huge disparity in numbers of samples
per target group category. Since these are naturally
occurring data points, they reflect the prevalence
of hate speech in Switzerland and its correspond-
ing distribution across different target groups, but
they also pose significant issues in terms of data
imbalance for training multilabel classifiers. At-
tempts at balancing out the dataset with the help
of a series of common regularisation techniques
(Srivastava et al., 2014; Kukacka et al., 2017; Ven-
turott and Ciarelli, 2020; Feng et al., 2021; Ven-
turott and Ciarelli, 2021) did not yield any useful
results. Neither weighting classes, nor interpolat-
ing with SMOTE (Chawla et al., 2011; Fernandez
et al., 2018) worked.

Automatically augmenting the minority class
with techniques like word splitting, syntax permu-
tations, synonym replacement, insertions, deletions
and substitutions as well as word2vec and contex-
tual word embeddings with BERT, in order to up-
sample the minority class (Marivate and Sefara,
2019; D’Sa et al., 2021) proved that label preser-
vation was not possible, with mutations of many
hate speech samples yielding adversarial non-hate
speech instances under the hate speech label. It
also showed that most instances of augmented data
preserved the form, but not the often socially at-
tributed meaning; that in the case of Swiss German
dialects not even the form could be preserved; that,
as Shorten et al. (2021) have already remarked, the
techniques work better on longer than on shorter
input sequences, leading to many problematic state-
ments in short comments and especially in tweets;
and that automatic spell checking was not config-
ured for such a large amount of spelling errors and
could, in some cases, not even identify the language
of a specific comment or tweet. Given the sensitive
nature of the subject and studies like Longpre et al.
(2020), who have shown that data augmentation

techniques do not improve the performance of pre-
trained models capable of processing syntax and
semantics, we did not employ these augmentation
techniques.

Instead, more advanced data balancing tech-
niques as described in e.g. Mrksic et al. (2016);
Shorten et al. (2021); Feng et al. (2021); Bayer et al.
(2021) and allowing for label preservation (Alzan-
tot et al., 2018; Kobayashi, 2018; Rizos et al., 2019)
should be explored in the future. One of these meth-
ods, automatic back/round trip translation (Beddiar
et al., 2021), has already been implemented on a
subset of German tweets in a course paper by one
of our annotators, yielding promising first results.
If these techniques are successful or once more per-
target group samples become available from our
deployed model, a multilabel classifier, be this as
a single or ensemble model, could be envisaged
which would not bias the model towards certain
target groups while neglecting others.
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A Data Collection and Annotation
Process

A.1 Data Collection

Our data, originally unlabelled, stems from three
different sources:

1. comments posted under online newspaper ar-
ticles collected by our NGO partner (NGO)

2. online newspaper comments directly donated
by three Swiss national online newspaper out-
lets (ON1, ON2 and ON3)

3. tweets collected using the Twitter API of “po-
litically interested users”, i.e. accounts follow-
ing at least five Swiss newspapers or politi-
cians.

The first two sources donated their data to us,
while we collected tweets using the Twitter APL.
Particularly important for our study is source num-
ber two given that it includes published, moderated
and deleted comments from three different media
outlets. Each of the three ONs attracts different
kinds of audiences in terms of age, and educational
and sociopolitical backgrounds which influence the
types of conversations, writing styles and uses of
language more generally. Readers of and com-
mentators in ON1 and ON2 display more similar
characteristics than do those in ON3, as was also
reflected in our post-deployment cross-dataset ex-
periment results detailed in Table 4. Using all three
sources thus adds to the diversity of our dataset.

A.2 Annotators

Annotators for (Swiss) German were 16 Bache-
lor and Master students in political science aged
20 to 27 years, of whom 15 are native speakers
of (Swiss) German; annotators for French exam-
ples were three students from various disciplines in
the natural sciences, all native speakers of French
and 20 to 25 years of age. Differences in mother
tongues and directions of study introduce some
diversity, but overall, our annotators form a homo-
geneous group.

A.3 Annotator Instructions

All annotators attended a workshop introducing
them to the annotation scheme depicted in Figure
1. As can be seen, annotators were instructed first
to decide whether or not a comment or tweet con-
tains hate speech or toxic speech and to enter the

Does the comment contain hate speech
or toxic use of language?

/\

Yes No
|
1 0
|

Is a person/group attacked or
devalued based on one or more

target group(s)?
Yes No
' '
Which one(s)? Toxic use of language, e.g.
Please indicate all “You stupid idiot!”
of them!

Figure 1: Annotation Scheme

corresponding number in the label column of their
excel sheets. In case the comment or tweet con-
tains hate speech, they were asked to indicate all
groups against which the hate speech is targeted.
Important to note in this scheme is that while a
comment or tweet may be classified as targeting
multiple groups, toxic speech is exclusive, meaning
that once a comment or tweet is deemed to be toxic,
it cannot be assigned to any other category. It is,
howeyver, still marked as 1 in the label column.

A.4 TIterative Labelling

The annotation process relied on iterative labelling
as used by e.g. Kiela et al. (2021) and took full
advantage of our human-in-the-loop hate speech
classification pipeline with the exception that the
human checks were performed by research assis-
tants (RAs) and that retraining was carried out man-
ually (cf. also Fanton et al., 2021).

The annotation process took place in five waves
over a period of 12 months. Before the first wave,
a set 0 of collected (Swiss) German comments was
annotated by the NGO community. The first two
waves of annotations each lasted 9 weeks. Dur-
ing the first, (Swiss) German data was annotated,
during the second, French data. Since the initial
annotations revealed that our data features many
non-hate speech and borderline cases, but hardly
any clear hate speech cases, samples distributed
for annotation included only those comments and
tweets which were classified as having the high-
est hate speech probability. By seeing increasingly
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more instances of hate speech, the classifier grad-
ually learnt to draw a clearer decision boundary
between hate speech and non-hate speech.

At the beginning of the first two waves, a mem-
ber of our team therefore annotated a sample of the
classified comments with the highest hate speech
probability. From then on, the two waves followed
weekly cycles involving these steps:

1. (Re)training the model using a class-balanced
set drawn from all the data annotated up to
that point.

2. Making predictions on the (remaining) do-
nated comments (first seven weeks) and
tweets (final two weeks).

3. From the positively classified comments and
tweets, a subset is drawn in descending order
of hate speech probability and is divided into
smaller sets.

4. The sets are distributed to RAs for annotation.

5. While the sets are being annotated, a team
member carries out quality control on the sets
annotated in the previous week.

6. The quality-controlled sets are added to the
rest of the training set.

7. The process begins anew until the final set is
annotated and checked.

For reasons of time and infrastructure, each com-
ment and tweet was annotated by a single RA with
the exception that in each weekly RA set, 60 iden-
tical comments or tweets were included for quality
control. The third wave of annotations lasted for a
week and was carried out on a set of (Swiss) Ger-
man tweets. In this case, each tweet was annotated
three times.

The fourth wave of annotations took place post-
deployment as part of a bigger experiment on
counter speech strategies on Twitter and lasted for
15 weeks. Given this setup, single annotations were
carried out, with a member of our team carrying out
second annotations, this time not just of the tweets
with highest hate speech probability, but taking —
for the first time — advantage of the full prediction
probability scale, i.e. from 1.0 to 0.5. The results
of this manner of proceeding are summarised in
Table 6 and highlight that there is a direct corre-
lation between the number of hate speech tweets,

their quality and the probability with which they
were classified as hate speech: the further down
the hate speech probability scale we go, the fewer
actual hate speech tweets we find; and those we do
find, are often contested, borderline or problematic
cases.

The fifth wave of annotations also took place
post-deployment, lasted for 9 weeks and involved
three 3-week cycles through our human-in-the-loop
hate speech classification pipeline. Each sample
was annotated by two different RAs with a third
RA making the final call on examples on which the
first two could not agree.

In cases where multiple annotations were avail-
able for a single example, unweighted linear aver-
aging was applied using majority ruling. To avoid
falling into the doctrinal paradox, the resulting final
annotations were manually checked for consistency
during quality control, either by RAs themselves in
the third and fourth waves or by a member of our
team in the other waves.

The final result of this annotation process is, as
shown in Table 12, a large corpus of over 422k
unique data points annotated for the binary label
hate speech, the 10 multilabel target groups and
the binary category toxic speech. This corpus is
the first of its kind and is, when compared to other
benchmark hate speech and toxic language corpora
(Waseem and Hovy, 2016; Davidson et al., 2017;
Basile et al., 2019), one of — if not the — largest.

A.5 Quality Control

Quality control was carried out in terms of both
quantity and quality. For the quantitative checks,
we used Krippendorft’s alpha to measure inter-rater
reliability. Depending on the annotation wave, the
results of this measurement oscillated between 0.3-
0.4, which — while fairly low — is not surprising
given the challenging and subjective nature of the
task (Kwok and Wang, 2013; Ross et al., 2016;
Waseem, 2016; Del Vigna et al., 2017; Malmasi
and Zampieri, 2018; Mandl et al., 2019; Ousid-
houm et al., 2019; Rani et al., 2020). Consequently,
bi-weekly deliberation rounds were introduced to
discuss difficult cases. In waves where this was
not possible, peer respect was used, with a mem-
ber of our team carrying out second annotations
on the positively annotated comments and tweets.
While this meant mostly checking that the anno-
tation scheme was followed as closely as possible
and that all annotators classified the same type of
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hate speech in the same category, there were cases
where a different annotation resulted after quality
control. In addition to these quality checks, a sub-
set of negatively classified comments with lowest
non-hate speech probabilities was given out for an-
notation during the first wave (TN). The purpose
of this set was to gain insight into the number of
false negatives among the comments with lowest
non-hate speech probability.

A.6 Challenges and Heterogeneity of the
Swiss Hate Speech Corpus

Most challenges annotators experienced relate to
cases which are so firmly embedded in the Swiss
context that their negative connotations are only
recognisable through subtexts. Examples of such
expressions are listed in Table 7 and show that
most of these instances target groups based on their
nationality or political orientation.

Some of the contextual hate speech instances
rely on the use of specific words (rital, frouze) or
a distortion of words (Balkonerin) to designate a
particular target group, while others imply a tar-
get group through expressing a certain type of be-
haviour or other distinct characteristic. The notions
(leased) BMW and Turnhosen, for instance, are
derogatory terms for people, mostly men, from the
Balkans on the basis that many of them wear gym
shorts and drive BMW cars; and the expression
griin-rote Wassermelone, when used in a political
context, attacks proponents of the green party by
accusing them in a derogatory manner of pretend-
ing to be green, when in fact they are red, i.e. a
socialist party.

In cases where RAs annotated comments, they
were able to gauge the respective contexts more
easily: comments sections are often not limited
in the number of words or characters users can
post, so individual comments are on average longer
than tweets and provide more pieces of background
information. RAs could also consult the title and
text of the articles to gain additional context, which
was not possible when annotating tweets. A further
issue with tweets was that many of them were about
events in Germany or Austria, using expressions
and insults which are specific to these particular
contexts and with which our RAs were not familiar.

While, with time and experience of these con-
texts, subtexts and jargon, RAs were able more
easily to identify such difficult cases and the cor-
responding target groups, they also reported that

through continual exposure to hateful and toxic
statements, they felt that they were becoming in-
creasingly desensitised to them, an observation al-
ready described by Soral et al. (2018) and Barnidge
et al. (2019). As a consequence, RAs noticed that
there were cases which they would themselves an-
notate differently, once they re-read them at a later
point in time.

RAs also reported that there remain many bor-
derline cases, mostly involving implicit statements,
terms which are potentially reclaimed by a minor-
ity group (Malmasi and Zampieri, 2018), strongly
phrased personal opinions, sarcasm and irony, on
which they could, even after discussing them, not
agree. Another issue RAs faced concerns the diver-
sity of languages and language varieties present in
the dataset. Since hardly any guidelines are given
on social media platforms as to the use of language,
our dataset features a mix of the Swiss national
languages, other languages commonly spoken in
Switzerland (e.g. English and Portuguese) as well
as the many dialects and varieties of Swiss Ger-
man, whereby comments and tweets in German
mostly use Standard German. Important to note
is that both entire comments in a certain language
or dialect variety and comments where several lan-
guages and dialect varieties are used simultane-
ously are present.

While we were able to filter tweets according
to language and could minimise this phenomenon,
this was not always possible for comments below
online newspaper articles. This is why, in addition
to the linguistic difficulties, like different vocab-
ulary, sentence structures and so on, which this
change in languages and varieties poses, there are
occasionally (parts of) comments which are written
in a different script corresponding to the language
being used (e.g. Arabic, Cyrillic or Greek scripts),
sometimes triggering a different direction of read-
ing (cf. Arabic). In addition to these language
specific changes, the dataset also displays many
graphic alterations deliberately introduced by users
who — presumably to game the system (Hosseini
et al., 2017) — permute characters, words, sentence
structures and make increased use of acronyms
and abbreviations. This mix of codes and scripts
was challenging for RAs who either decided not
to annotate the comment or tweet in question or
who spent a significant amount of time trying to
research its content or translate it with the help of
e.g. DeepL or Google Translate.
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Lang Hate Speech Example

Translation

Bin i dr einzig, wo gseht us welere

Bevolkerigsgruppe dr chunt (Turnhose).

Wiit mués mr nied suédché, der geleaste
G BMW ist nicht weit.

Diese Balkonerin soll sich in ihre heimat
Balkon verschwindisieren.

griine socken sind wie wassermelonen, aussen griin,

innen rot.

Am T the only one who sees which people
he belongs to (gym shorts). One does not
have to look for long, the leased BMW
can’t be far.

That female balcony should return
to her country balcony.

green socks are like watermelons,
green on the outside, red on the inside.

I1 faut aussi savoir si tu es espingouin
FR ou rital?

Elle aura ce qu’elle mérite et peut-Etre
que ca lui apprendra a fermer sa grande
g#*"© de frouzes!

de Geneve les pleureuses shadoks
sont de retour ?

Le seutch tu peux le
garder.

Allez dire ¢a a ces foutus bourbines

You have to know whether you are
Spanish or Italian?

She’ll have what she deserves and

maybe that’ll teach her to shut her
French mouth!

from Geneva, the winy French are back?

You can keep the French.

Go tell this to those damn Swiss Germans

Table 7: Contextual Hate Speech

A.7 The Swiss Hate Speech Corpus in
Numbers

The annotations generated in each wave of this
process are summarised in Table 10. As can be
seen, of the 442782 annotations, 112337 are hate
or toxic speech (HS&Tox). Of these, 26815, i.e.
approximately 24%, were deemed toxic speech
(Tox) and 85522 are hate speech (HS) against a
total of 109812 groups (All) from 1 or more of the
10 possible (multilabel) target groups, suggesting
that each targeted comment or tweet is, on average,
targeting approximately 1.3 groups. Differences in
target group distribution emerge when comparing
the ONs and Twitter as well as the two languages.
The most targeted groups in the ONs are nation-
ality followed by sex, politics and social status,
and on Twitter politics followed by other targets,
nationality and social status. Twitter too features
significantly higher numbers of toxic speech than
do the ONss.

Even though the groups which are most targeted
are almost the same in both languages, the distri-
bution of attacks among them varies, as shown in
Table 13: from the total of targeted hate speech
comments in the German ONSs, approximately 39%
feature hate speech against nationality, 32% against
politics, 14% against other target groups, 13%

against sex and 12% against social status compared
to approximately 46% nationality, 28% sex, 20%
politics and 17% social status in French. Simi-
larly for Twitter: German has approximately 62%
hate speech against politics, 18% against other tar-
gets and 14% against nationality and social status,
while French has 49% against politics, 19% against
nationality and 18% against sex and social status.
These numbers suggest that French comments and
tweets target politics to a lesser degree, and na-
tionality, sex and social status more often than the
Germans do. The same is true for impairments and
appearance, while the reverse holds for the category
‘other’ where more German ON comments can be
found. Despite the fact that the two languages fea-
ture similar numbers of attacks against age, gender
and religion, these results confirm that language
and sociocultural and political factors play a vital
role in the frequency, distribution and nature of hate
speech in Switzerland, and that varied distributions
of them in the training set have the potential to bias
the system.

B Results Tables
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Description

Details

Studies

Input data

tweets

comments

Waseem and Hovy (2016)
Waseem (2016)

Badjatiya et al. (2017)
Davidson et al. (2017)
Malmasi and Zampieri (2018)
Pereira-Kohatsu et al. (2019)
Sood et al. (2012)

Kwok and Wang (2013)
Saleem et al. (2017)

Del Vigna et al. (2017)

Rani et al. (2020)

Preprocessing

automatic translation into English

Aluru et al. (2020)

Languages

monolingual (mostly English)

monolingual non-English

multilingual

Malmasi and Zampieri (2018)
Rani et al. (2020)

Aljero and Dimililer (2021)
Del Vigna et al. (2017)
Pereira-Kohatsu et al. (2019)
Coltekin (2020)

Alshaalan and Al-Khalifa (2020)
Taradhita and Putra (2021)
Chiril et al. (2019)
Ousidhoum et al. (2019)
Aluru et al. (2020)

Rani et al. (2020)

Vashistha and Zubiaga (2020)
Nozza et al. (2020)

Tita and Zubiaga (2021)

Classifier types

binary

multilabel/-class

Malmasi and Zampieri (2018)
Rani et al. (2020)

Aljero and Dimililer (2021)
Waseem and Hovy (2016)
Ross et al. (2016)

Davidson et al. (2017)
Salminen et al. (2018)

Model architectures

statistical

deep learning and transformers

single and ensemble models

sentiment analysis

Saleem et al. (2017)
Pereira-Kohatsu et al. (2019)
Badjatiya et al. (2017)

Zhang et al. (2018)

Zampieri et al. (2019)
Mozafari et al. (2019)

Geet D’Sa et al. (2020)

Kupi et al. (2021)

Rani et al. (2020)

Malik et al. (2022)

Malmasi and Zampieri (2018)
Kokatnoor and Krishnan (2020)
Gao and Huang (2017)
Zimmerman et al. (2018)
Melton et al. (2020)

Aljero and Dimililer (2021)
Thelwall et al. (2010)

Sood et al. (2012)

Van Hee et al. (2015)

Feature engineering

surface-level features
word embeddings

LDA
additional features to text

Mondal et al. (2017)

Djuric et al. (2015)

Nobata et al. (2016)
Saleem et al. (2017)
Davidson et al. (2017)

Gao and Huang (2017)
Chaudhry and Lease (2020)

Categories

hate speech, toxic, profanity

specific target groups

voice-for-the-voiceless

Davidson et al. (2017)
Malmasi and Zampieri (2018)
Kwok and Wang (2013)

Burnap and Leighton Williams (2014)

Burnap and Williams (2016)
Waseem and Hovy (2016)
Fersini et al. (2018)
Pamungkas et al. (2018)
Jaki and De Smedt (2019)
Chiril et al. (2019)

Basile et al. (2019)

Duzha et al. (2021)
Palakodety et al. (2020)

Table 8: Related Work
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Competition Evaluation Metric Binary Binary Classes Multiclass Multi Classes Dataset L
SemEval (Basile et al., 2019) macro-averaged F1 35.0-65.1 (non-)hateful 15.9-57.0 individual, generic, Twitter English
(non-)aggressive
SemEval (Basile et al., 2019) macro-averaged F1 49.3-73.0 (non-)hateful 42.8-70.5 individual, generic, Twitter Spanish
(non-)aggressive
GermEval2018 (Wiegand and Siegel, 2018) macro F1 49.0-76.8 offense, other 32.1-52.7 profanity, insult, Twitter German
abuse, other
GermEval2019 (Struss et al., 2019) macro F1 54.9-76.9 offense, other 36.8-53.6 profanity, insult, Twitter German
abuse, other
GermEval2019 (Struss et al., 2019) macro F1 55.4-73.1 implicit, explicit Twitter German
GermEval2021 (Risch et al., 2021) macro F1 36.0-71.8 toxic comments Facebook German
GermEval2021 (Risch et al., 2021) macro F1 61.4-70.0 engaging comments Facebook German
GermEval2021 (Risch et al., 2021) macro F1 59.7-76.3 fact-claiming Facebook German
comments
Evalita2018 (Fersini et al., 2018) accuracy 76.5-84.4 (non-)misogynistic 29.2-50.1 stereotype, Twitter Italian
objectification,
dominance,
derailing,
sexual harassment,
discredit,
individual, generic
Evalita2018 (Fersini et al., 2018) accuracy 50.0-70.4 (non-)misogynistic 23.2-40.6 stereotype, Twitter English
objectification,
dominance,
derailing,
sexual harassment,
discredit,
individual, generic
HASOC (Mandl et al., 2019) macro F1 50.1-83.1 (non-)hateful 45.0-54.5 hate speech, Twitter English
(Mandl et al., 2020, 2021) offensive,
profane
macro F1 45.8-51.1 (un)targeted Twitter English
HASOC (Mandl et al., 2019) macro F1 46.0-81.5 (non-)hateful 06.2-58.1 hate speech, Twitter Hindi
(Mandl et al., 2020, 2021) offensive,
profane
macro F1 49.7-57.5 (un)targeted Twitter Hindi
HASOC (Mandl et al., 2019, 2020) macro F1 47.9-61.6 (non-)hateful 24.0-34.7 hate speech, Twitter German
offensive,
profane
HASOC (Mandl et al., 2021) macro F1 53.9-91.4 (non-)hateful hate speech, Twitter Marathi

offensive,
profane

Table 9: Summary of Competition Results
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Base Tuned
Lang Dataset Model Precision  Recall F1 Precision Recall F1
G Comments GELECTRAB,se 44.4 474 393 76.0 755 754
G Comments GBERTgse 44.1 49.8 337 75.7 754 754
G Comments MBERTB,¢ 25.0 50.0 33.3 74.7 744 744
G Comments XLM-RoBERTag,se 25.0 50.0 333 75.7 75.0 749
G Comments Twitter-XLM-RoBERTagse 41.7 50.0 333 75.4 75.1 75.0
FR Comments flauBERTgse 49.6 496 49.3 66.5 66.5 664
FR Comments french ROBERTag,se 46.7 49.1 379 62.3 623 623
FR Comments mBERTB,se 58.0 50.0 334 67.4 67.2 66.9
FR Comments XLM-RoBERTag 49.5 499 373 67.2 672 67.1
FR Comments Twitter-XLM-RoBERTagse 37.4 50.0 333 67.2 67.1 67.0
G & FR  Comments MBERT B¢ 40.3 499 334 79.8 79.6 79.6
G & FR Comments XLM-RoBERTagse 50.5 50.5 50.0 79.9 79.9 79.8
G & FR  Comments Twitter-XLM-RoBERTag,s. 50.5 50.5 50.0 79.9 79.9 79.8
G Tweets GELECTRAB, 52.7 51.0 42.1 79.5 79.3 793
G Tweets GBERTBse 56.0 55.6 549 78.8 78.8 78.8
G Tweets mMBERTB,se 25.0 50.0 333 78.2 782 78.2
G Tweets XLM-RoBERTag e 614 50.0 334 78.6 783 783
G Tweets Twitter-XLM-RoBERTag,s. 50.0 50.0 333 78.7 78.7 78.7
FR Tweets flauBERTge 514 514 513 OF OF OF
FR Tweets french ROBERTag,se 584 502 34.0 OF OF OF
FR Tweets mBERTRase 55.0 50.0 33.5 OF OF OF
FR Tweets XLM-RoBERTag,se 25.0 50.0 333 OF OF OF
FR Tweets Twitter-XLM-RoBERTag,se 25.0 50.0 33.3 OF OF OF
G & FR  Tweets mMBERTB,se 52.7 51.7 46.8 76.4 76.4 764
G & FR  Tweets XLM-RoBERTag,e 25.0 50.0 333 78.1 719 779
G & FR  Tweets Twitter-XLM-RoBERTag s 25.0 50.0 333 77.8 774 774
G Comments & Tweets GELECTRARse 54.3 52.7 47.7 76.5 764 764
G Comments & Tweets GBERTg,s 46.5 477 428 76.6 76.5 76.5
G Comments & Tweets mBERTEe 50.5 50.3 44.1 74.0 739 739
G Comments & Tweets XLM-RoBERTagy 52.5 51.3 447 75.2 752 752
G Comments & Tweets  Twitter-XLM-RoBERTag,se 57.9 50.0 33.6 75.4 753 752
FR Comments & Tweets  flauBERT g4 48.2 484 46.5 67.6 67.1 66.9
FR Comments & Tweets  french ROBERTagase 25.0 50.0 333 62.6 62.6 62.6
FR Comments & Tweets mBERTR.se 51.6 50.0 33.8 67.3 673 673
FR Comments & Tweets XLM-RoBERTagase 50.0 50.0 333 67.4 673 673
FR Comments & Tweets  Twitter-XLM-RoBERTag,se 49.0 49.8 36.8 68.2 68.0 68.0
G & FR  Comments & Tweets mBERTEse 25.0 50.0 333 79.3 792 79.2
G & FR Comments & Tweets XLM-RoBERTag,s 25.0 50.0 333 71.2 71.1  71.1
G & FR Comments & Tweets  Twitter-XLLM-RoBERTag e 25.0 50.0 333 71.2 7.1 71.1

Table 11: BERT-Models Final Results
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