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Abstract

Temporal sentence grounding (TSG) aims to
identify the temporal boundary of a specific
segment from an untrimmed video by a sen-
tence query. All existing works first utilize a
sparse sampling strategy to extract a fixed num-
ber of video frames and then conduct multi-
modal interactions with query sentence for rea-
soning. However, we argue that these meth-
ods have overlooked two indispensable issues:
1) Boundary-bias: The annotated target seg-
ment generally refers to two specific frames as
corresponding start and end timestamps. The
video downsampling process may lose these
two frames and take the adjacent irrelevant
frames as new boundaries. 2) Reasoning-bias:
Such incorrect new boundary frames also lead
to the reasoning bias during frame-query in-
teraction, reducing the generalization ability of
model. To alleviate above limitations, in this pa-
per, we propose a novel Siamese Sampling and
Reasoning Network (SSRN) for TSG, which
introduces a siamese sampling mechanism to
generate additional contextual frames to enrich
and refine the new boundaries. Specifically,
a reasoning strategy is developed to learn the
inter-relationship among these frames and gen-
erate soft labels on boundaries for more accu-
rate frame-query reasoning. Such mechanism
is also able to supplement the absent consec-
utive visual semantics to the sampled sparse
frames for fine-grained activity understanding.
Extensive experiments demonstrate the effec-
tiveness of SSRN on three challenging datasets.

1 Introduction

Temporal sentence grounding (TSG) is an impor-
tant yet challenging task in natural language pro-
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Sentence Query: The woman then adds ginger ale, and shakes the drink in a tumbler.
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(a) An example of the temporal sentence grounding (TSG).
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(b) An illustration of the video feature sampling of existing TSG methods.
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(c) An overview of our siamese sampling strategy.

Figure 1: (a) An example of temporal sentence ground-
ing task. (b) All existing TSG methods generally utilize
a downsampling process to evenly extract a fixed num-
ber of frames from a long video. However, the new tar-
get segment is obtained by rounding operation and may
introduces boundary bias since some original boundary
frames are lost. (c) We propose a siamese sampling
strategy to extract additional adjacent frames to enrich
and refine the information of the sampled frames for
generating more accurate boundary of the new segment.

cessing, which has drawn increasing attention over
the last few years due to its vast potential applica-
tions in information retrieval (Dong et al., 2019;
Yang et al., 2020) and human-computer interaction
(Singha et al., 2018). It aims to ground the most rel-
evant video segment according to a given sentence
query. As shown in Figure 1 (a), video and query
information need to be deeply incorporated to dis-
tinguish the fine-grained details of adjacent frames
for determining accurate boundary timestamps.

Previous TSG methods (Gao et al., 2017; Chen
etal., 2018; Zhang et al., 2019b; Yuan et al., 2019a;
Zhang et al., 2020b; Liu et al., 2018a; Zhang et al.,
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2019a; Liu et al., 2018b, 2021a) generally follow
an encoding-then-interaction framework that first
extracts both video and query features and then con-
duct multi-modal interactions for reasoning. Since
many videos are overlong while corresponding tar-
get segments are short, these methods simply uti-
lize a sparse sampling strategy shown in Figurel
(b), which samples a fixed number of frames from
each video to reconstruct a shorter video, and then
learn frame-query relations for segment inferring.
We argue that existing learning paradigm suffers
from two obvious limitations: 1) Boundary-bias:
Each video has a query-related segment, which
refers to two specific frames as its start and end
timestamps. Traditional sparse downsampling strat-
egy extracts frames from videos with a fixed in-
terval. A rounding operation is then applied to
map the annotated segment to the sampled frames
by keeping the same proportional length in both
original and new videos. As a result, the ground-
truth boundary frames may be filtered out and the
query-irrelevant frames will be regarded as the ac-
tual boundaries, generating wrong labels for latter
training. 2) Reasoning-bias: The query-irrelevant
boundary frames in the newly reconstructed seg-
ment will also lead to incorrect frame-query interac-
tion and reasoning in the training process, reducing
the generalization ability of model.

To alleviate these two issues, a straightforward
idea is to filter out the sampled boundary frames in
the new segment if they are query-irrelevant. How-
ever, this will destroy the true segment length when
we transfer the downsampled segment back to the
original one during the inference process. Another
straightforward idea is to directly keep the appropri-
ate segment length (by float values) in the newly re-
constructed video and then reason the query content
in the new boundary to determine what percentage
of this boundary is correct. However, the query-
irrelevant boundaries lack sufficient query-related
information for boundary reasoning. Based on the
above considerations, we aim to extract additional
frames adjacent to the sampled frames to enrich
and refine their information for supplementing the
consecutive visual semantics. In this way, the new
boundary frames are well semantic-correlated to
its original adjacent boundaries. Based on the re-
fined boundary frames, we can keep and learn the
appropriate segment length of the downsampled
video for query reasoning. Moreover, other inner
frames are also enriched by their neighbors, captur-

ing more consecutive visual appearances for fully
understanding the entire activity.

Therefore, in this paper, we propose a novel
Siamese Sampling and Reasoning Network (SSRN)
for temporal sentence grounding task to generate
additional contextual frames to enrich and refine
the new boundaries. Specifically, we treat the
sparse sampled video frames as anchor frames, and
additionally extract several frames adjacent to each
anchor frame as the siamese frames for semantic
sharing and enriching. A siamese knowledge ag-
gregation module is designed to explore internal
relationships and aggregate contextual information
among these frames. Then, a siamese reasoning
module supplements the fine-grained contexts of
siamese frames into the anchor frames for enrich-
ing their semantics. In this way, the query-related
information are added into the new boundaries thus
we can utilize an appropriate float value to rep-
resent the new segment length for query reason-
ing, addressing both boundary- and reasoning-bias.
Moreover, other sampled frames are also equipped
with more consecutive visual semantics from their
original neighbors, which further benefits more
fine-grained learning process.

Our contributions are summarized as follows:

* We propose a novel SSRN model which can
sparsely extract multiple relevant frames from
original videos to enrich the anchor frames
for more accurate boundary prediction. To
the best of our knowledge, we are the first to
propose and address both boundary-bias and
reasoning-bias in TSG task.

* We propose an effective siamese aggregation
and reasoning method to correlate and inte-
grate the contextual information of siamese
frames to refine the anchor frames.

» Extensive experiments are conducted on three
challenging public benchmarks, including Ac-
tivityNet Captions, TACoS and Charades-
STA, demonstrating the effectiveness of our
proposed SSRN method.

2 Related Work

Temporal sentence grounding (TSG) is a new task
introduced recently (Gao et al., 2017; Anne Hen-
dricks et al., 2017), which aims to localize the
most relevant video segment from a video with
sentence descriptions. All existing methods fol-
low an encoding-then-interaction framework that
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first extracts video/query features and then conduct
multi-modal interactions for segment inferring.

Based on the interacted multi-modal features,
traditional methods follow a propose-and-rank
paradigm to make predictions. Most of them
(Anne Hendricks et al., 2017; Liu et al., 2018a;
Chen et al., 2018; Liu et al., 2018b; Ge et al., 2019;
Zhang et al., 2019a; Qu et al., 2020; Xiao et al.,
2021; Liu et al., 2021a,c, 2020a) typically utilize
a proposal-based grounding head that first gener-
ates multiple candidate segments as proposals, and
then ranks them according to their similarity with
the query semantic to select the best matching one.
Some of them (Gao et al., 2017; Anne Hendricks
et al., 2017) directly utilize multi-scale sliding win-
dows to produce the proposals and subsequently
integrate the query with segment representations
via a matrix operation. To improve the quality
of the proposals, latest works (Wang et al., 2020;
Yuan et al., 2019a; Zhang et al., 2019b; Xiao et al.,
2021; Cao et al., 2021; Liu et al., 2021b, 2020b,
2022b,c) integrate sentence information with each
fine-grained video clip unit, and predict the scores
of candidate segments by gradually merging the
fusion feature sequence over time.

Recently, some proposal-free works (Yuan et al.,
2019b; Wang et al., 2019; Rodriguez et al., 2020;
Chen et al., 2020; Mun et al., 2020; Zeng et al.,
2020; Zhang et al., 2020a, 2021; Nan et al., 2021)
directly predict the temporal locations of the tar-
get segment without generating complex proposals.
These works directly select the starting and end-
ing frames by leveraging cross-modal interactions
between video and query. Specifically, they either
regress the start/end timestamps based on the en-
tire video representation (Yuan et al., 2019b; Mun
et al., 2020), or predict at each frame to determine
whether this frame is a start or end boundary (Ro-
driguez et al., 2020; Chen et al., 2020; Zeng et al.,
2020; Zhang et al., 2020a, 2021).

Although the above two types of methods have
achieved great performances, their video sampling
strategy in encoding part is unreasonable that can
lead to both boundary and reasoning bias. Specifi-
cally, the boundary bias is defined as the incorrect
boundary of the new segment reconstructed by the
video sparse sampling. The reasoning bias is de-
fined as the incorrect correlation learning between
the query-irrelevant frames and query. In this pa-
per, we aim to reduce the above bias by proposing
a new siamese sampling and reasoning strategy to

enrich the sampled frames and further refine the
reconstructed segment boundary.

3 The Proposed Method

Given an untrimmed video and a sentence query,
we represent the video as V with a frame number
of T'. Similarly, the query with N words is denoted
as Q. Temporal sentence grounding (TSG) aims
to localize a segment (75, 7.) starting at timestamp
Ts and ending at timestamp 7. in video V, which
corresponds to the same semantic as query Q.
The overall architecture of the proposed Siamese
Sampling and Reasoning Network (SSRN) method
is illustrated in Figure 2. The SSRN framework
contains four main components: (1) Siamese sam-
pling and encoding: We sparsely downsample
each long video into the anchor frames, and a
new siamese sampling strategy additionally sam-
ples their adjacent frames as siamese frames. A
video/query encoder then extracts visual/query fea-
tures from all sampled video frames and query sen-
tence respectively. (2) Multi-modal interaction: Af-
ter that, we interact the query features with the vi-
sual features for cross-modal interaction. (3) Multi-
modal reasoning: Next, to supplement the knowl-
edge of siamese frames into the anchor frames, a
siamese knowledge aggregation module is devel-
oped to determine how much the information of
siamese frames are needed to inject into the an-
chor ones. Then, a reasoning module is utilized
to enrich the anchor frames with the aggregated
semantic knowledge. In this way, the contexts of
both new boundaries and other sparse frames are
enriched and can better represent the full and con-
secutive visual semantics. (4) Grounding heads
with soft labels: At last, we employ the ground-
ing heads with soft label to predict more accurate
boundaries via float value to keep the appropriate
segment length. We illustrate the details of each
component in the following subsections.

3.1 Siamese Sampling and Encoding

Given the dense video input V, previous works gen-
erally downsample each video into a new video
of fixed length to address the problem of overlong
video. Considering the existing boundary-bias, we
propose a siamese sampling strategy to additionally
extract contextual adjacent frames nearby each sam-
pled frame to enrich its query-related information
for better determining the accurate new boundary.
Here, we call the downsampled frames and their
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Figure 2: Overview of our Siamese Sampling and Reasoning Network. Given a dense video, the anchor frames
and siamese frames are first extracted by sparse sampling and siamese sampling, respectively. Then a video/query
encoder and a multimodal interaction module are utilized to generate multimodal features. Next, a siamese
knowledge generation module is proposed to model contextual relationship between anchor frames and siamese
ones from the same video. After that, the siamese knowledge reasoning module exploits the siamese knowledge to
enrich the information of the anchor frames for more accurate boundary prediction. At last, in the grounding heads,
we utilize a soft label to learn more fine-grained boundaries of float value in addition to the rounded one.

contextual frames as anchor frames and siamese
frames, respectively. Specifically, as shown in
Figure 1 (c), following previous works, we di-
rectly construct the anchor video V* by sparsely
and evenly sampling M frames from dense video
frames of length 7' (7" is usually much greater
than M). The new siamese videos are then cap-
tured at different beginning indices in the original
video but next to the frames of the anchor video.
The same sample interval is utilized for all frames.
After siamese sampling, we can obtain multiple
siamese videos with same length and similar global
semantics as the anchor video. We denote the new
siamese videos as {V**}X | where K means the
siamese sample number.

Since we utilize the sampling strategy to pro-
cess the dense video frames, the start/end time
of the target segment in original video sequence
needs to be accurately mapped to the correspond-
ing boundaries in the new video sequence of M
frames. Following almost all previous TSG meth-
ods (Zhang et al., 2019b, 2020a; Liu et al., 2021a),
the new start/end index is generally calculated by
Tste) = |7s(e)/T x M|, where [-] denotes the
rounding operator. During the inference, the pre-
dicted segment boundary index can be easily con-
verted to the corresponding time in the dense video
via Ty(e) = To(e) /M x T. However, the rounding

operation may produce boundary bias that the new
boundary frames are not semantically correlated to
the query semantic. Therefore, we further generate
a soft label 7,(¢) = (74()/T x M) as an additional
supervision to keep the appropriate segment length
during training, where (-) denotes the float result.
Video encoder For video encoding, we first ex-
tract frame features by a pre-trained C3D network
(Tran et al., 2015), and then add a positional en-
coding (Vaswani et al., 2017) to provide positional
knowledge. Such position encoding plays a crucial
role in distinguishing semantics at diverse temporal
locations. Considering the sequential characteristic
in videos, a Bi-GRU (Chung et al., 2014) is further
applied to incorporate the contextual information
along time series. We denote the extracted video
features of both anchor video and siamese video as
Ve (VK e RMXD regpectively.

Query encoder For query encoding, we first ex-
tract word embeddings by the Glove model (Pen-
nington et al., 2014). We also apply positional
encoding and Bi-GRU to integrate the sequential
information within the sentence. The final feature
of the query is denoted as Q@ € RV*D,

3.2 Multi-Modal Interaction

After obtaining the video features V¢, {VSF1E |
and query feature (), we utilize a co-attention mech-
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anism (Lu et al., 2019) to capture the cross-modal
interactions between them. Specifically, for each
video feature V' € {V¢} U {VFIE | we first
calculate the similarity between V and Q as:

S=V(QWs)" e RM*N, (1)

where Wg € RP*P projects the query features
into the same latent space as the video. Then, we
compute two attention weights as:

A =S5,(QWg) € RM*P,
B =S5,58Tv e RM*P,

where S, and S, are the row- and column-wise
softmax results of .S, respectively. We compose the
final query-guided video representation by learning
its sequential features as follows:

F =Bi-GRU([V; A; VO A; Vo B]) € RM*P,

3)
where Bi-GRU(+) denotes the Bi-GRU layers, [; |
is the concatenate operation, and © is the element-
wise multiplication. The output F € {F%} U
{F*k}K_ encodes visual features with query-
guided attention.

2)

3.3 Multi-Modal Reasoning Strategy

Note that the query-irreverent new boundary
frames encoded in the anchor video feature F'* has
insufficient query-guided visual information for lat-
ter boundary prediction. To address this issue, we
propose a new multi-modal reasoning strategy to
enrich the query-related knowledge in anchor fea-
tures F'* referring to the contextual information in
siamese features {F**}X . In detail, the multi-
modal reasoning strategy consists of two compo-
nents: a siamese knowledge aggregation module
and a siamese knowledge reasoning module.
Siamese knowledge aggregation Intuitively, fea-
tures with close visual-query correlation are ex-
pected to generate more consistent predictions of
segment probabilities. To this end, we utilize a
siamese knowledge aggregation module to generate
interdependent knowledge from siamese features
to anchor ones to enrich the contexts of anchor
features and refine the prediction.

We propose to propagate and integrate knowl-
edge between the query-guided visual features F'¢
and {F**}K Specifically, we first obtain their
semantic similarities by calculating their pairwise
cosine similarity scores as:

. (Fo)(FSM)T
Ci k)= - 7
| F2 [|a]| E5* s

; “)

where C € RM*K s interdependent similarity
matrix, || - |2 is le-norm, i € {1,2,...,M} is
the indices of features and k € {1,2, ..., K} is the
indices of siamese videos. Here, each anchor frame
is needed to be enriched by only its siamese frames.
We employ a softmax function to each row of the
similarity matrix C' as:

Clik) = czp(Cl. k)
> exp(C(i, k))

where the new C' indicates the contextual affinities
between each anchor feature and its corresponding
siamese features.

Siamese knowledge reasoning After that, we pro-
pose to adaptively propagate and merge the siamese
knowledge into the anchor features for enriching
the query-aware information. This is especially
helpful when we determine more accurate bound-
aries for the downsampled video. Specifically, The
integration process can be formulated as:

)

K
F* =Y "C(.k)- (F**Wy) e RM*P - (6)
k=1

where F is the propagated semantic vector in an-
chor video. In order to avoid over propagation and
involves in irrelevant noisy information, we further
exploit a residual design with a learnable weight to
enrich the anchor video as:

K
F*=a) C(.k)- (F* W)+ (1-a)F*W,,
k=1

(N
where W1, W, € RP*P are projection matrices,
weighting factor a € [0, 1] is a hyper-parameter.
With the above formulations, the knowledge of
the siamese samples within the same video can be
propagated and integrated to the anchor one.

3.4 Grounding Heads with Soft Label

For the final segment boundary prediction, we first
follow the span predictor in (Zhang et al., 2020a) to
utilize two stacked-LSTM with two corresponding
feed-forward layers to predict the start/end scores
of each frame. In details, we send the contextual
multi-modal feature F@ € RM*D into this span
predictor and apply the softmax function on its
two outputs to produce the probability distributions
P, P, € RM of start and end boundaries. We
utilize the rounded boundary 7. to generate the
coarse label vectors Y ) to supervise P, P as:

'C]. :fCE(P&}/S)—’_fCE(P&}/tE)) (8)
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where fop represents cross-entropy loss function.
The predicted timestamps (75, 7.') are obtained
from the maximum scores of start and end predic-
tions Py () of frames as:

(75, 7/) = arg max Py(7)Pe(7.)),  (9)
Ts yTe
where 0 < 7/ <7/ < M.

Since the above predictions are coarse on the seg-
ment boundaries with boundary-bias, we further
utilize a parallel prediction head on Fto predict
more fine-grained float boundaries on the down-
sampled boundary frames. Specifically, we utilize
the float boundary 7. to generate the soft labels
Y, (e)? and F is fed into a single feed-forward layer
to predict the float boundaries O, (. supervised by
our designed soft labels Ys’(e) as follows:

Lo = Rl(Os(e) -Y, ))7 (10)

s(e
where R is the smooth L1 loss. The final predicted
segment is calculated by:

(7o 7e) = (T4 1=05(%)), e —1405(72)). (1)

sy e
4 Experiments

4.1 Datasets and Evaluation

ActivityNet Captions This dataset (Krishna
et al., 2017) contains 20000 untrimmed videos
from YouTube with 100000 textual descriptions.
The videos are 2 minutes on average, and the an-
notated video clips have significant variation of
length, ranging from several seconds to over 3 min-
utes. Following public split, we use 37417, 17505,
and 17031 sentence-video pairs for training, vali-
dation, and testing.

TACoS TACoS (Regneri et al., 2013) contains
127 videos. The videos from TACoS are collected
from cooking scenarios, thus lacking the diversity.
They are around 7 minutes on average. We use
the same split as (Gao et al., 2017), which includes
10146, 4589, 4083 query-segment pairs for training,
validation and testing.

Charades-STA Charades-STA is built on the Cha-
rades dataset (Sigurdsson et al., 2016), which fo-
cuses on indoor activities. The video length of
Charades-STA dataset is 30 seconds on average,
and there are 12408 and 3720 moment-query pairs
in the training and testing sets, respectively.
Evaluation Following previous works (Gao et al.,
2017; Liu et al., 2021a), we adopt “R@n, IoU=m”

R@l, R@I, R@5 R@5
Method | Feature | y vy s 1050207 ToU=05 ToU=0.7
TGN | C3D | 2847 - 4333 -
CTRL | C3D | 2901 1034 59.17 37.54
QSPN | C3D | 3326 1343 6239 4078
CBP | C3D | 3576 1780 6589 4620
GDP | C3D | 3927 - - -
VSLNet| C3D | 4322  26.16 ; -
CMIN | C3D | 4340 2388 6795 5073
DRN | C3D | 4545 2436 7797 5030
ODDTAN | C3D | 4451 2654 7713 61.96
APGN | C3D | 4892 2864 7887  63.19
MGSL | C3D | 5187 3142 8260 6671
SSRN | C3D | 5449 3315 8472 6848

Table 1: Performance compared with the state-of-the-art
TSG models on ActivityNet Captions dataset.

R@l, R@I, R@5 R@5,
Method | Feature | y 7 '3 161205 ToU=03 ToU=0.5
TGN | C3D | 2177 1890  39.06  31.02
CTRL | C3D | 1832 1330 3669 2542
QSPN | C3D | 20.15 1523 3672 2530
CBP | C3D | 2731 2479 43.64  37.40
GDP | C3D | 24.14 ; ; ;

VSLNet| C3D | 29.61 2427 - -

CMIN | C3D | 2464 1805 3846  27.02
DRN | C3D ; 23.17 - 33.36
ODTAN| C3D | 3729 2532 57.81  45.04
APGN | C3D | 4047 2786 5998  47.12
MGSL | C3D | 4254 3227 6339  50.13
SSRN | C3D | 4510 3433 6526 5185

Table 2: Performance compared with the state-of-the-art
TSG models on TACoS datasets.

R@I. R@I, R@5 R@5,
Method | Feature | | 156’5 10U=0.7 ToU=0.5 ToU=0.7
O)DTAN| VGG | 3981 2325 7933  SI1.15
APGN | VGG | 4423 2564 8951  57.87
SSRN | VGG | 4672 2798 9137  59.64
CTRL | C3D | 2363 889 5892 2957
QSPN | C3D | 3560 1580 7940 4540
CBP | C3D | 3680 1887 7094  50.19
GDP | C3D | 3947 1849 : :
APGN | C3D | 4820 2937 8905 5849
SSRN | C3D | 5039 3142 90.68 59.94
DRN | 13D | 5309 3175 89.06  60.05
APGN | 13D | 6258 3886 9124 6211
MGSL | 13D | 6398 41.03 9321 6385
SSRN | I3D | 6559 4265 9476  65.48

Table 3: Performance compared with the state-of-the-art
TSG models on Charades-STA datasets.

as our evaluation metrics. The “R@n, IoU=m" is
defined as the percentage of at least one of top-n
selected moments having IoU larger than m, which
is the higher the better.
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|CTRL TGN 2DTAN CMIN DRN APGN SSRN

VPS 1] 045 1.09 175 81.29 133.38 146.67 158.12

Para. H 22 166 363 78 214 91 184

Table 4: Efficiency comparison in terms of video per
second (VPS) and parameters (Para.).

4.2 Implementation Details

For video encoding, we apply C3D (Tran et al.,
2015) to encode the videos on all three datasets,
and also extract the I3D (Carreira and Zisserman,
2017) and VGG (Simonyan and Zisserman, 2014)
features on Charades-STA dataset for fairly com-
paring with other methods. Following previous
works, we set the length M of the sampled anchor
video sequences to 200 for ActivityNet Captions
and TACoS datasets, 64 for Charades-STA dataset,
respectively. As for sentence encoding, we utilize
Glove word2vec (Pennington et al., 2014) to embed
each word to a 300-dimension feature. The hidden
state dimensions of Bi-GRU and Bi-LSTM are set
to 512. The number K of the sampled siamese
frames for each anchor frame is set to 4. We train
our model with an Adam optimizer with leaning
rate 8 x 1074, 3 x 107, 4 x 10~ for ActivityNet
Captions, TACoS, and Charades-STA datasets, re-
spectively. The batch size is set to 64.

4.3 Comparison with State-of-the-Arts

Compared methods We compare our SSRN with
state-of-the-art methods, including: (1) propose-
and-rank methods: TGN (Chen et al., 2018), CTRL
(Gao et al., 2017), QSPN (Xu et al., 2019), CBP
(Wang et al., 2020), CMIN (Zhang et al., 2019b),
2DTAN (Zhang et al., 2020b), APGN (Liu et al.,
2021a), MGSL (Liu et al., 2022a). (2) proposal-
free methods: GDP (Chen et al., 2020), VSLNet
(Zhang et al., 2020a), DRN (Zeng et al., 2020).

Quantitative comparison As shown in Table 1, 2
and 3, our SSRN outperforms all the existing meth-
ods by a large margin. Specifically, on ActivityNet
Captions dataset, compared to the previous best
method MGSL, we outperform it by 2.62%, 1.73%,
2.12%, 1.77% in all metrics, respectively. Al-
though TACoS dataset suffers from similar kitchen
background and cooking objects among the videos,
it is worth noting that our SSRN still achieves sig-
nificant improvements. Compared to the previ-
ous best method MGSL, our method brings sig-
nificant improvement of 2.06% and 1.72% in the
strict “R@1, IoU=0.5" and “R@5, IoU=0.5" met-

. R@l, R@I,

Model | Anchor Siamese SKA SKR SL IoU=0.5 ToU=0.7
(@) v X X X x| 4278  26.35
@ v X X x v | 43.64 26.81
(©) v v X X x| 4550 27.93
@ v v X v x| 4897  29.36
® v v v v x| 5126 31.02
® \ v v v v v \ 5449  33.15

Table 5: Main ablation studies on ActivityNet Captions
dataset, where “Anchor" and “Siamese" denote the an-
chor and siamese frames, “SKA" and “SKR" denote the
siamese knowledge aggregation and siamese knowledge
reasoning, “SL" denotes the usage of soft label.

rics, respectively. On Charades-STA dataset, for
fair comparisons with other methods, we perform
experiments with same features (i.e., VGG, C3D,
and I3D) reported in their papers. It shows that our
SSRN reaches the highest results over all metrics.
Efficiency comparison To compare the efficiency
of our SSRN with previous methods, we make a
fair comparison on a single Nvidia TITAN XP GPU
on the TACoS dataset. As shown in Table 4, it can
be observed that we achieve much faster processing
speeds with a competitive model sizes.

4.4 Ablation Study

Effect of the siamese learning strategy As
shown in Table 5, we set the network without both
siamese sampling/reasoning and soft label train-
ing as the baseline (model ®). Compared with
the baseline, the model ® additionally extracts
siamese frames for contextual learning, and can
apparently improve the accuracy. It directly utilizes
average operation to aggregate siamese knowledge
and exploit concatenation for knowledge reasoning,
which validates that multiple frames from same
videos can really bring some strong knowledge
to enhance the network. When further applying
the SKR module on model ®, the model @ per-
forms better, demonstrating the effectiveness of our
SKR module. When we further add the SKG mod-
ule, our model ® can reach a higher performance,
which can demonstrate the effectiveness of building
the interdependent knowledge (i.e., siamese knowl-
edge) for integrating the samples. It can also prove
that adaptively reasoning by our siamese knowl-
edge is better than the purely average operation. We
think that the siamese knowledge not only serves
as the knowledge-routed representation, but also
implicitly constrains the semantic consistency of
frames in the space of frame-text features.
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Figure 3: The visualization examples to show the benefits from the siamese frames. Due to the boundary-bias
during the sparse sampling process, previous VSLNet method filters out the true-positive boundary frames and fails
to predict the accurate boundaries. Instead, our siamese learning strategy supplements the query-related information

of the adjacent frames into the ambiguous downsampled boundary-frames for predicting more precise boundaries.

Number | K=1 K=2 K=4 K=8
R@1, IoU=0.5 | 50.45 52.10 5449 54.62
R@1,IoU=0.7 | 29.64 30.78 33.15 33.27

Table 6: The effect of the number K of the sampled
siamese frames on ActivityNet Captions dataset.

Effect of the usage of soft label We also inves-
tigate whether our soft label (float value) of the
segment boundary contributes to the performance
of our model. As shown in Table 5, directly apply-
ing the soft label learning to the baseline does not
bring significant performance improvement (model
®). This is mainly because that the boundary frame
may be query-irrelevant and its feature is not able
to be accurately matched with the query. Instead,
comparing model ® with model ®, model ® en-
riches the boundary frames with siamese contexts
and supplements them with the neighboring query-
related visual information. Therefore, it brings
significant improvement by using the soft label in
training process.

Effect of the number of siamese frames We com-
pare our method with various number of siamese
frames as shown in Table 6. When adding the
siamese sample number K from 1 to 8, our method
dynamically promotes the accuracy. Such improve-
ment can demonstrate that more siamese samples
can bring richer knowledge, which makes our net-
work benefited from it. Although the accuracy is
increasing with the number of siamese frames, we
observe that the improvement from the number 4
to 8 is slight. We think the reason is the saturation
of knowledge, i.e., the model has enough knowl-
edge to learn the task on this dataset. Hence, it is
almost meaningless to purely increase the siamese
frames. To balance the training time and accuracy,
we assign K =4 in our final version.
Plug-and-Play Our proposed siamese learning
strategy is flexible and can be adopted to other

Methods | Variant Iﬁj@;(l)s I(ﬁj@;(l)ﬁ
vsLNet| 00| s 3006
CBLN |, (ihte| Se8s 3079
MSL | Gimese| 3877 3341

Table 7: We apply our siamese learning strategy to
existing TSG models on ActivityNet Captions dataset.

TSG methods for anchor feature enhancement. As
shown in Table 7, we directly apply siamese learn-
ing strategy into existing module for anchor feature
enriching without using soft label training. It shows
that our siamese learning strategy can provide more
contextual and fine-grained information for anchor
feature encoding, bringing large improvement.

4.5 Qualitative Results

In Figure 3, we show two visualization examples to
qualitatively analyze what kind of knowledge does
the siamese frames bring to the anchor frames. It
is unavoidable to lose some visual contents when
sparsely sampling from the video. Especially for
the boundary frames that are easily to be filtered
out by sampling, the visual content of the newly
sampled boundary may lose query-relevant infor-
mation (e.g., brown words in figure). However, we
can obtain the absent contents from their siamese
frames due to different sampling indices and du-
ration. Hence, our siamese frames can enrich and
supplement the sampled frames with more con-
secutive query-related visual semantics to make a
fine-grained video comprehension, keeping the ap-
propriate segment length of the sampled video for
more accurate boundary prediction.
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5 Conclusion

In this paper, we propose a novel Siamese Sampling
and Reasoning Network (SSRN) to alleviate the
limitations of both boundary-bias and reasoning-
bias in existing TSG methods. In addition to the
original anchor frames, our model also samples a
certain number of siamese frames from the same
video to enrich and refine the visual semantics of
the anchor frames. A soft label is further exploited
to supervise the enhanced anchor features for pre-
dicting more accurate segment boundaries. Exper-
imental results show both effectiveness and effi-
ciency of our SSRN on three challenging datasets.

Limitations

This work analyzes an interesting problem of how
to learn from inside to address the limitation of the
boundary-bias on the temporal sentence ground-
ing. Since our method targets on the issue of long
video sampling, it may be not helpful to handle the
short video processing but still can improve the con-
textual representation learning for the short video.
Besides, our sampled siamese frames would bring
extra burden (e.g., computation, memory and pa-
rameters) during the training and testing. Therefore,
a more light way to ease the siamese knowledge
extraction is a promising future direction.
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