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Abstract

Weighted pushdown automata (WPDAs) are
at the core of many natural language process-
ing tasks, like syntax-based statistical machine
translation and transition-based dependency
parsing. As most existing dynamic program-
ming algorithms are designed for context-free
grammars (CFGs), algorithms for PDAs often
resort to a PDA-to-CFG conversion. In this
paper, we develop novel algorithms that oper-
ate directly on WPDAs. Our algorithms are
inspired by Lang’s algorithm, but use a more
general definition of pushdown automaton and
either reduce the space requirements by a factor
of |I'| (the size of the stack alphabet) or reduce
the runtime by a factor of more than |Q| (the
number of states). When run on the same class
of PDAs as Lang’s algorithm, our algorithm is
both more space-efficient by a factor of |T"| and
more time-efficient by a factor of |Q] - |T'|.

O https://github.com/rycolab/wpda

1 Introduction

Weighted pushdown automata (WPDAs) are
widespread in natural language processing (NLP),
primarily in syntactic analysis. For instance,
WPDAs have found use in syntax-based statisti-
cal machine translation (Allauzen et al., 2014), and
many transition-based dependency parsers (Nivre,
2004; Chen and Manning, 2014; Weiss et al.,
2015; Dyer et al., 2015; Andor et al., 2016; Shi
et al., 2017; Ma et al., 2018; Fernandez-Gonzalez
and Gémez-Rodriguez, 2019) are special cases of
WPDA:s. In addition, PDAs have been used in com-
putational psycholinguistics as models of human
sentence processing (Resnik, 1992). Despite their
ubiquity, there has been relatively little research on
the theory of WPDAs themselves. In some ways,
WPDAs are treated as second-class citizens com-
pared to their equivalent cousins, weighted context-
free grammars (WCFGs), for which a variety of dy-
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Figure 1: Roadmap of the paper. Solid lines are new
results in this paper; dashed lines are old results. We
are aware of two existing methods for PDA stringsums,
via CFG and via Lang’s algorithm; our algorithms are
faster and/or more general than both.

namic programming algorithms exists (Bar-Hillel
et al., 1961; Earley, 1970; Stolcke, 1995). To help
fill this gap, this paper offers several new and im-
proved algorithms for computing with WPDAs.

Figure 1 gives an overview of most of our re-
sults. We start by defining a weighted version
of the extended PDAs of Aho and Ullman (1972,
p. 173) and two special cases: the standard defi-
nition (Hopcroft et al., 2006), which we call top-
down, and its mirror image, which we call bottom-
up. Both top-down and bottom-up WPDAs have
been used in NLP. Roark’s (2001) generative
parser is a top-down PDA as is Dyer et al.’s (2016).
Most transition-based dependency parsers, both
arc-standard (Nivre, 2004; Huang et al., 2009) and
arc-eager (Nivre, 2003; Zhang and Clark, 2008),
are bottom-up WPDAs.

Next, we give a normal form for WPDAs analo-
gous to Chomsky normal form, and we derive new
dynamic programming algorithms to compute the
weight of a string under top-down and bottom-up
WPDASs in normal form. We are only aware of one
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previous recognition algorithm for PDAs, that of

Lang (1974), which we generalize to the weighted

case and improve in the following ways:

* On PDAs more general than those Lang consid-
ers, our algorithm is more space-efficient by a
factor of |I'| (the stack alphabet size);

* We can speed up our algorithm to be more time-
efficient by a factor of more than |Q| (the number
of states), but without the space-complexity im-
provement;

* On the same PDAs that Lang considers, which
we call simple, our sped-up algorithm is more
efficient by a factor of |I'| in space and |Q] - |T'|
in time.

Compared with the pipeline of standard procedures

for converting a top-down PDA to a CFG, convert-

ing to Chomsky normal form, and parsing with

CKY, our top-down algorithm is faster by a factor

of more than O(|Q]%).

Finally, we present iterative algorithms for com-
puting the total weight of all runs of a WPDA.

2 Weighted Pushdown Automata

2.1 Preliminaries

Let [i:j] denote the sequence of integers (i, ..., j).
If s is a string, we write |s| for the length of s, s;
for the i symbol of s, and s (i: /] for the substring
Sit1 Sj.

Definition 1. A monoid is a tuple (A, ®,I), where
A is a set, © is an associative binary operation,
and I € A, called the identity element, satisfies
Ica=aol=aforallac A Ifa®b=>b0oa for
all a, b, we say that the monoid is commutative.

Definition 2. A semiring is a tuple W =
(A, ®,®,0,1) such that (A, ®,0) is a commutative
monoid and (A, ®, 1) is a monoid. Additionally, ®
distributes over &, that is, a® (b®c) = a®b®da®c
and (a®b)@c =a®c®b®c, and 0 is absorbing
with respect to Q, thatis, 0Qa =a®0=0. If® is
commutative then we say that ‘W is commutative.

We also sometimes assume ‘W is continuous;

please see the survey by Droste and Kuich (2009)
for a definition.

2.2 Definition

Our definition of weighted PDA is more general
than usual definitions, in order to accommodate
the top-down and bottom-up variants introduced in
§2.3. It is roughly a weighted version of extended
PDAs of Aho and Ullman (1972, p. 173) and the
PDAs of Lewis and Papadimitriou (1997, p. 131).

Definition 3. A weighted pushdown automaton
(WPDA) over a semiring W = (A, ®,®,0,1) is a
tuple P = (Q,2,1,6, (&, ¥7), (fs¥F)), where:

* Q is a finite set of states;

* Y is a finite set of input symbols, called the input
alphabet;

e ' is a finite set of stack symbols, called the stack
alphabet;

e 5: O XTI x(ZU{e}) x QXTI — Aiscalled
the transition weighting function;

* (t,yy) is called the initial configuration and
(f,vr) is called the final configuration, where
L,feQandy;,yrpel™.

Stacks are represented as strings over I, from
bottom to top. Thus, in the stack y = X1 X5 - - - Xy,
the symbol X is at the bottom of the stack, while
X, is at the top.

Definition 4. A configuration of a WPDA is a pair
(q,7), where g € Q is the current state andy € T'*
is the current contents of the stack.

The initial and final configurations of a WPDA
are examples of configurations; it is possible to
generalize the initial and final stacks to (say) reg-
ular expressions over I, but the above definition
suffices for our purposes.

A WPDA moves from configuration to con-
figuration by following transitions of the form

q:71 am, r,¥,, which represents a move from
the state ¢ to state r, while popping the sequence
of symbols y; € I'* from the top of the stack and
pushing the sequence y, € I'*.

Definition 5. If 6(p,y,a,q9,y,) = w, then we
usually write 6(p, 7y, N q,Y,) = w or that § has

alw
transition (q,y, — p,¥,). We sometimes let
T stand for a transition, and we define 6(t) = w.
We say that T scans a, and if a # €, we call T
scanning; otherwise, we call it non-scanning. We
say that T is k-pop, l-push if |y || = k and |y,| = L.
Definition 6. If (q1,yy,) and (q2,7y7y,) are con-

a/w
e

figurations, and T is a transition q1,¥,
92,72 we write (q1,7Y1) = (42, 772):
Definition 7. A run of a WPDA P is a sequence of

configurations and transitions

T = (q()a 70)’ 71, (q1’71)9 <o Tny (qn’ yn)

where, fori =1,...,n, we have (qi-1,Y;_1) =+,
(gi,v;)- (Sometimes it will be convenient to treat
m as a sequence of only configurations or only
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transitions.) A run is called accepting if (qo,v)
is the initial configuration and (qn,7,,) is the final
configuration. If, fori =1, ...,n, 7; scans a;, then
we say that w scans the string ay - - - a,. We write
I1 (P, s) for the set of runs that scan s and T1 (P)
for the set of all accepting runs of P.

2.3 Subclasses of PDAs

Next, we define two special forms for WPDAs,
which we call top-down and bottom-up, because
they can be used as top-down and bottom-up
parsers for CFGs, respectively. The most common
definition of PDA (Hopcroft et al., 2006; Autebert
etal., 1997) corresponds to top-down PDAs,! while
the machine used in an LR parser (Knuth, 1965)
corresponds to bottom-up PDAs.

Definition 8. A WPDA is called bottom-up if it
has only I-push transitions. Moreover, the initial
configuration is (1, €) and the final configuration is

(f,S) for somet, f € Qand S €T.

Proposition 1. Every WPDA is equivalent to some
bottom-up WPDA.

Proof. Add states ¢/, f’ and a stack symbol S’, and
make (¢/, €) and (f’, S’) the new initial and final
configurations, respectively. Add transitions

/1
e — 1,8y,

4 8/1 4 ’
[:Sye— 5"
.. alw
For each k-pop, [-push transition p,y —
r, Xy -+ X; where [ > 1, create (I — 1) new states
q1, - --,qi-1 and replace the transition with
e/1
p.€ — q1,Xi

e/l

qi-1,€ — qi, X; i=2,...

a/w
qk-1,Y — 1, Xg.

For each k-pop, O-push transition g,y ﬁ/—w—> D, &,
replace it with the (k + 1)-pop, 1-push transitions

a/w
q,Xy — p,X forevery X e ' U {S’}. ]

If the original WPDA had transitions that push
at most / symbols, the resulting WPDA has O (! -
|6] - |Q]) states and O((I + |T'|) - |6]) transitions.

IThis definition goes back to Chomsky’s (1963) original
definition, which also allows 0-pop transitions.

Definition 9. A WPDA is called top-down if it
has only I-pop transitions. Moreover, the initial
configuration is (1, S) and the final configuration is

(f,&) forsomet, f € Qand S €T.

Proposition 2. Every WPDA is equivalent to some
top-down WPDA.

Proof. Similar to the bottom-up case. O

This conversion crucially makes use of nonde-
terminism to guess the top k stack symbols. Aho
and Ullman (1972, p. 174) give a different algo-
rithm that uses the state to keep track of the top
k stack symbols. Although this does not require
nondeterminism, it creates O (|T'|* - |Q]) states.

Finally, Lang (1974) considers a still more re-
stricted subclass of PDAs.?

Definition 10. A WPDA is called simple if it only
has k-pop, l-push transitions for k < 1 and [ < 1.

Because simple PDAs do not condition pushes
on the top stack symbol, they can be weighted, but
not probabilistic.

2.4 Stringsums and Allsums

Definition 11. The weight w(r) of a run m €
I1 (P) is the product of the weights of its transi-

tions,
w(m) = (X)6 (7).

TEN

Definition 12. The stringsum w(P, s) of a string
s for a WPDA P is the total weight of all runs of
P that scan s,

w(P,s)déf@w(n).

nell(P,s)

Definition 13. The allsum w(P) of a WPDA P is
the total weight of all runs of P,

w(P) & @ w(r).

nell(P)

2.5 Push and Pop Computations

Our algorithms for bottom-up WPDAs make heavy
use of push computations. Intuitively, a push com-
putation is a run that pushes exactly one symbol
without touching the stack symbols below it.

2This definition is also used by Sipser (2012) and seems to
go back to Evey’s (1963) original definition of PDAs, which
doesn’t allow 1-pop, 1-push transitions. The term “simple
PDA” has been used at least twice for two different purposes
(Schiitzenberger, 1963; Lewis and Papadimitriou, 1997); we
apologize for introducing a third.
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Figure 2: A push computation is a sequence of transi-
tions that pushes exactly one symbol (X) without touch-
ing the stack symbols below (y). The curly edges in-
dicate sequences of transitions (which are themselves
push computations) while the straight edge indicates a
single transition.

Definition 14 (Push computation). Let P be a
bottom-up WPDA and s € X* an input string.
A push computation of type [i, p, X, j, q], where
O0<i<j<|s,pgeQand X €T, isa
run T = (40,%¢)s - - -» (qm, ¥ ) that scans s(i:j],
where y,, = voX, q0 = P, gm = g, and for all
L>0, |yl = |yl

Fig. 2 shows an example of a push computation.
Notice that this push of X might be the result of
possibly many transitions that can manipulate the
stack. Every symbol other than X that is pushed
onto the stack during this computation must be
popped later by another transition.

The mirror image of a push computation is a
pop computation, used in algorithms for top-down
WPDASs; we defer its definition to §5.

3 Normal Form

In this section we present a series of semantics-
preserving transformations for converting an arbi-
trary pushdown automaton into a normal form that
is analogous to Chomsky normal form for context-
free grammars. This will help us obtain a fast
algorithm for computing stringsums.

Definition 15. A bottom-up WPDA is in normal
form if all of its scanning transitions are k-pop,
1-push for k < 2, and all of its non-scanning tran-
sitions are 2-pop, 1-push. Similarly, a top-down
WPDA is in normal form if all of its scanning tran-
sitions are 1-pop, k-push for k < 2, and all of its
non-scanning transitions are 1-pop, 2-push.

3.1 Binarization

Recall that top-down and bottom-up WPDAs have
1-pop, k-push transitions and k-pop, 1-push transi-
tions, respectively. Since the runtime of our string-
sum algorithm depends highly on k, we convert the
WPDA into an equivalent one with £ < 2. We call
this procedure binarization because it is entirely
analogous to binarization in CFGs. It is symmetric
for top-down and bottom-up WPDAs.

Proposition 3. Every bottom-up WPDA is equiv-
alent to a bottom-up WPDA whose transitions are
k-pop, 1-push where k < 2.

Proof. For each k-pop, 1-push transition
p, Y1 Y E/—W—> g, X such that k > 2 we intro-
duce k — 2 new states ry, - - - , rg—2 and we replace

the original transition with the following:

alw
p. V1Y, —r, 1

g/1

ric1, YiYisn — i, Yo i€ [2:tk = 2]
g/1
re-2,Yik1Yry — g, X. O

If the original WPDA had transitions that pop
at most k symbols, the resulting WPDA has O (k -
|6] - |Q]) states and O (k - |d]) transitions.

Proposition 4. Every top-down WPDA is equiv-
alent to a top-down WPDA whose transitions are
1-pop, k-push where k < 2.

3.2 Nullary Removal

In this section, we discuss the removal of nullary
transitions from WPDAs:

Definition 16. In a bottom-up WPDA, a transition
is called nullary if it is of the form p, & g/—w> q,X.

Although nullary transitions are analogous to
nullary productions in a CFG, the standard proce-
dure for removing nullary productions from CFGs
does not have an exact analogue for PDAs, and the
procedure we describe here is novel.

We assume a bottom-up WPDA, but an identical
construction exists for top-down WPDAs. We also
assume that the WPDA has been binarized, and
semiring ‘W is commutative and continuous.

The construction consists of three steps: parti-
tioning, precomputation, and removal.

Partitioning. For every symbol X € I, we re-
place X with two stack symbols X and X#. A
push computation that pushes a X ¢ scans &, and a
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push computation that pushes a X# scans a string
that is not £. To do this, we replace every k-pop

.. alw .
transition p, X - - - X — ¢, Y with 2k new tran-

.. ~alw
sitions p,XI’1 ---X;(”‘ — ¢q,Y”, where v = ¢

iff v; = ¢ for all i and a = &. For instance, we
replace transition p, XY E/—W> q, Z with the follow-
ing 2 = 4 transitions

p,X‘éYg 'g/_w) q,Z*é

e/w

p,X°Y% — q,Z°%

e/w

p.xevE Y gz poxtyt 2 g 28

Precomputation. We compute the weight of all
non-scanning push computations by solving the
quadratic system of equations:

Nqu =0(p,e > q,X)

® (P Npyr ®5(r,Y 5 ¢,X)
Y.,r

& D Npyz, ®6(5,YZ 5 ¢, X)
Y.Z,s

NpYZs = @ NpYr ® Nyzs-
r

See §6 for details on solving such systems of equa-
tions, which assumes that ‘W is continuous. Then
N x4 is the total weight of all push computations
of type [i, p, X, g, i] for any i.

Removal. First, delete every transition that
pushes X ¢ for each X € I'. If the PDA accepts ¢

with weight w, add ¢, ¢ 8/—W> f,S? as the sole
nullary transition. (For correctness, we must also
ensure that no transition pops S, no transition en-
ters ¢, and no transition leaves f.)

Sometimes an X is popped immediately after
it is pushed (that is, with no input symbols scanned
between the push and the pop). To handle these
cases, for the following transitions, we create new
versions in which popped X # symbols are removed,
and their corresponding weight multiplied in.

For each: Replace with (Vt € Q):
», ve alw 7. X’é t e a/Nyyp®w 7. X"é

a/NtYZp®w

t,g—>q,X’é

INtzp®
oyt LT L Xt

pyeze o x#
p.Yize Y 4 x#
(Note that a € £ U {&}, but the partitioning step

only allows a = & for the third type above.)
However, we have missed one type of transition,

a/w
those of the form p,Y°Z#¥ —— ¢, X#. Create

new stack symbols ,..Z for all r,s € Q and Z €
I'. This stands for a sequence of zero or more
non-scanning push computations that goes from
state r to s, followed by a push computation that
pushes Z. The transition that pushes Z must be a 0-
pop transition, because all other transitions expect
a symbol of the form X# on the top of the stack.
So we modify (again) the O-pop transitions to first
simulate zero or more nullary transitions:

Replace with (Vs € Q):

a/Nyy p®w
$, 6 — ¢, 3 X

For each:

a/Nyy p®w
t,e #} q, X'/é

a/Nyyzp®w

t,g — q,X’é S, &
And for each transition of the form

ezt 4 X (where a € U {g}),
we create transitions for all r, s, € Q:

a/NtYZp®W

g, X

a/Ngy;®w
p’rzZ - q’rsX'
(This step is where commutativity is needed.) Fi-
nally, add transitions to remove the state annota-
tions, for all p, X, g:
q, ppX 8—/1> q, X £,

3.3 Unary Removal

The final step in conversion to normal form is re-
moval of unary transitions, so called by analogy
with unary productions in a CFG.

Definition 17. A transition is called unary if it is
of the form p,Y f/—W—> q,X.

We assume that ‘W is equipped with a star oper-
ation satisfyinga* =1®a®a* =19 a" ®a. If
W is continuous, then a* = P;-, a'.

Unary transitions can form cycles that can be
traversed an unbounded number of times, which
is problematic for a dynamic programming algo-
rithm. Therefore, we precompute the weights of

all runs of unary transitions. Define the matrix
U e W(@xD)x(QxT).

Upy.gx =6(p,Y = ¢,X)

and form its transitive closure U* (Lehmann, 1977).
Then U;Y,q « 18 the total weight of all runs of unary
transitions from configuration (p,Y) to (g, X).

Then we remove all unary transitions and modify
every non-unary transition as follows:

For each non-unary: Replace with:
“/W®U:,x,ry
p,y —r,Y

a/w
Py — ¢, X

We give details on the complexity of this trans-
formation in App. A.
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Item form
lip. X j.q] 0<i<j<n
LP2s T4 p,geEQ;Xel
Inference rules
li.p.Y. k) [krZj-lal.s] s yz 22 4 x
li.p,X,Jj.q] s(j—lal:j] = a
i, p,Y, j-1, sj/w
—[l.p J. d rnY 25 g, X
[i,p. X, j.q]
sj/w
o ——— p.e——q.X
[l’p7X’J,q] j:i+]
Goal
[0,¢,8,n, f]

Figure 3: Deductive system for stringsums of bottom-up
WPDAS in normal form.

4 Stringsums in Bottom-up WPDAs

In this section, we give dynamic programming al-
gorithms for computing the stringsum of an input
string s (with |s| = n) of bottom-up WPDASs in nor-
mal form. We give a basic version of the algorithm,
which has the same runtime as Lang’s algorithm
but improved space requirements, and a fast ver-
sion that has the same space complexity and runs
asymptotically faster. On simple PDAs (for which
Lang’s algorithm was designed), the latter version
has both improved space and time complexity.

4.1 Basic Algorithm

The algorithm computes stringsums efficiently by
exploiting the structural similarities among the
WPDA runs. Fig. 3 shows a deductive system
(Shieber et al., 1995; Goodman, 1999) for deriving
items corresponding to push computations.

The items have the form [i, p, X, j, g] for p,q €
0,X el',0<i<j<n. If our algorithm derives
this item with weight w, then the push computa-
tions of type [i, p, X, J, g] have total weight w.

We distinguish three categories of push computa-
tions, based on their final transition, and we include
an inference rule for each. First are those consisting
of a single 0-pop, 1-push transition. The other two
categories are those ending in a 1-pop transition
and a 2-pop transition, respectively. These can be
built recursively from shorter push computations.

The goal item is [0, ¢, S, n, f], which stands for
all runs from the initial configuration to the final
configuration that scan s.

Alg. 1 shows how to compute item weights ac-
cording to these rules. At termination, the weight
of the goal item is the sum of the weights of all

accepting runs that scan s.

Algorithm 1 Compute the weights of all push com-
putations of a bottom-up WPDA on an input string.

Lwe0

2n o« |s|

s forie[On—1]:
Jje—i+1
>0-pop, 1-push

I

W

Sj/W
6. for(p,e——q,X)€d:
7 wli,p.X.j.ql —w
s for £ € [2:n] :
0. forie[On—C+1]:
10 je—i+t
1. >1-pop, 1-push
12 forpeQ:
S,‘/W
13, for (r, Y —— ¢,X) €6
14. wli,p,X,j.q) ®=w[i,p,Y,j-1,r] ®w
15 >2-pop, 1-push
16 for p,r e 0:
alw .
17. for (s,YZ — ¢, X) € 6 with s(j—|al:j] =a:
I8. forke[i+1:j—|al-1]:
19. wli,p,X,j,q] &= (w[i,p,Y,k,r] ®
wlk,r,Z,j—lal,s] ® w)
20. return w(0, ¢, S, n, f]

4.2 Correctness

Theorem 1. Let P be a WPDA and s € £* an
input string. The weight wli, p, X, j, q] is the to-
tal weight of all push computations of P of type
[i.p. X, j.ql.

Proof. By induction on the span length, £ = j —i.

Base Case. Assume that j —i = 1. The only
push computations from state p to g that push X

and scan s(i:j] are ones that have the single tran-
... sj/w .
sition T = p,& —— ¢, X. There cannot exist

others, because normal form requires that any addi-
tional non-scanning transitions would decrease the
stack height. So the total weight of all such push
computations is w, and the algorithm correctly sets
wli,p,X,j,q] =w atline 7.

Inductive Step. Assume that the statement holds
for any spans of length at most (£ — 1) and consider
a span of length ¢. For such spans, the algorithm
computes the total weight of all push computations
m of type [i,p, X, j,q], forall X e T, p,q € Q,
and j —i = {. This weight must be the sum of
weights of three types of push computations: those
that end with O-pop transitions, with 1-pop transi-
tions, and with 2-pop transitions.

But ending with a 0-pop transition is impossible,
because such push computations must have only
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one transition and therefore j —i < 1. The 1-pop
and 2-pop parts of the sum are computed at lines
12-14 and 16-19 of the algorithm, respectively.

Ending with 1-pop transition. The algorithm

sums over all possible ending transitions Tepq =
si/w . .
r,Y BEASAN g, X. (Normal form requires that this

transition be scanning.) Let Il be the set of all
push computations of type [i, p, X, j, gq] ending in
Tend, and let IT” be the set of all push computations
of type [i, p,Y, j — 1,r]. Every push computation
in IT must be of the form # = n’ o 7,4, Where
i’ € IT’, and conversely, for every n’ € II’, we
have 7’ o Teng € I1. By the induction hypothesis,
the total weight of IT” was computed in a previous
iteration. Then, by distributivity, we have:

P X o) =P X)6(r) @6 (zena)

nwell Tem n'ell’ ten’

- (EB X)o(x)

n’ell’ Ten’

®0 (Tend)

=w[i,p,Y,j—1,r] ® 6 (Tend) -

Ending with 2-pop transition. The algorithm
sums over all possible ending transitions Tenq =

a/w
s,YZ — q,X,a € {s_,~, s}. Every push computa-
tion 7 that ends with 7.,q decomposes uniquely into
7’ ot o Tepg, Where r’ and &’ are push computa-
tions of type [i, p,Y, k,r] and [k,7r,Z, ] — |a], 5],
respectively, for some k € [i + 1:j — |a| — 1] and
r € Q. We call (k, r) the split point of .

The algorithm sums over all split points (k,r).
Let IT be the set of all push computations of type
[, p, X, j, q] ending in Tepg With split point (k, ),
and let I1” and I1”” be the sets of all push computa-
tions of type [i, p,Y, k,r] and [k,7r,Z, ] — |a], 5],
respectively. Every m € Il must be of the form
n’ o ;" o Tend, Where &’ € II’ and n”7 € I1”,
and conversely, for every n’ € I1’ and "’ € I1”,
7’ o ;" o Tepg € I1. Because i < k, we must have
j—lal-k < j—k < j—i,and because k < j—|a|,
we must have k —i < j —|a| —i < j —i. By the
induction hypothesis, the total weight of I1” and
IT” were fully computed in a previous iteration. As
in the previous case, by distributivity we have

B K)o (1) =wli.p.v. k.r]

nell Ten

Qwlk,r,Z,j—|al,s] ® 6 (Tend) - O
4.3 Stack Automaton

The distribution over possible configurations that
can be in after reading s(0:m] can be generated by

Item form
lip. XY/ ] 0<i<j<n
LP.2Y, 0.4 PgeQ;X,Yel
Inference rules
[0,¢,$8,0, (]
[i,p,XY,j—|a|,r] r, e iy—) q,€
[i,p. XY, ], q] s(j—lal:j] = a
[k,r, ZX, i, p] pe ™ gy
i, p. XY, ], q] s(izjl =a
li,p, XY, k,r] [k,r,YZ j—lal,s] 572 4 ¢
[i.p. XY, j.q] s(j-lal:j]=a
, R a/w
[i,p,XZ, j—|al,r] rnZ——gqY
li,p, XY, j.q] s(j—lal:j] = a
Goal
[0,¢, 88, n, f]

Figure 4: Deductive system for Lang’s algorithm.

a weighted finite-state automaton M. The states of
M are of the form (i, ¢), with start state (0, s) and
accept states (m, g) for all ¢ € Q. There is a transi-

tion (i, g) X/—W> (j,r) for every item [i,q, X, j, r]
with weight w. Then if an accepting run of M scans
v and ends in state (m, g) with weight w, then P
can be in configuration (g, y) with weight w.

4.4 Complexity Analysis and Speedup

For comparison with our algorithm, we show the
original algorithm of Lang (1974) in Fig. 4. It has
items of the form [i, g, XY, j, r], which stands for
push computations that start with X as the top stack
symbol and push a Y on top of it.

Our algorithm stores a weight for each item
[i,p,X,j,q], giving a space complexity of
O (n?|Q|*|T'|.) This is more efficient than Lang’s
algorithm, which requires O (n?|Q|?|T'|?) space.

Computing the weight of each new item requires,
in the worst case (the inference rule for 2-pop tran-
sitions), iterating over stack symbols Y,Z € T,
indices j € [0:n] and states ¢, r € Q, resulting in
a runtime of O(n|Q|?|T'|?) per item. So the algo-
rithm has a runtime of O(n3|Q|*|T'|?), the same as
Lang’s algorithm.

This runtime can be improved by splitting the
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inference rule for 2-pop transitions into two rules:’

k.7, Z. j~lal.,s] ¥z A 0 x
kr YAX. j. ) s(j-lal:jl =a
[i,p. Y, k,r]  (k,r,Y\X.J,q)
[i.p. X, /.q]

The first rule has O(n?|Q|?|T"|?) instantiations
and the second rule has O(#n*|Q)*|T'|?). So, al-
though we have lost the space-efficiency gain,
the total time complexity is now in O((n?|T|? +
n?|T'13)|0)?), a speedup of a factor of more than
|Q|. We show in App. B an alternative deductive
system that achieves a similar speedup.

Furthermore, Lang’s algorithm only works on
simple PDAs. To make the algorithms directly com-
parable, we can assume in the 2-pop, 1-push case
that X =Y. This reduces the space complexity by
a factor of |I"| again. Moreover, it reduces the num-
ber of instantiations of the inference rules above
to O(n?|Q*|T|?) and O(n3|Q?|T|), respectively.
So the total time complexity is in O(n’|Q|*|T'|?),
which is a speedup over Lang’s algorithm by a
factor of |Q] - |T'|.

5 Stringsums in Top-down WPDAs

Stringsums of weighted top-down WPDAs can be
computed by the left/right mirror image of our
bottom-up algorithm. Instead of finding push com-
putations, this algorithm finds pop computations,
which decrease (rather than increase) the stack size
by exactly one.

Definition 18 (Pop computation). Let P be a
top-down WPDA and s € X* an input string.
A pop computation of type [i, p,X, j,ql, where
0<i<j<|Is|, ppge Q and X €T, is a
run T = (4o, 7¢)s - - -» (qm, ¥ ) that scans s(i:j],
where qo = p, qm = q, Yo = ¥mX, and for all
L<m, |yl =yl

Fig. 5 shows the inference rules used by the
dynamic program, which are the mirror image of
the rules in Fig. 3. Each item [i, p, X, j, g], which
stands for a set of pop computations, is derived
using a transition and items corresponding to pop
computations that happen later in the run.

3The \ operator, which is just a punctuation mark and does
not require any particular interpretation, was chosen to evoke
the \ in categorial grammar (using Lambek’s “result on top”
convention): Y\ X is an X missing a ¥ on the left.

Item form
X, ] 0<i<j<n
Lp, X, ], 4 p.geQ;Xel
Inference rules
li+lal,r,Y, k,s] [k,s,Z,],q] p,Xa/—Wﬂ,YZ
[i,p. X, ], q] s(izi+la|] = a
[l-f-l,r,Y,qu] ».X Sl y
li,p. X, j.q]
Siv1/w
p.X ——q,¢
[i,P,XJ.JI] i:j—l
Goal
[0,c,8,n, f]

Figure 5: Deductive system for stringsums of top-down
WPDAS in normal form.

5.1 Comparison with Lang’s algorithm

Since top-down PDAs are more standard, and the
only direct PDA stringsum algorithm in the litera-
ture is Lang’s algorithm, it might have seemed nat-
ural to extend Lang’s algorithm to top-down PDAs,
as is done by DuSell and Chiang (2020). Like
Lang’s algorithm, their algorithm has items of the
form [i, g, XY, j, r], but unlike Lang’s algorithm,
it requires the X in order to support 1-pop, 2-push
transitions. As a result, their algorithm has space
complexity O(n?|Q|?|T'|?) and time complexity
O(n3|Q|*|T'%), like Lang’s algorithm. But if they
had used our algorithm for top-down WPDAs, us-
ing pop computations, they would have saved a
factor of |I'| space, and because their 1-pop, 2-push
transitions never change the popped symbol, they
would have also saved a factor of |Q] - |T'| time.

5.2 [Experiment

To give a concrete example, we consider the renor-
malizing nondeterministic stack RNN (RNS-RNN)
of DuSell and Chiang (2022), which uses Lang’s
algorithm (Fig. 4) on a top-down PDA. Since the
RNN must process the string from left to right,
we cannot use the bottom-up stringsum algorithm,
but we can still apply the speedup of §4.4, split-
ting the 1-pop, O-push rule of Fig. 4 into two rules.
Again, this decreases the time complexity from
O(*|QI*ITP) to O((n*[TI> +1*|T17)|Q). When
we compare the two implementations on a corpus
of strings whose lengths were drawn from [40, 80]
on a NVIDIA GeForce RTX 2080 Ti GPU, when
|Q| = 5 and |I'| = 3, the new version is about 10
times as fast (Figure 6).
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states |Q|

Figure 6: Applying our speedup to the RNS-RNN,
which uses Lang’s algorithm adapted to top-down PDAs,
yields dramatic time and space savings.

5.3 Comparison with CFG/CKY

We also compare our stringsum algorithm with con-
verting a top-down PDA to a CFG and computing
stringsums using CKY. The usual conversion from
top-down normal form PDAs to CFGs (Hopcroft
et al., 2006) creates a CFG with O(|Q|*|T"|) nonter-
minal symbols, so CKY would take O (n3|Q|°|T"|?)
time. Our algorithm thus represents a speedup of
more than |Q|3. Of course, various optimizations
could be made to improve this time, and in particu-
lar there is an optimization (Eisner and Blatz, 2007)
analogous to the speedup in §4.4.

6 Allsums in Bottom-up WPDAs

We can use a notion of push computation similar
to Def. 14 to derive a space-efficient algorithm for
computing allsums in bottom-up WPDAs. The
item [p, X, ¢] stands for runs from state p to state
q that push the symbol X on top of the stack while
leaving the symbols underneath unchanged.

Definition 19 (Push computation). Let # be a
bottom-up WPDA. A push computation of type
[p,X,ql, where p,q € Q, and X € T, is a run
7 =(40.70)>-- - (qn> 7). where qo = p, qn = g,
Yn =7voX, and foralli > 0, |y;| > |v,|

These items closely resemble those used for com-
puting stringsums, but discard the two variables i, j
that we used for indexing substrings of the input,
as we are interested in computing the total weight
of runs that scan any string.

Definition 20. Let I1 (p, X, q) be the set contain-
ing all push computations from state p to state q

that push X. The allsum w(p, X, q] is defined as

@ w(r).

nell(p,X,q)

wlp,X,q] =

The allsum of a set of push computations can be
expressed in terms of other allsums:

wip, X.ql =P s(p.e = ¢.X)

aeXU{e}
® @W[p,Y,r] ®6(r,Y 5 q,X)
Yell
reQ
aeXU{e}

o Pwip.v.rl®wlr.Z,s]®5(s,YZ = ¢,X)

Y,Zel'
r,s€Q
aeXU{e}

In general, allsums cannot be computed recursively,
as w[p, X, g] may rely on allsums that are yet to
be computed. Instead, we assume that ‘W is contin-
uous and solve the system of nonlinear equations
using fixed-point iteration or the semiring general-
ization of Newton’s method (Esparza et al., 2007).
This algorithm computes O(|Q|?|T'|) items. An
allsum algorithm based on Lang’s algorithm would
have computed O(|Q|*|T"|?) items; thus we have
reduced the space complexity by a factor of |I|.

7 Conclusion

Our study has contributed several results and al-
gorithms whose weighted CFG analogues have
long been known, but have previously been missing
for weighted PDAs—a normal form analogous to
Chomsky normal form and a stringsum algorithm
analogous to weighted CKY. But it has also re-
vealed some important differences, confirming that
the study of weighted PDAs is of interest in its own
right. Most notably, we identified two different nor-
mal forms and two corresponding stringsum algo-
rithms (and two allsum algorithms). Since the only
existing PDA stringsum algorithm we are aware
of, Lang’s algorithm, is better suited to bottom-
up PDAs, whereas the more standard definition
of PDAs is of top-down PDAs, our algorithm for
top-down WPDA fills a significant gap.
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Limitations

Removal of nullary transitions, while similar to
removal of nullary rules from a WCFG, is concep-
tually more complicated, and while it has the same
asymptotic complexity, it’s currently unknown how
the two would compare in practice. Additionally,
our nullary removal construction requires a com-
mutative semiring, while removal of nullary pro-
ductions from a WCFG does not.

Our algorithm for top-down WPDAs processes a
string from right to left, which may be undesirable
in some NLP applications and in models of human
sentence processing.
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A Details of Unary Removal

Since U is a |Q] x |I"| matrix, computing its transi-
tive closure takes O((|Q||T'|)?) time. However, if
we perform nullary removal first, the stack alpha-
bet could grow by a factor of |Q|? because of the
stack symbols ,..Z, which would seem to make the
transitive closure take O((|Q|*|T'|)?) time.

For comparison, if we converted the PDA to a
CFG, it would have O(|Q|?|I'|) nonterminals, so
computing the transitive closure of the unary rules
would take O((|Q*|T])?) time.

But the graph formed by the unary transitions
can be decomposed into several strongly connected
components (SCCs), many of which are identical,
so the transitive closure can be sped up consider-
ably. Define three matrices for three different forms
of unary transitions:

&
UI]7[Z,qSX = 6(p’ rl‘Z — 4, rsX)
£
U(ipX,qX = 6(q’ pr - q’X’é)
&
U;Y,qX =6(p,Y* 5 q,X%).

.. e/w
There are no transitions of the form p,Y# ——

q, -sX. Note that in the first equation, the transition
weight does not depend on r, so r does not occur
on the left-hand side. Then let

v=U"v*uv*

so that V),5y 4x is the total weight of runs from con-
figurations of the form (p, ,,Y) to configurations
of the form (g, X¥).

Finally, we remove the unary transitions and
modify the non-unary transitions as follows:

For each non-unary: Replace with:

1
a/W®UqSX,tuY

p,‘)/—>f,qu
[weVysx.t
p,yaw R rY*

a/w
P,y —4q, rsX

3
a/W®UqX,rY

a/w P P
Py — ¢, X p,y ——r,Y

Since V can be computed in O((|Q[*|T'])?)
time, the asymptotic time complexity of remov-
ing nullary and unary transitions is the same when
performed directly on the WPDA as compared with
converting to a WCFG and removing nullary and
unary rules.

Item form
li » O<i<j<mp.qgeQ
LPY,J.49 P
y eIyl € [1:2]

Inference rules

li,p, Y, k,r] [k,r,Z,j’,5]
li,p,YZ, ), 5]
[i,p,YZ,j—|a|,s] S,YZa/—W>q,X
Li.p. X, ], ql s(j-lal:j1 = a
L, p. Y, j-1, sj/w
—[l.p /- d rY —— ¢, X
li.p,X.Jj.q]
S‘,‘/W
- p.e —¢q,X
[i,p, X, ], q] j=i+1
Goal
[0,¢,8,n, f]

Figure 7: Deductive system corresponding to the alter-
native sped-up algorithm for stringsums in bottom-up
WPDASs in normal form.

B Fast Bottom-up Stringsum Algorithm

Fig. 7 shows an alternative deductive system for
parsing in bottom-up WPDAs. The algorithm that
can be derived from this deductive system achieves
a runtime improvement by a factor of |Q| and has
the same space complexity as Lang’s algorithm.
This algorithm, however, does not achieve further
time and space complexity improvements on the
special type of automaton used by Lang.
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