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Abstract

Recent advances in the field of deep learning
have led to a growing interest in the develop-
ment of NLP approaches for low-resource and
endangered languages. Nevertheless, relatively
little research, related to NLP, has been con-
ducted on indigenous languages. These lan-
guages are considered to be filled with complex-
ities and challenges that make their study in-
credibly difficult in the NLP and AI fields. This
paper focuses on the morphological segmen-
tation of indigenous languages, an extremely
challenging task because of polysynthesis, di-
alectal variations with rich morpho-phonemics,
misspellings and resource-limited scenario is-
sues. The proposed approach, towards a mor-
phological segmentation of Innu-Aimun, an ex-
tremely low-resource indigenous language of
Canada, is based on deep learning. Experi-
ments and evaluations have shown promising
results, compared to state-of-the-art rule-based
and unsupervised approaches.

1 Introduction

Over the past decade, we have observed a success-
ful growth in the deep learning-based approaches
in several Natural Language Processing (NLP) ap-
plications. This has helped to create NLP tools
and applications in resource-rich languages. On
the other hand, for low-resource languages, few
applications of NLP have been studied for multiple
reasons (Mager et al., 2018b).

In particular, for indigenous languages, NLP ap-
plications have to deal with linguistics challenges
such as polysynthesis, diversity of grammatical fea-
tures of morphology, dialect variation with rich
morpho-phonemics, misspellings due to noisy or
scarce training data and low resource scenario chal-
lenges (Littell et al., 2018; Joanis et al., 2020).
Moreover, morphological segmentation for indige-
nous polysynthetic languages is especially chal-
lenging because these languages have often mul-
tiple individual morphemes by word and several

meanings per morpheme.
The current research focuses on the morpholog-

ical segmentation task for indigenous languages,
with a case study on Innu-Aimun, also called Mon-
tagnais1. Innu-Aimun is an Algonquian polysyn-
thetic language spoken by over 10,000 Innu in
Labrador and Quebec in Eastern Canada2. We
choose this indigenous language for this specific
NLP task because it has not yet been investigated
thus far.

The main focus consists of how to develop in-
digenous language technology and linguistic re-
sources, with the aim of helping the indigenous
communities in the revitalization and preservation
of their languages. Thus, we propose in the cur-
rent study, a deep learning-based morphological
segmentation for Innu-Aimun. Our contribution
to the current research is twofold. Firstly, it pro-
poses a deep learning-based word segmenter for
indigenous languages. Secondly, it empirically
compares the proposed approach, in a case study
of Innu-Aimun, with multiple baselines such as
Finite-State Transducer, Morfessor, and Adaptor
Grammar-based approaches.

Overall, this study aims to serve as a benchmark
for developing NLP tools and applications, which
will help revitalize and preserve indigenous lan-
guages, while taking into account indigenous cul-
tural realities and knowledge.

The paper is structured as follows: Section 2
highlights morphological analyzers for indigenous
languages, with a description of Innu-Aimun. Our
proposed approach is described in Section 3. Sec-
tion 4 presents the experimental results, compared
to other state-of-the-art approaches. Section 5 dis-
cusses our evaluations, while providing an error
analysis. Finally, Section 6 presents the conclusion
as well as potential future work.

1https://www.thecanadianencyclopedia.ca/en/article/innu-
montagnais-naskapi

2https://en.wikipedia.org/wiki/Innu-Aimun
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2 Related work

2.1 Morphological segmentation in
Indigenous languages

Many indigenous languages in Canada, in the
Americas and around the world have in common
that they are polysynthetic. Most also share a con-
text of extremely low or scarce resource. While
morphological segmentation is highly useful—if
not unavoidable—for indigenous NLP applications,
data and knowledge scarcity make its development
very challenging.

When there exists no language-specific tool,
NLP tasks often make use of unsupervised ap-
proaches for segmentation. Byte-pair encoding
(BPE) segmentation, introduced by Sennrich et al.
(2016), is a common one for Neural Machine Trans-
lation. The technique has been used by (Joanis
et al., 2020; Le and Sadat, 2020), for instance, to
produce an Inuktitut-English NMT baseline using
the Nunavut Hansard corpus.

In cases where there is a lack of annotated data,
rule-based approaches, such as those based on
Finite-State Transducers (FST), have been used the
most. Farley (2012) proposed an FST-based mor-
phological analyser for Inuktitut (one of Canada’s
most resourced and documented indigenous lan-
guages). Harrigan et al. (2017) developed an FST
morphological model for Plains Cree. Arppe et al.
(2017) applied the same approach partially adapted
to East Cree. Mager et al. (2018a) proposed a prob-
abilistic approach to an FST model for Wixarika
(huichol).

Other proposed approaches are hybrid, adding
knowledge or rules to unsupervised methods. Es-
kander et al. (2019) proposed an approach based
on Adaptor Grammars (Johnson et al., 2006), and
applied it to four Uto-Aztecan polysynthetic lan-
guages. Pan et al. (2020) combined BPE segmen-
tation and rule-based segmentation for Uyghur, a
morphologically rich language.

For deep learning-based approach, Kann et al.
(2018) used the neural network-based seq2seq mod-
els for Mexican polysynthetic languages. Micher
(2019) applied a recurrent neural network-based
approach to deal with the word segmentation for
Inuktitut.

2.2 Innu-Aimun language
Innu-Aimun is the language of the Innu, an indige-
nous people formerly known as the Montagnais
(Mollen, 2006). This language is found in the

Quebec and Labrador provinces of Canada, in a
dozen communities (Baraby et al., 2017). It is a
polysynthetic indigenous language, a member of
the Algonquian family and is related to Cree and
Naskapi with which it forms a dialectic continuum
(Drapeau, 2014). Statistics Canada estimated the
number of speakers at 11,360 in 2016 3.

Although Innu-Aimun is fundamentally an oral
language, its orthography was standardized in 1989
(Mollen, 2006). A first dictionnary based on the
standard orthography, for Innu-French, was pub-
lished in 1991 (Drapeau, 1991). There exists today
a more complete, trilingual and pan-dialectal dic-
tionnary that is being continuously updated and is
available online4. Other online resources include
a verb conjugation web application (Baraby and
Junker, 2011), based on work of Baraby (1998).

The aforementioned online tools have been part
of an effort by Junker et al. (2016) to develop a
series of Web tools for Innu-Aimun language main-
tenance. This project, primarily, aimed at bilingual
speakers, which also includes several primary lan-
guage resources (e.g. lexicons, grammars, conver-
sational guides, etc.), educational online games and
a catalog of audio and written Innu-Aimun works5.

Other than online tools, very few language tech-
nologies have been developed for Innu-Aimun, to
our knowledge. A search-engine with flexible or-
thography has been developed by Junker and Stew-
art (2008) and integrated with an online dictionnary
(Junker et al., 2016), in conjunction with an equiv-
alent tool for East Cree. Other research projects
have targeted the construction of Innu-Aimun cor-
pora Cadotte et al. (2022). Drapeau and Lambert-
Brétière (2013) proposed an annotated, multimodal
corpus with translations. An NRC Canada indige-
nous languages technology project (Kuhn et al.,
2020) aimed to transcribe oral recordings of sev-
eral indigenous languages in Canada, including
Innu-Aimun.

3 Our proposed approach

3.1 Model overview

In this paper, we focus on the surface segmenta-
tion (Ruokolainen et al., 2016; Kann et al., 2018;
Liu et al., 2021), where a term is segmented in a
substrings sequence.

3Statistics Canada: The Aboriginal languages of First Na-
tions people, Métis and Inuit

4https://dictionary.Innu-Aimun.ca/
5Tshakapesh Institute - Catalogue
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Given an Innu-Aimun word, the segmentation
process consists of breaking down the word into
separate morphemes, for example, uminushima →
u-minush-im-a (in English: her/his cats). Our
model is made following these steps: (1) apply
the Transformer-based encoder-decoder architec-
ture, with a multihead self attention mechanism
(Vaswani et al., 2017); (2) deal with surface seg-
mentation, while considering the monotonic aspect
of morphotactics (that is, the constraints on the
ordering of morphemes) (Figure 1). We train the
positional embeddings using the position of each
element in a sequence.

Figure 1: Architecture of our framework: Deep
Learning-based Morphological segmentation for indige-
nous language, with pretrained debiased word-based
embedding for source-target, and positional embedding.

3.2 Deep Learning-based morphotactics
modeling

We model a deep learning-based morphological
segmenter using the Transformer-based encoder-
decoder architecture.

In the encoder, the input sequence is encoded
at character level. Then the embedding layer is
incorporated with pre-trained embeddings at mul-
tiple levels such as character, affix (prefixes and
suffixes), along with multiheaded attention over
the input sequence, that helps finding morpheme
boundaries related to the whole word.

To ensure the monotonic aspect of morphotac-
tics, the positional embeddings are used to encode
the order of each element of a sequence in both the
encoder and the decoder.

The decoder uses the same concept of multihead
attention over itself and also the encoder. The at-
tention mechanism allows to align input sequences
to the correct corresponding output sequences that
are segmented in individual morphemes (Figure 1).

4 Experiments and Evaluations

4.1 Data Preparation

A small corpus was manually collected from mul-
tiple resources such as the Website of Aimun-
Mashinaikan-French-English dictionary Innu6 as
well as open source grammar books and the on-
line Innu lessons platform7 that are available at
the Tshakapesh Institute (Drapeau, 2014; Mollen,
2006).

The collected experimental corpus contains 500
word bases (roots) and 500 affixes (prefixes, suf-
fixes). A training set, crawled from the Aimun-
Mashinaikan dictionary Innu, consists of 30,118
terms, used as raw word lists, non segmented, with
length between 2 and 46 characters. A small golden
testing set, containing 250 unique terms, was man-
ually segmented with the help of an Innu language
teacher from the Uashat Mak Mani-utenam com-
munity8.

4.2 Training settings

We configured several baselines: (1) based on a sim-
ple weighted Finite-State Transducer (FST) to max-
imise the morpheme frequency (Richardson and
Tyers, 2021), (2) based on Morfessor version 2.0
(Virpioja et al., 2013) to learn the morpheme bound-
aries using minimum description length optimiza-
tion, and (3) based on the Adaptor Grammar ap-
proach. We used the MorphAGram toolkit (Eskan-
der et al., 2020), with two settings: standard setting
(AdaGra-Std) and scholar seeded setting (AdaGra-
SS). We adopted the best learning settings: the best
standard PrefixStemSuffix+SuffixMorph grammar
and the best scholar-seeded grammar, as explained
in (Eskander et al., 2019), for Innu-Aimun.

We configured a deep-learning based model (T-
DeepLo) with an encoder-decoder Transformer
model (Vaswani et al., 2017), based entirely on
the multihead self-attention mechanism. For the
hyperparameters, we used 4-layer both in the en-
coder and in the decoder. The batch size was set at
32. The initial learning rate was set to 0.0001. The
hidden dimension was set at 256, and dropout with
a rate of 0.2. The model is trained with 8 multi-
head attention in the encoder and in the decoder,
using Adam optimizer (Kingma and Ba, 2014).

6https://dictionary.Innu-Aimun.ca/
Words

7https://lessons.innu.atlas-ling.ca/
8https://www.itum.qc.ca/
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4.3 Results

Precision Recall F1
FST 52.71 42.96 46.11
Morfessor 43.33 38.01 40.49
AdaGra-Std 53.78 43.18 47.91
AdaGra-SS 70.45 61.36 65.60
T-DeepLo 81.27 77.15 79.16

Table 1: Evaluation on the test set using the different
settings.

The performances of all the models were eval-
uated using the conventional automatic metrics in
the field of NLP, such as Precision, Recall and F1-
score.

For the unsupervised methods, we noticed that
the scholar-seeded learning (AdaGra-SS) model
outperformed all the other baselines, with 70.45%,
61.36%, 65.60% in terms of Precision, Recall and
F1 score, respectively (Table 1). We observed both
precision and recall were significantly improved
while injecting a list of affixes (prefixes and suf-
fixes) during the training. However, the Morfessor
model showed the worst results, with only 40.49%
in terms of F1.

The Transformer-based DeepLo model obtained
the best performance across all metrics, with gains
of +10.82%, +15.79%, +13.56% in terms of Preci-
sion, Recall and F1 score, respectively, compared
to the AdaGra-SS model (Table 1). The T-DeepLo
model showed the ability to learn and to extract
more complex features, relying on the multihead
self attention mechanism.

We performed an error analysis in order to shed
some light on how the models were able to learn
and recognize the morpheme boundary of a se-
quence. Table 2 shows sample prediction outputs
from all the models on the test set.

5 Error analysis

Due to the complex linguistic peculiarities of Innu-
Aimun and its dialectal variations, a word can be
pronounced in several ways. Thus, its transcrip-
tion poses more challenges in the segmentation
task. Besides, a word in Innu-Aimun is always
composed of a central core (root), including a verb.

With the help of an Innu language teacher, we
made observations and reviewed the data and pre-
dictions to determine if the segmentation results
were correct and discover the errors. Basically, our

models tend to over-segment more complex mor-
phemes due to the linguistic irregularities and the
morphotactic phenomena, to detect common lexi-
cal suffixes such as ap, tsh or grammatical ending
suffixes such as at, eu, t, n, it, mi or uk. In particu-
lar, we observed an over-segmentation in the FST
and Morfessor models. These models tend to seg-
ment a term into several sub-morphemes (Table 2).
The same phenomena are found in other models of
AdaGra-Std and AdaGra-SS. Furthermore, the T-
DeepLo model was able to better detect morpheme
boundaries.

All models failed when dealing with out-of-
vocabulary words. For example, here, the term
mitshuap (meaning: house), which was not seen
in the training, was segmented into multiple mor-
phemes (Table 2).

Another challenge is related to the over-
segmentation of all the models, down to charac-
ter level, due to the length of prefixes and suffixes
between one and multiple characters. For exam-
ple, some models divided a term up to a character
level (Table 2): (FST) u a pa tamu; mi t shu a p;
(Morfessor) u apa tamu; (AdaGra-Std) minu sha t;
(AdaGra-SS) u apa tamu.

6 Conclusion and Perspectives

We presented a deep learning-based method for
morphological segmentation for Innu-Aimun, an
indigenous language of Canada, which can be con-
sidered as a first research study on the subject, so
far.

Our evaluations showed promising results. Thus,
the proposed deep learning-based method, incor-
porating pre-trained embeddings at multiple levels,
helped finding morpheme boundaries related to the
whole word. This study makes an important con-
tribution by focusing on morpheme segmentation
in the low-resource indigenous language. Further-
more, through this research, we noted the impor-
tance of close collaboration and consultation with
the Innu indigenous community, to ensure that lan-
guage technologies are developed with respect and
in accordance with the community’s revitalisation
objectives.
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uapat am u u a pa tamu u apa tamu uapa tamu u apa tamu u apa tamu

Table 2: Illustrations of morpheme segmentation predictions on the test set using the different settings such as
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learning-based (T-DeepLo). Strings in bold are incorrectly segmented.
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