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Reflectively looking into the future of biomedical language processing

Dina Demner-Fushman, Sophia Ananiadou, Kevin Bretonnel Cohen, Junichi Tsujii

The 2022 meeting of the Biomedical Natural Language Processing workshop at the Association for
Computational Linguistics conference reminds us of the first such workshop at the 2002 conference. The
twenty years that have passed since then have seen enormous growth in the BioNLP community, and
now seems like a good time to take stock of where we have come over the course of those two decades.

Interest in scientific natural language processing started soon after the launch of the Sputnik satellite
in 1957, when the Anglophone scientific world realized that there was quite a bit of good research
being published in Russian that it hadn’t been reading. Interest in, first, clinical and then more general
biomedical language processing started in the 1960s, and biomedical language processing interest
groups soon formed within the clinical, and later the bioinformatics, communities. The Association
for Computational Linguistics BioNLP community came together in 2002 to answer the needs of
a deeply interdisciplinary area of research focused on natural language processing and text mining
methods applied to biomedical text. The field spread quickly, but the events and publication venues
for computational linguists interested in the biomedical sublanguage were dispersed across a range of
disciplines and conferences. Clinical natural language processing had a natural home in the Association
for Medical Informatics, and biologically oriented language processing focused on the rapidly growing
scientific literature was well-housed in the International Society for Molecular Biology and Pacific
Symposium for Biocomputing publication venues; the Association for Computational Linguistics
seemed like a natural home for research that focused around the linguistic nature of our field, rather
than being oriented around its clinical and biological applications.

To bring together the passion for the domain and the benefits of belonging to the ACL community,
SIGBioMed was formed as an ACL SIG in 2007. SIGBioMed is celebrating 15 years this summer. From
the beginning, the SIG strove to be inclusive in terms of the topics of interest, languages studied, and
researchers invited for presentations and keynotes. As can be seen in the work presented in this 2022
workshop, SIGBioMed continues that policy of diversity, equity and inclusion. Borrowing from the New
York Times, SIGBioMed’s (unofficial) motto is “All the Work That’s Fit to Print—as long as it broadly
applies to the biomedical and clinical domains.”

Biomedical language processing started with rigorous text mining research that helped advancing
understanding of biomedical text and provided services to the target domains. For example, the MedLee
system was used to support clinical applications (Friedman et al., 2004), whereas BioNLP shared tasks
in 2011 and 2013 focused on extraction of information about pathways and development of biomedical
event extraction systems (Miwa, M. et al 2013; Björne J. et al. 2015). Recent developments in and
availability of large pre-trained language models (BioBERT, ClinicalBERT, SciBERT, etc.) provide
us not only with a chance to advance the research and applications towards language and context
understanding, but also to start understanding how the models perform the tasks, as evidenced by the
work presented in the next sections.

Looking back: The test of time award

This meeting marking two decades of research in and around the ACL community provides an
opportunity to reflect on how we got to where we are. So, following up on a suggestion from Tim
Miller, we solicited nominations for a new BioNLP Workshop award: recognition of papers in our field
that have “stood the test of time.”
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As the nominations came in, we quickly realized that the request was underspecified. In what publication
venues could a nominee have appeared? Should it be limited to the BioNLP Workshop, or would any
venue qualify? How much time? Would authors be allowed to nominate their own papers? And what
would it mean to have “stood the test,” exactly? Number of citations? Actual usage of a system, a
technique, a resource, an idea? Would a once-heavily-cited paper that is not cited much any more qualify?
And did we need to normalize for the length of time since publication? And who should do the selection
from amongst the nominees? What if a paper by a member of the organizing committee was nominated?
The organizing committee? An external panel? Open vote of the entire community?

We began with the assumption that we might be able to induce the answers to those questions from
the nominations themselves. To facilitate that, we asked nominators to consider writing up a note—of
the length of their choice—describing why they felt that their nominee rated recognition. We explicitly
allowed self-nomination. And then we waited.

As it turned out, the set of nominations did not answer our questions. Some nominators expressed a
well-argued opinion that only publications from the BioNLP Workshop should qualify, but submissions
came in from a number of venues. The time spans since their publications varied widely. They covered
systems, techniques, resources, and—thank goodness—ideas. Papers were submitted by non-authors,
papers were submitted by their own authors, and we had submissions that were co-authored by the
organizers of the workshop.

The only thing we did not have was a voting mechanism. We considered counting the number of
nominations per paper, but several papers were nominated twice; the only one that was nominated
three times had two of its nominations from its own authors—not forbidden, but it made the number-of-
nominations criterion seem unreasonable; and in any case, elementary power calculations soon convinced
us that the total number of nominations was not sufficient to differentiate between one vote, two votes,
or three. In the end, we contemplated the set of nominations, saw perfectly good reasons to accept that
they had all, in one or more ways, “stood the test of time.” Consequently, this year we are awarding the
BioNLP Test of Time Award to multiple papers—in fact, to all of the papers that were nominated. You
will find them listed in Table 1, which accords to all co-authors concerned the right to add “2022 BioNLP
Test Of Time Award Recipient” to their CVs. Although we resolved essentially none of the issues that
we had identified, this was a tremendously fun exercise, and we look forward to excellent suggestions
from the community as to how to answer the questions that we raise above, as well as how to do this next
year in a more principled way without quite so glaring an appearance of conflict of interest.

Looking forward: Overview of the work in this volume

BioNLP 2022 received 59 valid submissions, of which 11 were accepted as oral presentations and 32 as
posters.

The scope and the depth of the work in this volume reflects the growing rigor and maturity of biomedical
language processing. True to the historical inclusiveness of the workshop, the processed text includes
scientific publications, clinical notes, and other forms of formal and informal communications, primarily
in English, but also in Bangla (Sazzed et al.), Spanish-Catalan (Amin et al.), Spanish (Carrino et al.) and
Romanian (Mitrofan et al.)

Advances in literature processing are reflected in the work that presents end-to-end document level
relation extraction that leverages coreference resolution and entity extraction (Giorgi et al.); linking
citing sentences in a publication to the cited sentences in referenced sources (Roy et al.); and extracting
design and evidence from the descriptions of Clinical Trials (Witte et al.)
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Table 1: The 2022 BioNLP Test Of Time Awardees, in alphabetical order.
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The biomedical domain and particularly clinical language processing suffers from a dearth of resources.
The community is clearly addressing the need for annotated data by creating new datasets, data
augmentation, and exploring approaches to reducing the need for data. We see many efforts in
zero-, few-shot training, data augmentation and distant supervision: for causal precedence among
chemical interactions (Liang et al.); information extraction (events, named entity, and relation extraction)
(Papanikolaou et al., Wang et al., Khandelwal et al., Iinuma et al., Trieu et al., Dhrangadhariya et al.,
Watanabe et al., Sarrouti et al., Phan et al., Kim et al.); term normalization (Zeng et al.), summarization
(Soleimani et al), and cross-lingual transfer (Amin et al.).

The new datasets introduced at BioNLP 2022 include the Medical Video Question Answering Shared
Task data (Guota et al.) ; biomedical named-entity annotated corpus for Bangla (Sazzed et al.); ICD
coding (Huang et al.); and curation of antibiotic-resistant genes (Chandak et al.)

We are happy to see many efforts on model understanding and analysis. This volume includes work
on explaining model decisions on health-related online materials (Boissonnet et al.); explanations of
medical coding predictions (Wood-Doughty et al.); entity memorization and recall in pretrained large
LMs with positional prompting (Abaho et al.); inter-annotator agreement and its relation to model
performance (Richie et al.); and a self-supervised pre-training approach for understanding genetic
information (Cahyawijaya et al.).

We notice increased interest in complex tasks of language generation, summarization and question
answering. Language generation was studied both in general (Yuan et al.) and for the specific tasks of
dialogue generation (Naseem et al., Ngai et al.) and radiology report generation (Yan et al., Tang et al.),
Work on summarization includes extractive/abstractive summarization of documents of varying length
(Bishop et al.), aspect-based scientific document summarization (Soleimani et al.) and summarization as
an approach to calculate seizure frequencies and dates of last seizure (Xie et al.). Question answering
was explored on its own (Pappas et al.) and as a tool for risk prediction (Liang et al.), event extraction
(Wang et al.), and explaining quality assessment of online materials (Boissonnet et al.)

Clinical language processing shows stable interest in ICD coding (Michalopoulos et al., Falis et al.,
Wood-Doughty et al.), risk score prediction (Lianf et al.) and the impact of de-identification (Vakili et
al.)

The Medical Video Question Answering Shared Task co-located with BioNLP 2022 is described in
the overview (Gupta et al.) that includes 8 technical reports submitted by the participating teams, in
addition to the two papers presented as posters in the workshop(Li et al., Kusa et al.)

Last, but most certainly not least in this era of rampant mental health concerns, approaches to supporting
mental health were studied in the works on analysis of speech disfluencies towards automated dementia
detection (Farzana et al.) and dialogue generation for psychotherapeutic counselling (Das et al.)

Acknowledging the community

As always, we are deeply grateful to the authors of the submitted papers and to the reviewers (listed
elsewhere in this volume) who produced three thorough and thoughtful reviews for each paper in a fairly
short review period.

The quality of submitted work continues growing and the Organizers are truly grateful to our amazing
Program Committee that helped us determine which work is ready to be presented and which will benefit
from additional experiments and analyses suggested by the reviewers.

Finally, we thank everyone who nominated papers for the Test of Time Award—especially for their
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well-reasoned and insightful discussions of why they chose those papers.

As in years past, we are looking forward to a productive workshop, and we hope that new collaborations
and research will evolve, continuing contributions of our community to public health and well-being.
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Abstract

The healthcare domain suffers from the spread
of poor quality articles on the Internet. While
manual efforts exist to check the quality of
online healthcare articles, they are not suffi-
cient to assess all those in circulation. Such
quality assessment can be automated as a text
classification task, however, explanations for
the labels are necessary for the users to trust
the model predictions. While current explain-
able systems tackle explanation generation as
summarization, we propose a new approach
based on question answering (QA) that allows
us to generate explanations for multiple cri-
teria using a single model. We show that
this QA-based approach is competitive with
the current state-of-the-art, and complements
summarization-based models for explainable
quality assessment. We also introduce a hu-
man evaluation protocol more appropriate than
automatic metrics for the evaluation of expla-
nation generation models.

1 Introduction

The Internet has become an important source of
medical advice. According to Rutten et al. (2019),
in 2017, 74.4% of the US population first looked
for health-related information on the internet, while
only 13.3% of the population first asked a physician
or healthcare provider. However, poor quality re-
porting, including misinformation, cherry-picking,
exaggerations, etc., is often present online and can
be a severe threat to public health. Recent events,
such as the Covid-19 pandemic, demonstrate the
necessity of developing quality assessment sys-
tems for healthcare reports to limit these harms.
Fortunately, websites such as HealthNewsReview1

critically analyze medical articles to identify poor
quality reporting and improve the public discourse
about healthcare. However, the manual review of
medical news is a time-consuming task that would

1https://www.healthnewsreview.org

Story #1511
Criterion 1: Does the article adequately discuss the costs of
the intervention?
Answer: Not Satisfactory
Explanation: There was no discussion of cost as there was in
the competing AP story.

Criterion 2: Does the article adequately quantify the benefits
of the treatment/test/product/procedure?
Answer: Satisfactory
Explanation: The story adequately quantified the benefits
seen in the study that led to FDA approval.

Criterion 3: ...

Table 1: Example of an article evaluated by the Health-
NewsReview website. Each article is evaluated accord-
ing to ten criteria (two shown) and explanations are
given to support the answers.

benefit from automated systems to scale up to the
volumes needed in today’s media ecosystem.

Assessing the quality of news articles has been
the focus of numerous studies that tackle it as a
text classification task (Louis and Nenkova, 2013;
Chakraborty et al., 2016; Kryscinski et al., 2020).
However, explanations for the predictions only re-
cently started receiving attention, despite being nec-
essary to convince the readers of such assessments.
For instance, Dai et al. (2020) have built on the eval-
uation work conducted by the HealthNewsReview
website (see Table 1) to automate article quality
assessment in healthcare, but have only focused
on articles classification, without providing expla-
nations. Likewise, Wright and Augenstein (2021)
have also studied exaggeration detection in health-
care as classification, but without explanations.

Beyond quality assessment, previous works have
formulated textual explanation generation for clas-
sification as summarization (Atanasova et al., 2020;
Kotonya and Toni, 2020). However such ap-
proaches suffer from a number of shortcomings
when applied to the assessment of an article based
on multiple criteria. As these approaches always
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output a single summary for a given input text,
separate models must be trained to generate expla-
nations for each classification label and evaluation
criterion (e.g. reliability of sources, lack of infor-
mation, etc.), as in the example given in Table 1.
This considerably reduces the number of available
training instances per model, because gold expla-
nations of only one criterion at a time can be used
for training, and it also requires developing and
maintaining a model per criterion. Summarization-
based models are also not appropriate to return an
explanation for a label that is justified by the lack of
information in the text (see criterion 1 in Table 1).

In this work, we develop an explainable quality
assessment system for health news reports, and we
evaluate it on the FakeHealth corpus (Dai et al.,
2020). It differs from previous work as its expla-
nation generation model is based on question an-
swering (QA), which takes into consideration the
definition of each evaluation criterion in the form of
a question (see Table 1). This approach addresses
the limitations of summarisation-based systems: it
benefits from a larger training dataset consisting of
instances from all criteria and labels at once, can
better generate explanations regarding the absence
of information, and requires training and maintain-
ing a single model for all criteria.

We compare our approach for explanation genera-
tion against a summarization-based system inspired
from Kotonya and Toni (2020). Our results show
that both approaches are complementary and per-
form better in different cases. More specifically,
summarization-based systems are more appropri-
ate when relevant information is explicitly given
in articles, while QA-based systems perform better
when relevant information is missing.

Finally, evaluating generated explanations is not
an easy task as we should consider both the struc-
ture and the sense of texts. Previous works used
automatic metrics for the evaluation of explana-
tions, which are known to be insufficient for ab-
stractive text generation. Mani (2002) precisely
insisted that assessing the readability and quality
of a generated text requires human annotators as no
automatic metric can achieve good performance on
this task. Likewise, Kryscinski et al. (2019) have
recently highlighted that automatic evaluation pro-
tocols, usually relying on ROUGE scores, correlate
weakly with human judgement and fail to evaluate
critical features, such as factual consistency. For

this reason, we propose a new human evaluation
protocol to assess the fluency, consistency, and fac-
tual correctness of the explanations, and we show
that automatic metrics are not appropriate for this
task.

2 Methodology

Our system starts with classifying articles accord-
ing to ten evaluation criteria, then generates ex-
planations using QA, taking into account the pre-
dicted classification labels. The purpose of the
text classification step is to determine whether an
article is satisfactory with respect to different eval-
uation criteria. We consider different options from
the literature: logistic regression for its simplicity,
BERT-based classification which is commonplace
but truncates texts to 512 tokens, and a Longformer-
based encoder model (Beltagy et al., 2020), which
is able to deal with long input texts like those of
our study. Both BERT and Longformer-based clas-
sifiers are pre-trained for a large classification task
on a biomedical dataset, PubMed2, then fine-tuned
on the FakeHealth dataset. In line with Beltagy
et al. (2020)’s recommendation, we use a classifica-
tion objective for Longformer classifier, that places
a global attention mask on a [CLS] token. This
token aggregates the representation of the whole
text at the beginning of the input text as shown in
Table 6 in Appendix C.1, that gives an example of
the encoding of input texts and shows the global
attention mask of our model. Readers should refer
to Beltagy et al. (2020) for further details about
attention masks of Longformer models.

The second stage of the pipeline generates ab-
stractive explanations for the previously predicted
classes. As the QA approach takes into account
the classes and the questions posed by criteria, we
only need to train a single model, handling all
criteria and classes. Following Soni and Roberts
(2020), we have chosen to work with a Longformer-
based encoder-decoder that we first train on the
open-domain dataset SQuAD v2.0 (Rajpurkar et al.,
2018), and then fine-tune on FakeHealth. Be-
cause gold explanations in the FakeHealth dataset
are abstractive, our model learns to write com-
plete explanations despite the pre-training step on
SQuAD whose explanations are spans of phrases.
Even though we always use the same ten questions
(shown in Table 9 in Appendix C.2) for fine-tuning

2https://deepai.org/dataset/pubmed

2



and evaluation, this approach differs from query-
focused summarization because of its ability to gen-
erate explanations for information missing from the
article which a summarization system cannot han-
dle. We use the QA objective introduced by Beltagy
et al. (2020) for Longformer that places a global
attention mask on all question tokens (see Table 6
in Appendix C.1), and we feed our model with
the article, the criterion, and the class prediction.
During training, we use the gold classes of articles
to generate explanations, as generating post-hoc
explanations for incorrectly predicted labels would
not be meaningful.

Following recent previous work on explainable fact-
checking in healthcare by Kotonya and Toni (2020),
we implement a baseline for the explanation gener-
ation task, based on summarization. Because such
a system does not take into account the criteria def-
initions in its input, it cannot combine all criteria
together as it would always produce the same ex-
planation for all criteria. Therefore, this approach
requires training independent models for each class
within a criterion, which results in 30 models (10
criteria × 3 classes) in the case of the FakeHealth
dataset. We use here a summarization objective for
the Longformer model, that applies a global atten-
tion mask to the very first token of input texts (see
Table 6 in Appendix C.1 and Beltagy et al. (2020)).

3 Human evaluation of explanations

Unlike previous works that assess generated text
with automatic metrics, we design a human eval-
uation protocol that assesses four aspects of ex-
planations: their fluency, consistency, factual cor-
rectness, and whether they are indicative of the
label that they are supposed to explain. An expla-
nation is considered fluent if it sounds natural, and
consistent if it does not contradict itself, include
repetitions, or information that is not mentioned in
the article. The factual correctness criterion looks
for incorrect facts, contradictions with respect to
the article, or hallucinations. Finally, generated
explanations should allow a human judge to infer
correctly the label they are meant to explain.

We conducted two pilot studies in order to assess
the quality of our guidelines. As reported in Ta-
ble 2, Pilot 1 brought to light the ambiguity of
the initial version of the guidelines, while Pilot 2
reached higher inter-annotator agreement scores.
The new version of the guidelines is more detailed

Fluency Factual correctness Guessed class

Pilot 1 -0.12 0.29 0.76

Pilot 2 0.46 0.49 0.58

Table 2: Inter-annotator agreement scores (averages of
Cohen Kappa scores) of the two pilot studies.

Criterion Not S. S. Not A.

1 1431 495 370
2 1505 768 23
3 1413 717 166
4 1445 848 3
5 286 1921 89
6 1135 1147 14
7 1120 1063 113
8 538 1457 301
9 672 1543 81
10 391 1771 134

Table 3: Distribution of articles in each class per crite-
rion. These numbers combine both the HealthRelease
and HealthStory datasets.

than the first one and provides some examples of
what is expected. For instance, instead of asking if
an explanation is fluent, the new guidelines specify
that explanations should be rated as fluent if they
sound natural and their syntactic structure is cor-
rect. Thus, the sentence “it’s sunny but it’s sunny”
should not be considered as fluent, while “it’s sunny
but it’s not sunny” should be considered fluent de-
spite the contradiction, which is judged negatively
under consistency.

The final guidelines used for the evaluation in Sec-
tion 5 are fully detailed in Appendix B. In Table 2,
the consistency criterion is missing as it was added
after Pilot 2.

4 Data

We evaluate our QA and summarization-based
models on the FakeHealth corpus of health news
articles, released by Dai et al. (2020). Each article
in the dataset was evaluated by at least two experts,
according to ten criteria that assess diverse aspects
such as “the overclaiming, missing of information,
reliability of sources and conflict of interests" (Dai
et al., 2020). Dai et al. (2020) found zero to a mi-
nor positive correlation between the criteria, which
justifies the relevance of all of them. These criteria
are reported in Table 9 in Appendix C.2.
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For each criterion, articles are annotated with one
of three labels, Not Satisfactory, Satisfactory, and
Not Applicable, and a textual explanation that jus-
tifies the assigned label, as shown in Table 1. The
label distribution across criteria is highly unbal-
anced, Not Applicable instances being the rarest.
For example, criteria 2, 4, and 6 have at least 65
times more Not Satisfactory instances than Not Ap-
plicable ones (see Table 3).

5 Results

5.1 Quality assessment per criterion

We compare Longformer-based, BERT-based, and
Logistic Regression models for the quality of the
classification task via their macro F1-scores for
each criterion. Table 4 shows that our Longformer-
based models perform the best due to their ability
to encode longer texts. The Logistic Regression
models also achieves great performance despite its
simplicity, but this must be qualified as classes are
highly unbalanced and Logistic Regression mostly
predicts the dominant class. An analysis broken
down by criterion also highlights that all models
perform unevenly across criteria. This suggests
that some criteria are harder to handle, notably,
those requiring external knowledge or subjective
judgment (e.g. criterion 5 asking whether articles
commit disease-mongering).

We also tried to build a single Longformer-based
model handling all classes at once using a QA-
based approach that treats criteria as questions and
predicts labels, but it performed poorly. We suspect
that we have poor results because we perform a
classification task with a QA-based model.

5.2 Explanation generation

Table 5 reports the overall performance of both
summarization and QA-based approaches for the
explanation generation task only. These results
show that the QA-based approach performs bet-
ter than, or as well as, the baseline system. Both
approaches achieve similar performance in terms
of consistency and factual correctness, but the QA
approach produces explanations that are more flu-
ent and that indicate the correct label more often.
Table 7 in Appendix C.2 provides some examples
of the generated explanations. In these tables, gold
explanations correspond to the explanations written
by health expert in the FakeHealth dataset.

An analysis per class (see Table 5) reveals that the

Longformer BERT LogReg From gen. expl.

Criterion 1 0.67 0.63 0.59 0.61
Criterion 2 0.43 0.42 0.40 0.30
Criterion 3 0.52 0.55 0.46 0.45
Criterion 4 0.40 0.42 0.36 0.61
Criterion 5 0.35 0.30 0.37 0.33
Criterion 6 0.42 0.39 0.37 0.60
Criterion 7 0.35 0.37 0.36 0.40
Criterion 8 0.57 0.59 0.49 0.46
Criterion 9 0.40 0.37 0.37 0.34
Criterion 10 0.45 0.45 0.36 0.24

Mean 0.46 0.44 0.41 0.43

Table 4: Macro F1-scores of our different classifiers for
each criterion. The last row Mean gives the average
performance of each model across criteria. The column
From gen. expl. corresponds to the classification task
conducted from generated explanations, as described in
Section 5.3.

summarization approach performs better for the
Satisfactory class, while the QA approach performs
better for the Not Satisfactory and Not Applicable
classes. This can be explained by the fact that Satis-
factory articles include the relevant information to
the criteria and require models to reuse this infor-
mation to generate explanations, thus resembling
summarization. On the other hand, for the Not Sat-
isfactory class, models need to point out missing
information and this is naturally harder for a sum-
marization model, but easier for a QA-based one
that can generate text about missing information.
Finally, the Not Applicable class suffers mainly
from having very few instances for training (see
Table 3). With a single model, the QA approach
is able to overcome this issue and generate better
explanations.

To achieve the best performance, the previous re-
sults suggest combining both systems and using
the summarization-based system for Satisfactory
instances, and the QA-based system for all others.
With this combination, 81% of explanations are
fluent, 76% consistent, 57% factually correct, and
85% indicate correct labels. The pretty low factual
correctness of explanations can be explained by
the severeness of guidelines that ask annotators to
rate an explanation as factually incorrect as soon
as at least one detail is incorrect, regardless of the
correctness of all other details.

5.3 Predicting classes from generated
explanations

To further test our methodology, we run an ex-
periment in which we first generate explanations,
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Fluency Consistency Factual correctness Correct class Count
Sum. QA Sum. QA Sum. QA Sum. QA

All classes 74.5 80 72.5 72.5 52.5 52 85 86 -

Not S. 73.2 83.5 67 73.2 42.3 48.5 87.6 89.7 97
S. 79.6 76.3 80.6 73.1 63.4 53.8 86 82.8 93
Not A. 40 80 50 60 50 70 50 80 10

Table 5: Results of the evaluation of the summarization and QA-based systems per class (as percentages).

and then classify articles from the predicted ex-
planations. We use the same approach as before,
i.e. a Longformer-based model with a QA objec-
tive fine-tuned on FakeHealth articles for explana-
tion generation, and a Longformer-based classifier
fine-tuned on predicted explanations. Results are
reported in Table 4 and show that classifying arti-
cles before generating explanations, achieves better
performance. This finding is not surprising as the
explanation generation model is influenced by dom-
inant classes and ignores minority classes. Wrong
explanations propagate then to the classification
task and are responsible for incorrect labels. How-
ever, the classification model built from generated
explanations performs very well for criteria 4 and 6.
Yet, these results should be considered with caution,
as classes for these criteria are highly unbalanced
(with respectively 3 and 14 instances in the Not
Applicable class) and the model predicts most of
the time the majority class. This ablation study
corroborates the recommendations of Kotonya and
Toni (2020) and Mani (2002).

5.4 Automatic v. human evaluation

Finally, we investigate the correlation between hu-
man judgement and automatic metrics used in pre-
vious works (Ermakova et al., 2019), including
ROUGE (Lin, 2004) and BLEU (Papineni et al.,
2002) scores. Table 8 in Appendix B.3 reports the
correlation coefficients between all metrics. Using
Kendall’s Tau, we find that all these correlations
are very low, at most 0.11 with ROUGE scores and
0.07 with the BLEU score. This finding was ex-
pected as most of the automatic metrics focus on
word overlap, which makes it difficult to check the
grammatical and syntactic correctness of explana-
tions, as well as their factual consistency. This
conclusion echoes Kryscinski et al. (2019)’s work
on automatic evaluation protocols.

6 Conclusion and discussion

In this work, we propose a new QA-based approach
to generate explanations for quality assessment
systems. This approach allows us to build a sin-
gle model, able to generate explanations for dif-
ferent criteria and classes, by taking into account
the questions related to criteria. We have shown
that the QA-based system is competitive with the
summarization-based one, and that they are com-
plementary. Notably, the QA-based approach is
more appropriate when the relevant information is
not explicitly given in articles or for small classes.
As for the classification task, Longformer-based
models perform best thanks to their ability to deal
with long input texts. Finally, we have highlighted
that automatic metrics, such as ROUGE, correlate
very weakly with human judgment when it comes
to evaluating explanation generation models. This
paper could serve as a starting point to explore the
use of QA models for explainable article assess-
ment.
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A Ethical concerns

The ethical concerns of this work are two-fold.
First, readers must be aware that such a deep learn-
ing model is prone to make mistakes, as evidenced
by the results of the experiments we did (see Sec-
tion 5). Outputs should be treated as an indication
or recommendation, rather than the ground truth.

Secondly, our QA-based approach needs to
train a single model, by comparison with the
summarization-based one that requires 30 mod-
els. Having a single model reduces the pressure
on computing resources and consequently, on the
environment. It also makes the model easier to
maintain.

B Human evaluation

B.1 Definition of the evaluation guidelines
To design our human evaluation protocol, we con-
ducted two pilot studies with the same two annota-
tors. To begin with, the first study gathered three an-
notators who evaluated all explanations generated
for the same six articles (three releases and three
stories, which results in 60 explanations in total)
with the baseline system for explanation generation.
They were asked to determine if explanations were
written in fluent English, consistent, factually cor-
rect, and which classes were suggested by explana-
tions. This evaluation task combined both intrinsic
and extrinsic methods to have a complete overview
of models’ performance, and we assessed to what
extent annotators agreed on the evaluation task by
looking at inter-annotator agreement scores com-
puted with the Cohen Kappa score. It resulted in a
high disagreement among annotators (see Table 2):
annotators 1 and 2 even seemed to disagree on the
fluency criterion. An in-depth exploration of their
annotations revealed that they never agreed when
one of them judged that an explanation was not
fluent. These low inter-annotator agreement scores
seem therefore to be caused by unclear guidelines.

For this reason, more detailed guidelines about
the fluency and factual correctness of explanations
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were defined, and another pilot study was intended
to validate them. It gathered two of the three previ-
ous annotators, who evaluated all explanations gen-
erated for the same five articles (two releases and
three stories) with whether the baseline or the QA-
based system. We reduced the number of articles
to evaluate as evaluation tasks are time-consuming
and five articles, resulting in 50 explanations, are
enough to validate guidelines. This second evalu-
ation task achieved a much higher inter-annotator
agreement reported in Table 2 and confirmed the
new evaluation guidelines. However, the agreement
score for the guessed classes slightly decreased be-
tween the first and second evaluation task. An
analysis of annotations highlighted that some crite-
ria could be ambiguous. For example, criterion 5
wonders if articles commit disease-mongering, and
if they do, they should be rated as Not Satisfactory
because it implies that they are less reliable. Con-
sequently, a detailed description of each criterion,
extracted from HealthNewsReview’s website, has
been given to annotators for the last evaluation task
to raise all ambiguities.

B.2 Final guidelines

Based on the outcome of the pilot studies, annota-
tors were given the following guidelines:

• Fluency: Is the generated explanation writ-
ten in fluent English? An explanation should
be considered non-fluent if it does not sound
natural or its structure is not correct (e.g. para-
graphs title). Words case (uppercase or low-
ercase) should not be taken into account. For
example, "it’s sunny but it’s sunny" should be
considered as non-fluent, but "it’s sunny but
it’s not sunny" should be considered as fluent.
Likewise, "intro: it’s sunny, results: it’s sunny,
conclusion: it’s sunny" should be considered
as non-fluent (inappropriate structure).

• Consistency: Is the generated explanation con-
sistent? An explanation should be considered
inconsistent if it includes contradiction, rep-
etition, extra information. For example, "it’s
sunny but it’s sunny" should be considered as
consistent, but "it’s sunny but it’s not sunny"
should be considered as non-consistent.

• Factual correctness: Are the details (numbers,
names, facts, etc.) included in the generated
explanation correct? Explanations that con-
tain incorrect facts, contradictions, or halluci-

nations should be evaluated as not satisfactory;
but whether or not the factual details are re-
lated to the question should not be taken into
consideration.

• Suggested class: According to the generated
explanation, how would you classify the arti-
cle? (Not Satisfactory, Satisfactory, Not Appli-
cable, Can’t tell) A Can’t tell class has been
added if generated explanations do not help
classify articles. A description of what was ex-
pected for each criterion was given to annota-
tors to raise all ambiguities. It was taken from
the HealthNewsReview website from which
explanations had been extracted. The inferred
classes are considered correct if it matches the
gold classes of articles.

The consistency criterion has been added after the
two pilot studies, so we have not evaluated the
inter-annotator agreement for it. However, the cor-
responding guidelines have been defined and de-
tailed similarly to the other evaluation criteria to
raise any ambiguity for annotators.

For the real evaluation task, annotators have eval-
uated ten different articles each. They were the
same annotators as for pilot studies, so their inter-
annotator agreement was high and we were able
to evaluate more articles with great confidence in
annotations.

B.3 Correlation with automatic metrics
Table 8 reports the correlation scores between hu-
man judgement and automatic metrics used in pre-
vious works (Ermakova et al., 2019), including
ROUGE (Lin, 2004) and BLEU (Papineni et al.,
2002) scores. Using Kendall’s Tau, we find that all
these correlations are very low, at most 0.11 with
ROUGE scores and 0.07 with the BLEU score.

C Model

C.1 Model’s Attention
For the Longformer model, Beltagy et al. (2020) de-
fines different global attention masks according to
the task to complete. For classification, the [CLS]
token of input texts receives global attention. For
a QA task, the global attention mask is applied to
all question tokens, while it is applied to the very
first token of input texts for a summarization task.
Table 6 illustrates these different attention masks.

C.2 Example of models’ outputs
7



Question-Answering objective
<s> Does the story adequately discuss the costs of the intervention? </s> Satisfactory </s> Tri-
umph for Drug to Straighten Clenched Fingers </s> About one in 20 men is estimated to have
Peyronie’s, but figures are not precise because people with the condition tend not to discuss it publicly.
... </s>

Summarization objective
<s> Triumph for Drug to Straighten Clenched Fingers </s> About one in 20 men is estimated to

have Peyronie’s, but figures are not precise because people with the condition tend not to discuss it
publicly. ... </s>

Classification objective
[CLS] Triumph for Drug to Straighten Clenched Fingers </s> About one in 20 men is estimated

to have Peyronie’s, but figures are not precise because people with the condition tend not to discuss it
publicly. ... </s>

Table 6: Example of the inputs and global attention masks of the Longformer model for the different training
objectives for HealthStory 1613, Criterion 1. The global attention is put on the tokens highlighted in grey.

HealthRelease #528, Criterion 5, Satisfactory
Gold explanation
There is no disease mongering in this release.

Generated explanation – QA-based system
There is no disease mongering in this news release. Obesity is a serious health issue, and the release
provides some context about the prevalence of obesity in the US.
Rated as fluent, consistent, factually incorrect, and suggesting a Satisfactory label

Generated explanation – baseline system
There is no disease mongering in the news release. The release provides some context about the
prevalence and severity of obesity and its consequences.
Rated as fluent, consistent, factually incorrect, and suggesting a Satisfactory label

HealthStory #1619, Criterion 1, Satisfactory
Gold explanation
The story notes that a 5.29-ounce tube of the product retails for $39.99 at drugstores.

Generated explanation – QA-based system
The story notes that the cream is available at Sephora.com for $69.99. The story could have done a
better job of comparing the cost of the cream to other products on the market.
Rated as fluent, consistent, factually incorrect, and suggesting a Satisfactory label

Generated explanation – baseline system
The story states that the cream “takes the redness out of new stretch marks." That’s good enough for the
story, but it would have been better if the story would have mentioned the cost.
Rated as fluent, consistent, factually correct, and suggesting a Not Satisfactory label

Table 7: Examples of explanations generated with our QA-based and summarization-based baseline systems.
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Fluency Consistency Factual correctness Correct class Can’t tell class

ROUGE-1 Precision 0.09 0.04 0.03 0.08 -0.07
ROUGE-1 Recall -0.02 -0.08 -0.05 -0.04 -0.00
ROUGE-1 F1 0.01 -0.05 -0.01 0.00 -0.04
ROUGE-2 Precision 0.08 0.05 0.04 0.09 -0.11
ROUGE-2 Recall 0.04 -0.02 -0.01 0.04 -0.09
ROUGE-2 F1 0.06 0.01 0.01 0.07 -0.11
ROUGE-L Precision 0.10 0.08 0.05 0.09 -0.09
ROUGE-L Recall 0.01 -0.04 -0.03 -0.01 -0.03
ROUGE-L F1 0.06 0.03 0.02 0.06 -0.08
BLEU -0.01 -0.07 -0.04 -0.01 -0.03
Length ratio 0.09 0.08 0.05 0.08 -0.06
Cosine similarity 0.08 -0.01 0.03 0.06 -0.05
Euclidean distance -0.04 0.01 -0.04 -0.02 0.03

Table 8: Correlation between human and automatic evaluation metrics (Kendall Tau correlation coefficient).

Criterion Question

Criterion 1 Does it adequately discuss the costs of the intervention?
Criterion 2 Does it adequately quantify the benefits of the treatment/test/product/procedure?
Criterion 3 Does it adequately explain/quantify the harms of the intervention?
Criterion 4 Does it seem to grasp the quality of the evidence?
Criterion 5 Does it commit disease-mongering?

Criterion 6 Does the story use independent sources and identify conflicts of interest? / Does the
news release identify funding sources & disclose conflicts of interest?

Criterion 7 Does it compare the new approach with existing alternatives?
Criterion 8 Does it establish the availability of the treatment/test/product/procedure?
Criterion 9 Does it establish the true novelty of the approach?

Criterion 10
Does the story appear to rely solely or largely on a news release? / Does the
news release include unjustifiable, sensational language, including in the quotes of
researchers?

Table 9: Datasets’ criteria.
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Abstract
Motivated by the fact that many relations cross
the sentence boundary, there has been increas-
ing interest in document-level relation extrac-
tion (DocRE). DocRE requires integrating in-
formation within and across sentences, captur-
ing complex interactions between mentions of
entities. Most existing methods are pipeline-
based, requiring entities as input. However,
jointly learning to extract entities and relations
can improve performance and be more effi-
cient due to shared parameters and training
steps. In this paper, we develop a sequence-to-
sequence approach, seq2rel, that can learn the
subtasks of DocRE (entity extraction, corefer-
ence resolution and relation extraction) end-to-
end, replacing a pipeline of task-specific com-
ponents. Using a simple strategy we call en-
tity hinting, we compare our approach to ex-
isting pipeline-based methods on several popu-
lar biomedical datasets, in some cases exceed-
ing their performance. We also report the first
end-to-end results on these datasets for future
comparison. Finally, we demonstrate that, un-
der our model, an end-to-end approach outper-
forms a pipeline-based approach. Our code,
data and trained models are available at https:
//github.com/johngiorgi/seq2rel. An online
demo is available at https://share.streamlit.
io/johngiorgi/seq2rel/main/demo.py.

1 Introduction

PubMed, the largest repository of biomedical lit-
erature, contains over 30 million publications and
is adding more than two papers per minute. Accu-
rate, automated text mining and natural language
processing (NLP) methods are needed to maximize
discovery and extract structured information from

this massive volume of text. An important step in
this process is relation extraction (RE), the task of
identifying groups of entities within some text that
participate in a semantic relationship. In the do-
main of biomedicine, relations of interest include
chemical-induced disease, protein-protein interac-
tions, and gene-disease associations.

Many methods have been proposed for RE, rang-
ing from rule-based to machine learning-based
(Zhou et al., 2014; Liu et al., 2016). Most of
this work has focused on intra-sentence binary RE,
where pairs of entities within a sentence are classi-
fied as belonging to a particular relation (or none).
These methods often ignore commonly occurring
complexities like nested or discontinuous entities,
coreferent mentions (words or phrases in the text
that refer to the same entity), inter-sentence and
n-ary relations (see Figure 1 for examples). The
decision not to model these phenomena is a strong
assumption. In GENIA (Kim et al., 2003), a corpus
of PubMed articles labelled with around 100,000
biomedical entities, ∼17% of all entities are nested
within another entity. Discontinuous entities are
particularly common in clinical text, where ∼10%
of mentions in popular benchmark corpora are dis-
continuous (Wang et al., 2021). In the CDR corpus
(Li et al., 2016b), which comprises 1500 PubMed
articles annotated for chemical-induced disease re-
lations, ∼30% of all relations are inter-sentence.
Some relations, like drug-gene-mutation interac-
tions, are difficult to model with binary RE (Zhou
et al., 2014).

In response to some of these shortcomings, there
has been a growing interest in document-level RE
(DocRE). DocRE aims to model inter-sentence re-
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Figure 1: Examples of complexities in entity and relation extraction and the proposed linearization schema to model
them. CID: chemical-induced disease. GDA: gene-disease association. DGM: drug-gene-mutation.

Complexities Example Comment

Discontinuous
mentions

Induction by paracetamol of bladder and liver tumours. Discontinuous mention of
bladder tumours.

paracetamol @DRUG@ bladder tumours @DISEASE@ @CID@
paracetamol @DRUG@ liver tumours @DISEASE@ @CID@

Coreferent
mentions

Proto-oncogene HER2 (also known as erbB-2 or neu) plays an important
role in the carcinogenesis and the prognosis of breast cancer.

Two coreferent mentions of
HER2.

her2 ; erbb-2 ; neu @GENE@ breast cancer @DISEASE@ @GDA@

n-ary, inter-
sentence

The deletion mutation on exon-19 of EGFR gene was present in 16 patients,
while the L858E point mutation on exon-21 was noted in 10. All patients
were treated with gefitinib and showed a partial response.

Ternary DGM relationship
crosses a sentence boundary.

gefitinib @DRUG@ egfr @GENE@ l858e @MUTATION@ @DGM@

lations between coreferent mentions of entities in
a document. A popular approach involves graph-
based methods, which have the advantage of natu-
rally modelling inter-sentence relations (Peng et al.,
2017; Song et al., 2018; Christopoulou et al., 2019;
Nan et al., 2020; Minh Tran et al., 2020). However,
like all pipeline-based approaches, these methods
assume that the entities within the text are known.
As previous work has demonstrated, and as we
show in §5.2, jointly learning to extract entities
and relations can improve performance (Miwa and
Sasaki, 2014; Miwa and Bansal, 2016; Gupta et al.,
2016; Li et al., 2016a, 2017; Nguyen and Verspoor,
2019a; Yu et al., 2020) and may be more efficient
due to shared parameters and training steps. Ex-
isting end-to-end methods typically combine task-
specific components for entity detection, corefer-
ence resolution, and relation extraction that are
trained jointly. Most approaches are restricted to
intra-sentence RE (Bekoulis et al., 2018; Luan et al.,
2018; Nguyen and Verspoor, 2019b; Wadden et al.,
2019; Giorgi et al., 2019) and have only recently
been extended to DocRE (Eberts and Ulges, 2021).
However, they still focus on binary relations. Ide-
ally, DocRE methods would be capable of mod-
elling the complexities mentioned above without
strictly requiring entities to be known.

A less popular end-to-end approach is to frame
RE as a generative task with sequence-to-sequence
(seq2seq) learning (Sutskever et al., 2014). This
framing simplifies RE by removing the need for
task-specific components and explicit negative
training examples, i.e. pairs of entities that do not
express a relation. If the information to extract is
appropriately linearized to a string, seq2seq meth-
ods are flexible enough to model all complexities

discussed thus far. However, existing work stops
short, focusing on intra-sentence binary relations
(Zeng et al., 2018; Zhang et al., 2020; Nayak and
Ng, 2020; Zeng et al., 2020). In this paper, we
extend work on seq2seq methods for RE to the doc-
ument level, with several important contributions:

• We propose a novel linearization schema that
can handle complexities overlooked by previ-
ous seq2seq approaches, like coreferent men-
tions and n-ary relations (§3.1).

• Using this linearization schema, we demon-
strate that a seq2seq approach is able to learn
the subtasks of DocRE (entity extraction,
coreference resolution and relation extraction)
jointly, and report the first end-to-end results
on several popular biomedical datasets (§5.1).

• We devise a simple strategy, referred to as “en-
tity hinting” (§3.3), to compare our model to
existing pipeline-based approaches, in some
cases exceeding their performance (§5.1).

2 Task definition: document-level relation
extraction

Given a source document of S tokens, a model
must extract all tuples corresponding to a relation,
R, expressed between the entities, E in the doc-
ument, (E1, ..., En, R) where n is the number of
participating entities, or arity, of the relation. Each
entity Ei is represented as the set of its coreferent
mentions {eij} in the document, which are often ex-
pressed as aliases, abbreviations or acronyms. All
entities appearing in a tuple have at least one men-
tion in the document. The mentions that express a
given relation are not necessarily contained within
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Figure 2: A sequence-to-sequence model for document-level relation extraction. Special tokens are generated by
the decoder. Entity mentions are copied from the input via a copy mechanism (not shown). Decoding is initiated by
a @START@ token and terminated when the model generates the @END@ token. Attention connections shown only for
the second timestep to reduce clutter. CID: chemical-induced disease.

the same sentence. Commonly, E is assumed to be
known and provided as input to a model. We will
refer to these methods as “pipeline-based”. In this
paper, we are primarily concerned with the situa-
tion where E is not given and must be predicted by
a model, which we will refer to as “end-to-end”.

3 Our approach: seq2rel

3.1 Linearization

To use seq2seq learning for RE, the information to
be extracted must be linearized to a string. This
linearization should be expressive enough to model
the complexities of entity and relation extraction
without being overly verbose. We propose the
following schema, illustrated with an example:

X: Variants in the estrogen receptor alpha (ESR1) gene and

its mRNA contribute to risk for schizophrenia.

Y : estrogen receptor alpha ; ESR1 @GENE@

schizophrenia @DISEASE@ @GDA@

The input text X , expresses a gene-disease associa-
tion (GDA) between ESR1 and schizophrenia. In
the corresponding target string Y , each relation be-
gins with its constituent entities. A semicolon sepa-
rates coreferent mentions (;), and entities are termi-
nated with a special token denoting their type (e.g.
@GENE@). Similarly, relations are terminated with a
special token denoting their type (e.g. @GDA@). Two
or more entities can be included before the special
relation token to support n-ary extraction. Entities
can be ordered if they serve specific roles as head
or tail of a relation. For each document, multiple
relations can be included in the target string. En-
tities may be nested or discontinuous in the input
text. In Figure 1, we provide examples of how this

schema can be used to model various complexities,
like coreferent entity mentions and n-ary relations.

3.2 Model

The model follows a canonical seq2seq setup. An
encoder maps each token in the input to a contex-
tual embedding. An autoregressive decoder gener-
ates an output, token-by-token, attending to the out-
puts of the encoder at each timestep (Figure 2). De-
coding proceeds until a special “end-of-sequence”
token (@END@) is generated, or a maximum number
of tokens have been generated. Formally, X is the
source sequence of length S, which is some text
we would like to extract relations from. Y is the
corresponding target sequence of length T , a lin-
earization of the relations contained in the source.
We model the conditional probability

p(Y |X) =

T∏

t=1

p(yt|X, y<t) (1)

During training, we optimize over the model pa-
rameters θ the sequence cross-entropy loss

ℓ(θ) = −
T∑

t=1

log p(yt|X, y<t; θ) (2)

maximizing the log-likelihood of the training data.1

The main problems with this setup for RE are: 1)
The model might “hallucinate” by generating entity
mentions that do not appear in the source text. 2)
It may generate a target string that does not fol-
low the linearization schema and therefore cannot

1See §4.3 for details about the encoder and decoder.
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be parsed. 3) The loss function is permutation-
sensitive, enforcing an unnecessary decoding order.
To address 1) we use two modifications: a restricted
target vocabulary (§3.2.1) and a copy mechanism
(§3.2.2). To address 2) we experiment with several
constraints applied during decoding (§3.2.3). Fi-
nally, to address 3) we sort relations according to
their order of appearance in the source text (§3.2.4).

3.2.1 Restricted target vocabulary
To prevent the model from “hallucinating” (gen-
erating entity mentions that do not appear in the
source text), the target vocabulary is restricted to
the set of special tokens needed to model entities
and relations (e.g. ; and @DRUG@). All other tokens
must be copied from the input using a copy mecha-
nism (see §3.2.2). The embeddings of these special
tokens are initialized randomly and learned jointly
with the rest of the model’s parameters.

3.2.2 Copy mechanism
To enable copying of input tokens during decoding,
we use a copying mechanism (Gu et al., 2016a).
The mechanism works by effectively extending the
target vocabulary with the tokens in the source
sequence X , allowing the model to “copy” these
tokens into the output sequence, Y . Our use of
the copy mechanism is similar to previous seq2seq-
based approaches for RE (Zeng et al., 2018, 2020).

3.2.3 Constrained decoding
We experimented with several constraints applied
to the decoder during test time to reduce the like-
lihood of generating syntactically invalid target
strings (strings that do not follow the linearization
schema). These constraints are applied by setting
the predicted probabilities of invalid tokens to a
tiny value at each timestep. The full set of con-
straints is depicted in Appendix A. In practice, we
found that a trained model rarely generates invalid
target strings, so these constraints have little effect
on final performance (see §5.3). We elected not to
apply them in the rest of our experiments.

3.2.4 Sorting relations
The relations to extract from a given document are
inherently unordered. However, the sequence cross-
entropy loss (Equation 2) is permutation-sensitive
with respect to the predicted tokens. During train-
ing, this enforces an unnecessary decoding order
and may make the model prone to overfit frequent
token combinations in the training set (Vinyals

et al., 2016; Yang et al., 2019). To partially miti-
gate this, we sort relations within the target strings
according to their order of appearance in the source
text, providing the model with a consistent decod-
ing order. The position of a relation is determined
by the first occurring mention of its head entity.
The position of a mention is determined by the sum
of its start and end character offsets. In the case
of ties, we then sort by the first mention of its tail
entity (and so on for n-ary relations).

3.3 Entity hinting

Although the proposed model can jointly extract
entities and relations from unannotated text, most
existing DocRE methods provide the entities
as input. Therefore, to more fairly compare to
existing methods, we also provide entities as input,
using a simple strategy that we will refer to as
“entity hinting”. This involves prepending entities
to the source text as they appear in the target string.
Taking the example from §3.1, entity hints would
be added as follows:

X: estrogen receptor alpha ; ESR1 @GENE@

schizophrenia @DISEASE@ @SEP@ Variants in the estrogen
receptor alpha (ESR1) gene and its mRNA contribute to risk

for schizophrenia.

where the special @SEP@ token demarcates the end
of the entity hint.2 We experimented with the com-
mon approach of inserting marker tokens before
and after each entity mention (Zhou and Chen,
2021) but found this to perform worse. Our ap-
proach adds fewer extra tokens to the source text
and provides a location for the copy mechanism to
focus, i.e. tokens left of @SEP@. In our experiments,
we use entity hinting when comparing to methods
that provide ground truth entity annotations as input
(§5.1.1). In §5.2, we use entity hinting to compare
pipeline-based and end-to-end approaches.

4 Experimental setup

4.1 Datasets

We evaluate our approach on several biomedi-
cal, DocRE datasets. We also include one non-
biomedical dataset, DocRED. In Appendix B, we
list relevant details about their annotations.

2Some pretrained models have their own separator token
which can be used in place of @SEP@, e.g. BERT uses [SEP].
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CDR (Li et al., 2016b) The BioCreative V CDR
task corpus is manually annotated for chemicals,
diseases and chemical-induced disease (CID) rela-
tions. It contains the titles and abstracts of 1500
PubMed articles and is split into equally sized train,
validation and test sets. Given the relatively small
size of the training set, we follow Christopoulou
et al. (2019) and others by first tuning the model on
the validation set and then training on the combina-
tion of the train and validation sets before evaluat-
ing on the test set. Similar to prior work, we filter
negative relations with disease entities that are hy-
pernyms of a corresponding true relations disease
entity within the same abstract (see Appendix C).

GDA (Wu et al., 2019) The gene-disease asso-
ciation corpus contains 30,192 titles and abstracts
from PubMed articles that have been automatically
labelled for genes, diseases and gene-disease as-
sociations via distant supervision. The test set is
comprised of 1000 of these examples. Following
Christopoulou et al. (2019) and others, we hold
out a random 20% of the remaining abstracts as a
validation set and use the rest for training.

DGM (Jia et al., 2019) The drug-gene-mutation
corpus contains 4606 PubMed articles that have
been automatically labelled for drugs, genes, muta-
tions and ternary drug-gene-mutation relationships
via distant supervision. The dataset is available in
three variants: sentence, paragraph, and document-
length text. We train and evaluate our model on the
paragraph-length inputs. Since the test set does not
contain relation annotations on the paragraph level,
we report results on the validation set. We hold out
a random 20% of training examples to form a new
validation set for tuning.

DocRED (Yao et al., 2019) DocRED includes
over 5000 human-annotated documents from
Wikipedia. There are six entity and 96 relation
types, with ∼40% of relations crossing the sen-
tence boundary. We use the same split as previ-
ous end-to-end methods (Eberts and Ulges, 2021),
which has 3,008 documents in the training set, 300
in the validation set and 700 in the test set3.

4.2 Evaluation
We evaluate our model using the micro F1-score by
extracting relation tuples from the decoder’s output
(see Appendix D). Similar to prior work, we use a
“strict” criteria. A predicted relation is considered

3https://github.com/lavis-nlp/jerex

correct if the relation type and its entities match
a ground truth relation. An entity is considered
correct if the entity type and its mentions match
a ground truth entity. However, since the aim of
DocRE is to extract relations at the entity-level
(as opposed to the mention-level), we also report
performance using a relaxed criterion (denoted “re-
laxed”), where predicted entities are considered
correct if more than 50% of their mentions match
a ground truth entity (see Appendix E).

Existing methods that evaluate on CDR, GDA
and DGM use the ground truth entity annotations
as input. This makes it difficult to directly compare
with our end-to-end approach, which takes only the
raw text as input. To make the comparison fairer,
we use entity hinting (§3.3) so that our model has
access to the ground truth entity annotations. We
also report the performance of our method in the
end-to-end setting on these corpora to facilitate
future comparison. To compare to existing end-to-
end approaches, we use DocRED.

4.3 Implementation, training and
hyperparameters

Implementation We implemented our model in
PyTorch (Paszke et al., 2017) using AllenNLP
(Gardner et al., 2018). As encoder, we use a pre-
trained transformer, implemented in the Transform-
ers library (Wolf et al., 2020), which is fine-tuned
during training. When training and evaluating on
biomedical corpora, we use PubMedBERT (Gu
et al., 2020), and BERTBASE (Devlin et al., 2019)
otherwise. In both cases, we use the default hyper-
parameters of the pretrained model. As decoder, we
use a single-layer LSTM (Hochreiter and Schmid-
huber, 1997) with randomly initialized weights.
We use multi-head attention (Vaswani et al., 2017)
as the cross-attention mechanism between encoder
and decoder. Select hyperparameters were tuned
on the validation sets, see Appendix F for details.

Training All parameters are trained jointly us-
ing the AdamW optimizer (Loshchilov and Hutter,
2019). Before training, we re-initialize the top L
layers of the pretrained transformer encoder, which
has been shown to improve performance and stabil-
ity during fine-tuning (Zhang et al., 2021b). During
training, the learning rate is linearly increased for
the first 10% of training steps and linearly decayed
to zero afterward. Gradients are scaled to a vector
norm of 1.0 before backpropagating. During each
forward propagation, the hidden state of the LSTM
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Table 1: Comparison to existing pipeline-based methods.
Performance reported as micro-precision, recall and F1-
scores (%) on the CDR and GDA test sets. Results
below the horizontal line are not comparable to existing
methods. Bold: best scores.

CDR GDA

Method P R F1 P R F1

Christopoulou et al. (2019) 62.1 65.2 63.6 – – 81.5
Nan et al. (2020) – – 64.8 – – 82.2
Minh Tran et al. (2020) – – 66.1 – – 82.8
Lai and Lu (2021) 64.9 67.1 66.0 – – –
Xu et al. (2021) – – 68.7 – – 83.7
Zhou et al. (2021) – – 69.4 – – 83.9
seq2rel (entity hinting) 68.2 66.2 67.2 84.4 85.3 84.9

seq2rel (entity hinting, relaxed) 68.2 66.2 67.2 84.5 85.4 85.0
seq2rel (end-to-end) 43.5 37.5 40.2 55.0 55.4 55.2
seq2rel (end-to-end, relaxed) 56.6 48.8 52.4 70.3 70.8 70.5

decoder is initialized with the mean of token em-
beddings output by the encoder. The decoder is
regularized by applying dropout (Srivastava et al.,
2014) with probability 0.1 to its inputs, and Drop-
Connect (Wan et al., 2013) with probability 0.5
to the hidden-to-hidden weights. As is common,
we use teacher forcing, feeding previous ground
truth inputs to the decoder when predicting the next
token in the sequence. During test time, we gener-
ate the output using beam search (Graves, 2012).
Beams are ranked by mean token log probability af-
ter applying a length penalty.4 Models were trained
and evaluated on a single NVIDIA Tesla V100.5

5 Results

5.1 Comparison to existing methods

In the following sections, we compare our model to
existing DocRE methods on several benchmark cor-
pora. We compare to existing pipeline-based meth-
ods (§5.1.1), including n-ary methods (§5.1.2), and
end-to-end methods (§5.1.3). Details about these
methods are provided in Appendix G.

5.1.1 Existing pipeline-based methods
In Table 1, we use entity hinting to compare our
method to existing pipeline-based methods on CDR
and GDA. We also report end-to-end performance,
which is not comparable to existing pipeline-based
methods but will facilitate future comparisons.

The large performance improvement when using
entity hinting (+27-29%) confirms that the model

4https://docs.allennlp.
org/main/api/nn/beam_search/
#lengthnormalizedsequencelogprobabilityscorer

5https://www.nvidia.com/en-us/data-center/
v100/

Figure 3: Effect of training set size on performance.
Performance reported as the median micro F1-score
obtained over five runs with different random seeds on
the CDR and GDA validation sets, with and without
entity hinting. Error bands correspond to the standard
deviation over the five runs. The absolute number of
training examples are displayed for each corpus. Some
labels are excluded to reduce clutter.

exploits the entity annotations. The fact that re-
laxed entity matching makes a large difference
in the end-to-end setting (+12-15%) suggests that
a significant portion of the model’s mistakes oc-
cur during coreference resolution. Although our
method is designed for end-to-end RE, we find
that it outperforms existing pipeline-based meth-
ods when using entity hinting on GDA. Our method
is competitive with existing methods when using
entity hinting on the CDR corpus but ultimately
underperforms state-of-the-art results. Given that
GDA is 46X larger, we speculated that our method
might be underperforming in the low-data regime.
To determine if this is a contributing factor, we
artificially reduce the size of the CDR and GDA
training sets and plot the performance as a curve
(Figure 3). In all cases besides GDA with entity
hinting, performance increases monotonically with
dataset size. There is no obvious plateau on CDR
even when using all 500 training examples. To-
gether, these results suggest that our seq2seq based
approach can outperform existing pipeline-based
methods when there are sufficient training exam-
ples but underperforms relative to existing methods
in the low-data regime.

5.1.2 n-ary relation extraction

In Table 2 we compare to existing n-ary meth-
ods on the DGM corpus. With entity hinting,
our method significantly outperforms the existing
method. The difference in encoders partially ex-
plains this large performance gap. Where Jia et al.
(2019) use a BiLSTM that is trained from scratch,
we use PubMedBERT, a much larger model that
has been pretrained on abstracts and full-text ar-
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Table 2: Comparison to existing n-ary methods. Perfor-
mance reported as micro-precision, recall and F1-scores
(%) on the DGM validation set. Results below the hor-
izontal line are not comparable to existing methods.
Bold: best scores. † Jia et al. 2019 do not report results
on the validation set, so we re-run their paragraph-level
model.

Method P R F1

Jia et al. (2019) † 62.9 76.2 68.9
seq2rel (entity hinting) 84.0 84.8 84.4

seq2rel (entity hinting, relaxed) 84.1 84.9 84.5
seq2rel (end-to-end) 68.9 65.9 67.4
seq2rel (end-to-end, relaxed) 78.3 74.9 76.6

ticles from PubMedCentral.6 However, this does
not completely account for the improvement in
performance, as recent work that has replaced the
BiLSTM encoder of (Jia et al., 2019) with Pub-
MedBERT found that it improves performance
by approximately 2-4% on the task of drug-gene-
mutation prediction (Zhang et al., 2021a).7 Our
results on the DGM corpus suggest that our lin-
earization schema effectively models n-ary rela-
tions without requiring changes to the model archi-
tecture or training procedure.

5.1.3 End-to-end methods
In Table 3 we compare to an existing end-to-end
approach on DocRED, JEREX (Eberts and Ulges,
2021). To make the comparison fair, we use the
same pretrained encoder (BERTBASE). We find that
although our model is arguably simpler (JEREX
contains four task-specific sub-components, each
with its own loss) it only slightly underperforms
JEREX, mainly due to recall. We speculate that
one reason for this is a large number of relations
per document, which leads to longer target strings
and, therefore, more decoding steps. The median
length of the target strings in DocRED, using our
linearization, is 110, whereas the next largest is 19
in GDA. Improving the decoder’s ability to process
long sequences, e.g. switching the LSTM for a
transformer or modifying the linearization schema
to produce shorter target strings, may improve re-
call and close the gap with existing methods.

5.2 Pipeline vs. End-to-end
In §5.1.1 and §5.1.2, we provide gold-standard
entity annotations from each corpus as input to

6https://www.ncbi.nlm.nih.gov/pmc/
7The authors have not released code at the time of writ-

ing, so we were unable to evaluate this model on the DGM
validation set in order to compare with our method directly.

Table 3: Comparison to existing end-to-end methods.
Performance reported as micro-precision, recall and F1-
scores (%) on the DocRED test set. Results below the
horizontal line are not comparable to existing methods.
Bold: best scores.

Method P R F1

JEREX (Eberts and Ulges, 2021) 42.8 38.2 40.4
seq2rel (end-to-end) 44.0 33.8 38.2

seq2rel (end-to-end, relaxed) 53.7 41.3 46.7

Table 4: Comparison of pipeline-based and end-to-end
approaches. Gold hints use gold-standard entity anno-
tations to insert entity hints in the source text. Silver
hints use the entity annotations provided by PubTator.
Pipeline is identical to silver entity hints, except that
we filter out entity mentions predicted by our model
that PubTator does not predict. The end-to-end model
only has access to the unannotated source text as input.
Performance reported as micro-precision, recall and F1-
scores (%) on the CDR test set, with strict and relaxed
entity matching criteria. Bold: best scores.

Strict Relaxed

P R F1 P R F1

Gold hints 68.2 66.2 67.2 68.2 66.2 67.2

Silver hints 42.4 37.3 39.7 53.0 46.7 49.7
Pipeline 45.0 16.9 24.6 62.5 23.5 34.1
End-to-end 43.5 37.5 40.2 56.6 48.8 52.4

our model via entity hinting (referred to as “gold”
hints from here on, see §3.3). This allowed us
to compare to existing methods that also provide
these annotations as input. However, gold-standard
entity annotations are (almost) never available in
real-world settings, such as large-scale extraction
on PubMed. In this setting, there are two strate-
gies: pipeline-based, where independent systems
perform entity and relation extraction, and end-to-
end, where a single model performs both tasks. To
compare these approaches under our model, we per-
form evaluations where a named entity recognition
(NER) system is used to determine entity hints (re-
ferred to as “silver” hints from here on) and when
no entity hints are provided (end-to-end).8 How-
ever, this alone does not create a true pipeline, as
our model can recover from both false negatives
and false positives in the NER step. To mimic error
propagation in the pipeline setting, we filter any
entity mention predicted by our model that was
not predicted by the NER system. In Table 4, we

8Specifically, we use PubTator (Wei et al., 2013). PubTator
provides up-to-date entity annotations for PubMed using state-
of-the-art machine learning systems.
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Table 5: Ablation study results. Performance reported
as the micro-precision, recall and F1-scores (%) on the
CDR and DocRED validation sets. ∆: difference to the
complete models F1-score. Bold: best scores.

CDR DocRED

P R F1 ∆ P R F1 ∆

seq2rel (end-to-end) 41.0 35.1 37.8 – 46.9 36.1 40.8 –

- pretraining 9.4 6.9 8.0 -29.8 18.5 7.7 10.8 -30.0
- fine-tuning 24.3 20.5 22.2 -15.6 42.4 15.5 22.7 -18.1
- vocab restriction 39.6 32.2 35.5 -2.3 45.2 35.5 39.7 -1.1
- sorting relations 36.1 29.2 32.3 -5.6 52.9 17.4 26.2 -14.7
+ constrained decoding 40.8 35.6 38.0 +0.2 46.8 35.9 40.6 -0.2

present the results of all four settings (gold and sil-
ver entity hints, pipeline and end-to-end) on CDR.

We find that using gold entity hints significantly
outperforms all other settings. This is expected,
as the gold-standard entity annotations are high-
quality labels produced by domain experts. Using
silver hints significantly drops performance, likely
due to a combination of false positive and false neg-
atives from the NER step. In the pipeline setting,
where there is no recovery from false negatives, per-
formance falls by another 15%. The end-to-end set-
ting significantly outperforms the pipeline setting
(due to a large boost in recall) and performs compa-
rably to using silver hints. Together, our results sug-
gest that performance reported using gold-standard
entity annotations may be overly optimistic and cor-
roborates previous work demonstrating the benefits
of jointly learning entity and relation extraction
(Miwa and Sasaki, 2014; Miwa and Bansal, 2016;
Gupta et al., 2016; Li et al., 2016a, 2017; Nguyen
and Verspoor, 2019a; Yu et al., 2020).

5.3 Ablation
In Table 5, we present the results of an ablation
study. We perform the analysis twice, once on
the biomedical corpus CDR and once on the gen-
eral domain corpus DocRED. Unsurprisingly, we
find that fine-tuning a pretrained encoder greatly
impacts performance. Training the same encoder
from scratch (- pretraining) reduces performance
by ∼30%. Using the pretrained weights without
fine-tuning (- fine-tuning) drops performance by
15.6-18.1%. Restricting the target vocabulary (-
vocab restriction, see §3.2.1) has a small positive
impact, boosting performance by 1.1%-2.3%. De-
liberately ordering the relations within each target
string (- sorting relations, see §3.2.4) has a large
positive impact, boosting performance by 5.6%-
14.7%. This effect is larger on DocRED, likely
because it has more relations per document on av-
erage than CDR, so ordering becomes more impor-

tant. Finally, adding constraints to the decoding
process (+ constrained decoding) has little impact
on performance, suggesting that a trained model
rarely generates invalid target strings (see §3.2.3).

6 Discussion

6.1 Related work

Seq2seq learning for RE has been explored in
prior work. CopyRE (Zeng et al., 2018) uses an
encoder-decoder architecture with a copy mech-
anism, similar to our approach, but is restricted
to intra-sentence relations. Additionally, because
CopyRE’s decoding proceeds for exactly three
timesteps per relation, the model is limited to gen-
erating binary relations between single token en-
tities. The ability to decode multi-token entities
was addressed in follow-up work, CopyMTL (Zeng
et al., 2020). A similar approach was published con-
currently but was again limited to intra-sentence
binary relations (Nayak and Ng, 2020). Most re-
cently, GenerativeRE (Cao and Ananiadou, 2021)
proposed a novel copy mechanism to improve per-
formance on multi-token entities. None of these
approaches deal with the complexities of DocRE,
where many relations cross the sentence boundary,
and coreference resolution is critical.9

More generally, our paper is related to a recently
proposed “text-to-text” framework (Raffel et al.,
2020). In this framework, a task is formulated so
that the inputs and outputs are both text strings, en-
abling the use of the same model, loss function and
even hyperparameters across many seq2seq, classi-
fication and regression tasks. This framework has
recently been applied to biomedical literature to
perform named entity recognition, relation extrac-
tion (binary, intra-sentence), natural language infer-
ence, and question answering (Phan et al., 2021).
Our work can be seen as an attempt to formulate
the task of DocRE within this framework.

6.2 Limitations and future work

Permutation-sensitive loss Our approach adopts
the sequence cross-entropy loss (Equation 2),
which is sensitive to the order of predicted tokens,
enforcing an unnecessary decoding order on the
inherently unordered relations. To partially mit-
igate this problem, we order relations within the

9Concurrent to our work, REBEL (Huguet Cabot and Nav-
igli, 2021) also extends seq2seq methods to document-level
RE, achieving strong performance on DocRED. However, the
method was not evaluated on n-ary relations.
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target string according to order of appearance in
the source text, providing the model with a consis-
tent decoding order that can be learned (see §3.2.4,
§5.3). Previous work has addressed this issue with
various strategies, including reinforcement learning
(Zeng et al., 2019), unordered-multi-tree decoders
(Zhang et al., 2020), and non-autoregressive de-
coders (Sui et al., 2020). However, these works
are limited to binary intra-sentence relation extrac-
tion, and their suitability for DocRE has not been
explored. A promising future direction would be to
modify our approach such that the arbitrary order
of relations is not enforced during training.

Input length restriction Due to the pretrained
encoder’s input size limit (512 tokens), our ex-
periments are conducted on paragraph-length text.
Our model could be extended to full documents
by swapping its encoder with any of the recently
proposed “efficient transformers” (Tay et al., 2021).
Future work could evaluate such a model’s ability
to extract relations from full scientific papers.

Pretraining the decoder In our model, the en-
coder is pretrained, while the decoder is trained
from scratch. Several recent works, such as T5
(Raffel et al., 2020) and BART (Lewis et al.,
2020), have proposed pretraining strategies for en-
tire encoder-decoder architectures, which can be
fine-tuned on downstream tasks. An interesting
future direction would be to fine-tune such a model
on DocRE using our linearization schema.

7 Conclusion

In this paper, we extend generative, seq2seq meth-
ods for relation extraction to the document level.
We propose a novel linearization schema that
can handle complexities overlooked by previous
seq2seq approaches, like coreferent mentions and
n-ary relations. We compare our approach to ex-
isting pipeline-based and end-to-end methods on
several benchmark corpora, in some cases exceed-
ing their performance. In future work, we hope
to extend our method to full scientific papers and
develop strategies to improve performance in the
low-data regime and in cases where there are many
relations per document.
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A Constrained decoding

In Figure 4, we illustrate the rules used to constrain
decoding. At each timestep t, given the prediction
of the previous timestep t− 1, the predicted class
probabilities of tokens that would generate a syn-
tactically invalid target string are set to a tiny value.
In practice, we found that a model rarely generates
invalid target strings, so these constraints have little
effect on final performance (see §3.2.3 and §5.3).

B Details about dataset annotations

In Table 6, we list which complexities (e.g. nested
& discontinuous mentions, n-ary relations) are con-
tained within each dataset used in our evaluations.
We also report the fraction of relations in the test
set that are inter-sentence. We consider a relation
intra-sentence if any sentence in the document con-
tains at least one mention of each entity in the
relation, and inter-sentence otherwise. This pro-
duces an estimate that matches previously reported
numbers for CDR (∼30%). In Yao et al. (2019), the
fraction of inter-sentence relations in DocRED is
reported as ∼40.7%. We can reproduce this value
if we consider relations intra-sentence when all
mentions of an entity exist within a single sentence
and inter-sentence otherwise.

C Hypernym filtering

The CDR dataset is annotated for chemical-induced
disease (CID) relationships between the most

specific chemical and disease mentions in an ab-
stract. Take the following example from the corpus:

Carbamazepine-induced cardiac dysfunction [...] A patient

with sinus bradycardia and atrioventricular block, induced

by carbamazepine, prompted an extensive literature review

of all previously reported cases.

In this example (PMID: 1728915), only (carba-
mazepine, bradycardia) and (carbamazepine, atri-
oventricular block) are labelled as true relations.
The relation (carbamazepine, cardiac dysfunction),
although true, is not labelled as cardiac dysfunction
is a hypernym of both bradycardia and atrioventric-
ular block. This can harm evaluation performance,
as the prediction (carbamazepine, cardiac dysfunc-
tion) will be considered a false positive. There-
fore, we follow previous work (Gu et al., 2016b,
2017; Verga et al., 2018; Christopoulou et al., 2019;
Zhou et al., 2021) by filtering negative relations like
these, with disease entities that are hypernyms of a
corresponding true relations disease entity within
the same abstract, according to the hierarchy in the
MeSH vocabulary.10

D Parsing the models output

At test time, our model autoregressively generates
an output, token-by-token, using beam search de-
coding (see §3.2). In order to extract the predicted
relations from this output, we apply the following
steps. First, predicted token ids are converted
to a string. We use the decode()11 method of
the HuggingFace Transformers tokenizer (Wolf
et al., 2020) to do this. For example, after calling
decode() on the predicted token ids, this string
might look like:

monoamine oxidase b ; maob @GENE@ parkinson’s

disease ; pd @DISEASE@ @GDA@

We then use regular expressions to extract any rela-
tions from this string that match our linearization
schema (see §3.1), which produces a dictionary of
nested lists, keyed by relation class:

{
"GDA": [

[

10https://meshb.nlm.nih.gov
11https://huggingface.co/docs/transformers/

main_classes/tokenizer#transformers.
PreTrainedTokenizerBase.decode

22



Figure 4: A diagram depicting syntactically valid predictions during decoding at each timestep t. The log
probabilities of all other possible predictions are set to a tiny value to prevent the model from producing a
syntactically invalid target string. BOS is the special beginning-of-sequence token, COPY denotes any token copied
from the source text, and COREF is the special token used to separate coreferent mentions (i.e. ;). ENTITY is any
special entity token (e.g. @GENE@) and RELATION any special relation token (e.g. @GDA@ for gene-disease association).
n̂ents denotes the number of entities predicted by the current timestep and nents the expected arity of the relation.
The special end-of-sequence token (not shown) is always considered valid and its log probability is never modified.

Table 6: Evaluation datasets used in this paper with details about their annotations. Inter-sentence relations (%) are
the fraction of relations in the test set that cross sentence boundaries. We consider a relation intra-sentence if any
sentence in the document contains at least one mention of each entity in the relation, and inter-sentence otherwise.
*This differs from the estimate in Yao et al. (2019), see Appendix B.

Corpus Nested Mentions? Discontinuous Mentions? Coreferent mentions? n-ary relations? Inter-sentence relations (%)

CDR (Li et al., 2016b) ✓ ✓ ✓ ✗ 29.8
GDA (Wu et al., 2019) ✓ ✗ ✓ ✗ 15.6
DGM (Jia et al., 2019) ✗ ✗ ✓ ✓ 63.5
DocRED (Yao et al., 2019) ✗ ✗ ✓ ✗ 12.5*

[["monoamine oxidase b", "maob"], "GENE"],
[["parkinson's disease", "pd"], "DISEASE"]

]
]

}

Finally, we apply some normalization steps to the
entity mentions. Namely, we strip leading and trail-
ing white space characters, sort entity mentions
lexicographically (as their order is not important),
and remove duplicate mentions. Similarly, we re-
move duplicate relations. These steps are applied to
both target and model output strings. The F1-score
can then be computed by tallying true positives,
false positives and false negatives.

E Relaxed entity matching

The aim of DocRE is to extract relations at the en-
tity-level. However, it is common to evaluate these
methods with a “strict” matching criteria, where a
predicted entity P is considered correct if and only
if all its mentions exactly match a corresponding
gold entities mentions, i.e. P = G. This penalizes
model predictions that miss even a single corefer-
ent mention, but are otherwise correct. A relaxed

criteria, proposed in prior work (Jain et al., 2020)
considers P to match G if more than 50% of P’s
mentions belong to G, that is

|P ∩ G|
|P| > 0.5

In this paper, alongside the strict criteria, we re-
port performance using this relaxed entity matching
strategy, denoted “relaxed”.

F Hyperparameters

In Table 7, we list the hyperparameter values used
during evaluation on each corpus, with and without
entity hinting. Select hyperparameters were tuned
using Optuna (Akiba et al., 2019). The tuning
process selects the best hyperparameters accord-
ing to the validation set micro F1-score using the
TPE (Tree-structured Parzen Estimator) algorithm
(Bergstra et al., 2011).12 During tuning, we use
greedy decoding (i.e. beam size of one). Once opti-

12https://optuna.readthedocs.io/en/stable/
reference/generated/optuna.samplers.TPESampler.
html
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Table 7: Hyperparameter values used for each corpus. Hyperparameters values when using entity hinting, if they
differ from the values used without entity hinting, are shown in parentheses. Tuned indicates whether or not the
hyperparameters were tuned on the validation sets.

Hyperparameter Tuned? CDR GDA DGM DocRED

Batch size ✓ 4 4 4 4
Training epochs ✓ 130 (70) 30 (25) 30 (45) 50
Encoder learning rate ✗ 2e-5 2e-5 2e-5 2e-5
Encoder weight decay ✗ 0.01 0.01 0.01 0.01
Encoder re-initialized top L layers ✓ 1 1 (2) 1 1
Decoder learning rate ✓ 1.21e-4 (1.13e-4) 5e-4 (4e-4) 8e-4 (1.5e-5) 7.8e-5
Decoder input dropout ✗ 0.1 0.1 0.1 0.1
Decoder hidden-to-hidden weights dropout ✗ 0.5 0.5 0.5 0.5
Target embedding size ✗ 256 256 256 256
No. heads in multi-head cross-attention ✗ 6 6 6 6
Beam size ✓ 3 (2) 4 (1) 3 (2) 8
Length penalty ✓ 1.4 (0.2) 0.8 (1.0) 0.2 (0.8) 1.4
Max decoding steps ✗ 128 96 96 400

mal hyperparameters are found, we tune the beam
size (bs) and length penalty (α) using a grid search
over the values bs = {2...10}, with a step size of
1, and α = {0.2...2.0}, with a step size of 0.2.

G Baselines

This section contains detailed descriptions of all
methods we compare to in this paper.

G.1 Pipeline-based methods

These methods are pipeline-based, assuming the en-
tities are provided as input. Many of them construct
a document-level graph using dependency parsing,
heuristics, or structured attention and then update
node and edge representations using propagation.

• Christopoulou et al. (2019) propose EoG, an
edge-orientated graph neural model. The
nodes of the graph are constructed from men-
tions, entities, and sentences. Edges between
nodes are initially constructed using heuristics.
An iterative algorithm is then used to generate
edges between nodes in the graph. Finally,
a classification layer takes the representation
of entity-to-entity edges as input to determine
whether those entities express a relation or
not. We compare to EoG in the pipeline-based
setting on the CDR and GDA corpora.

• Nan et al. (2020) propose LSR (Latent Struc-
ture Refinement). A “node constructor” en-
codes each sentence of an input document and
outputs contextual representations. Represen-
tations that correspond to mentions and tokens
on the shortest dependency path in a sentence

are extracted as nodes. A “dynamic reasoner”
is then applied to induce a document-level
graph based on the extracted nodes. The clas-
sifier uses the final representations of nodes
for relation classification. We compare to LSR
in the pipeline-based setting on the CDR and
GDA corpora.

• Lai and Lu (2021) propose BERT-GT, which
combines BERT with a graph transformer.
Both BERT and the graph transformer accept
the document text as input, but the graph trans-
former requires the neighbouring positions for
each token, and the self-attention mechanism
is replaced with a neighbour–attention mecha-
nism. The hidden states of the two transform-
ers are aggregated before classification. We
compare to BERT-GT in the pipeline-based
setting on the CDR and GDA corpora.

• Minh Tran et al. (2020) propose EoGANE
(EoG model Augmented with Node Represen-
tations), which extends the edge-orientated
model proposed by Christopoulou et al. (2019)
to include explicit node representations which
are used during relation classification. We
compare to EoGANE in the pipeline-based
setting on the CDR and GDA corpora.

• SSAN (Xu et al., 2021) propose SSAN (Struc-
tured Self-Attention Network), which inherits
the architecture of the transformer encoder
(Vaswani et al., 2017) but adds a novel struc-
tured self-attention mechanism to model the
coreference and co-occurrence dependencies
between an entities mentions. We compare
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to SSAN in the pipeline-based setting on the
CDR and GDA corpora.

• Zhou et al. (2021) propose ALTOP (Adaptive
Thresholding and Localized cOntext Pooling),
which extends BERT with two modifications.
Adaptive thresholding, which learns an opti-
mal threshold to apply to the relation classifier.
Localized context pooling, which uses the pre-
trained self-attention layers of BERT to create
an entity embedding from its mentions and
their context. We compare to ALTOP in the
pipeline-based setting on the CDR and GDA
corpora.

G.2 n-ary relation extraction
These methods are explicitly designed for the ex-
traction of n-ary relations, where n > 2.

• Jia et al. (2019) propose a multiscale neural
architecture, which combines representations
learned over text spans of varying scales and
for various sub-relations. We compare to Jia
et al. (2019) in the pipeline-based setting on
the n-ary DGM corpus.

G.3 End-to-end methods
These methods are capable of performing the sub-
tasks of DocRE in an end-to-end fashion with only
the document text as input.

• Eberts and Ulges (2021) propose JEREX,
which extends BERT with four task-specific
components that use BERTs outputs to per-
form entity mention localization, coreference
resolution, entity classification, and relation
classification. They present two versions of
their relation classifier, denoted “global re-
lation classifier” (GRC) and “multi-instance
relation classifier” (MRC). We compare to
JEREX-MRC in the end-to-end setting on the
DocRED corpus.
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Abstract

Probing factual knowledge in Pre-trained Lan-
guage Models (PLMs) using prompts has in-
directly implied that language models (LMs)
can be treated as knowledge bases. To this
end, this phenomena has been effective, espe-
cially when these LMs are fine-tuned towards
not just data, but also to the style or linguistic
pattern of the prompts themselves. We observe
that, satisfying a particular linguistic pattern in
prompts is an unsustainable, time-consuming
constraint in the probing task, especially be-
cause, they are often manually designed and
the range of possible prompt template patterns
can vary depending on the prompting task. To
alleviate this constraint, we propose using a
position-attention mechanism to capture posi-
tional information of each word in a prompt
relative to the mask to be filled, hence avoid-
ing the need to re-construct prompts when the
prompts’ linguistic pattern changes. Using our
approach, we demonstrate the ability of elicit-
ing answers (in a case study on health outcome
generation) to not only common prompt tem-
plates like Cloze and Prefix, but also rare ones
too, such as Postfix and Mixed patterns whose
masks are respectively at the start and in mul-
tiple random places of the prompt. More so,
using various biomedical PLMs, our approach
consistently outperforms a baseline in which
the default PLMs representation is used to pre-
dict masked tokens.

1 Introduction

Language models (LMs) as knowledge bases (KBs)
(LM-as-KB) is a rapidly growing phenomenon at-
tracting a lot of attention in the Natural Language
Processing (NLP) community (Petroni et al., 2019;
Brown et al., 2020; Shin et al., 2020; Schick and
Schütze, 2020b). LM-as-KB implies the usage

∗Danushka Bollegala holds concurrent appointments as
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Scholar. This paper describes work performed at the Univer-
sity of Liverpool and is not associated with Amazon.

Figure 1: Prompt query variants used for probing evi-
dence (in form of health outcomes) from PLMs, includ-
ing common styles like Prefix (1) and Cloze (2) style,
as well as rare styles Postfix (3) and Mixed (4) styles
with [MASK] token/s at the beginning and in multiple
positions in the prompt.

of LMs as an alternative or at least a proxy for
explicit KBs. To achieve LM-as-KB, researchers
adopt prompt-based learning (PBL) in which LMs
learn to probabilistically predict missing informa-
tion once given fill-in-the-blank prompt inputs (Liu
et al., 2021) such as “Eiffel tower is located in ”.
PBL has generally been a success, for example, in a
systematic survey of prompting methods, Liu et al.
(2021) indicate that “pre-train, prompt and predict”
is a new paradigm replacing “pre-train and fine-
tune” paradigm in NLP. Because of this success,
the rationale that LMs contain factual retrievable
knowledge (LM-as-KB) is ostensibly justified and
therefore continually explored.

The prompt sequences often used in PBL have a
masked token or span (denoted by [MASK] in the
remainder of the paper) that positionally appears
either in the middle (Cloze-style) (Petroni et al.,
2019; Schick and Schütze, 2020b; Cui et al., 2021)
or at the very end of the sequence (Prefix style)
(Qin and Eisner, 2021; Shin et al., 2020). Moreover,
we learn that the majority of the PBL tasks probe
relational knowledge possessed by pre-trained lan-
guage models (PLMs) (Jiang et al., 2020b; Petroni
et al., 2019; Davison et al., 2019), which implies
that the prompt inputs used in querying the PLMs
have to contain relational information (such as
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“subject-relation-object” triples). Furthermore, we
observe that, a fair amount of time in several PBL
tasks is spent reconstructing prompt inputs through
manually designing templates (Petroni et al., 2019;
Davison et al., 2019) or corrupting prompt inputs
through deletion (Lewis et al., 2019), replacement
(Raffel et al., 2019) or permutation (Heinzerling
and Inui, 2020).

As discussed above, we notice that, the syntac-
tic and semantic structure of prompt inputs is a
constraint encountered in PBL, notwithstanding
the multitude of constraints that could arise given
that PBL is inherently a text generation task (Liu
et al., 2021). This constraint will usually require
researchers to laboriously prepare supervised data
with prompts whose linguistic patterns suit the ob-
jective of the prompting task, For instance, (Davi-
son et al., 2019; Jiang et al., 2020a; Heinzerling and
Inui, 2020), use templates that reformulate prompts
to contain relational information connecting a par-
ticular text span to the to-be filled information.
However, template-based prompt reformulation has
two main challenges. First, it presents a risk of cor-
rupting the grammar of the prompts unwittingly
(Davison et al., 2019). Second, the search space
of the candidate prompts is too large (Gao et al.,
2020) and is practically impossible to create tem-
plates that can enumerate all possible linguistic
patterns that prompt queries can be tailored to. For
example, prompt template patterns with missing
information at the beginning and or with multiple
missing information in a sequence are yet to be
explored in prior works.

To address the above-mentioned challenges,
we propose a strategy we denote position-based
prompting (PBP), which is less concerned about
the linguistic pattern or shape the prompt takes on,
but rather focuses on the words (that the prompts
are composed of) and their positions relative to the
[MASK]. PBP is focused on shifting the empha-
sis on subject-relation-object triples to the masked
positions as well as the interaction of all the other
words with the [MASK]s position. PBP is built to
automatically adjust from one prompt template to
another, which essentially eliminates the need to
prepare hand crafted prompts in the event that an
LM is to be probed for rare knowledge. In its ar-
chitecture, PBP enhances contextualised word rep-
resentations with position-aware representations
to solve fill-in-the-blank tasks. In our approach,
we fine-tune PLM parameters along with position-

oriented parameters to generate position-based con-
textualised word representations.

To test our approach, we investigate how well
biomedical LMs store and recall information rel-
evant to biomedical entities, with a specific in-
terest in health outcomes, which are defined as
measurements or observations used to capture and
assess the effect of treatments (Williamson et al.,
2017). In addition to the Prefix and Cloze styles,
we incorporate two rare prompt style patterns that
we denote Postfix and Mixed, where the former
contains the [MASK] token/s at the beginning of
the prompt sequence and the latter has multiple
[MASK] token/s in various positions (Figure 1).
Our approach obtains mean scores (across several
biomedical LMs) in Exact Match (EM) and Par-
tial Match (PM) metrics that are an improvement
(2.4% across both metrics) over those obtained us-
ing the vanilla PLM representations, reporting a
significant improvement of 6.49% in F1 on the
EBM-NLP (Nye et al., 2018) dataset. As later de-
fined in section 4.1, EM measures the percentage
of predictions of all [MASK] tokens (or spans) that
match the ground truth, whereas PM measures the
percentage of correctly predicted [MASK] tokens.

2 Entity memorisation and recalling

Large-scale LMs with billions of parameters have
already shown to recall facts that were observed
in the training data (Heinzerling and Inui, 2020;
Jiang et al., 2020a). However, the ground truth
for these LMs to achieve this is already laid with
systematically handcrafting rules to follow in cre-
ating the prompt input sequences they receive at
the training stage. For instance, the majority of the
prompts created in PBL tasks embed knowledge in
form of triples {subject,relation,object} such that
LMs could correctly predict object entities when
prompted with a sequence containing a subject and
relation or otherwise predict subject entities when
prompted with a sequence containing an object and
a relation (Sung et al., 2021; Jiang et al., 2020a;
Qin and Eisner, 2021). Whichever the case, models
often predict answers as shown in (1).

ŷi = argmax
yi

p([MASK] = yi|xprompt) (1)

where i is the position of masked token within a
prompt xprompt.

In this work, we however do not assume any
prior knowledge contained in a prompt, but rather
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simply locate outcome entities in the sentences
extracted from Randomised Clinical Trial (RCT)
abstracts and mask them, an approach we refer to
as custom masking.

3 Method
In addition to formally defining the task we under-
take, this section discusses the data used as well as
the different stages of our proposed PBP strategy.

3.1 Task

Let us consider an input prompt sequence s
with one or more outcomes masked such that
s = x1, . . . [M ]i . . . [M ]j . . . xn, where [M ] is
a masked token sequence, [M ] = {xi}i+|M |

i≥1 ,
i ∈ [1, n] and |M | is the length of the masked
sequence. We consider four different prompt query
variants shown in Figure 1: Prefix prompts con-
tain [M ] at the end of the prompt, Cloze prompts
contains [M ] in the middle of the prompt, Postfix
prompts contain [M ] at the start of the prompt, and
Mixed prompts where there are several masked
sequences distributed across the prompt. The ques-
tions we then pose are: (a) can we determine how
knowledgeable biomedical PLMs are of stored facts
such as health outcomes?, and (b) If queried with
any of the above variants, would these PLMs cor-
rectly fill in [M ]s with the correct outcomes?

3.2 Datasets

Different from previous PBL works, we neither
create custom templates nor do we reformulate
prompts to follow an ideal linguistic pattern. We
use plain raw sentences (that mention health out-
comes) extracted from RCT PubMed abstracts,
which are contained in the revised version of
EBM-NLP (Abaho et al., 2019) and EBM-COMET
(Abaho et al., 2021b) datasets. Both of these
datasets support evidence based medicine (EBM)
tasks such as extraction of health outcomes from
clinical trials (Beltagy et al., 2019; Abaho et al.,
2021a).

We do not eliminate any of the abstract sentences
that do not mention outcomes, because we aim
to familiarise the PLM (at fine-tuning) with text
or context in RCT abstracts which generally re-
port about outcomes during clinical trial studies
(Williamson et al., 2017). We refer to these sen-
tences as no_blank sequences and use them along-
side the prompt query variants introduced earlier.
To our advantage, several sentence segments have

no outcome annotations in both the EBM-NLP and
EBM-COMET datasets.

3.3 Masked Language model and Prompt
engineering

We extract a hidden state hi for each token in an
input prompt s using a domain-specific PLM,

hi = PLMθ(xi) (2)

where hi is a hidden state for the word x at position
i. The matrix of hidden states for the entire input
prompt is represented as H ∈ Rn×k, where n is
number of words in s and k is the hidden state size.

We define a function fprompt that concatenates
the hi in (2) to a randomly initialised d dimen-
sional vector, which we denote as zt corresponding
to one of the four prompt query variants or the ad-
ditional no_blank sequences (introduced in §3.2),
where t ∈ [prefix, cloze, postfix, mixed, no_blank].
The function ensures that if an input s is a Prefix
prompt, the corresponding vector zprefix is con-
catenated to each hi generated from s as shown
in (3). This is done to enable knowledge transfer
from one prompt query to another. For example,
Mixed prompts are by construction a combination
of Prefix, Postfix, and Cloze, hence they should
benefit from information sharing via a common
vector space.

fprompt(hi) = [zt;hi] (3)

zt ∈ Rdt , where zt is a query type embedding of
size dt.

3.4 Position based conditioning (PBC)
To enrich the token representations, we propose
a position-based attention mechanism to steer the
model’s focus on relevant information in the input
prompt. We define a sequence of position ids for
each input prompt, where all masked positions take
on an id of 0 and all the other tokens take id’s rela-
tive to the masked position id. For example given a
Cloze prompt with m tokens, we assign a mask at
position i an id 0, and resulting sequence of posi-
tion ids is p = [1− i, 2− i, . . . ,−1, 0, 1, . . . , (m−
1)−i,m−i]. We compute an attention vector A(s),
given by (4), for an input prompt s that allows each
token to interact with every other token and retain
knowledge of the relative position of the masked
tokens in the input sequence.

A(s) = softmax(V
⊤
tanh(WH

⊤
+ UP

⊤
s )) (4)
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Here, A(s) ∈ Rn×1, V ∈ Rka×1, ka is size of
attention layer, W ∈ Rka×k, Ps ∈ Rn×kp and
U ∈ Rka×kp . Ps is a matrix of position embed-
dings of size kp extracted for each position pn in the
input prompt s. These embeddings are extracted
from a trainable matrix P ∈ R2n×kp of randomly
initialised vectors of size kp for all possible posi-
tions 2n where n is the maximum sequence length,
|{pn}n−1

−n | = 2n. The position based representa-
tion of each token is then computed with respect
to the type of prompt. For the Prefix, Postfix and
Cloze prompts, we obtain a prompt representation
M s given by (5).

M(s) = A(s)H (5)

Here, M(s) ∈ Rn×k. For the Mixed prompts
in which we have multiple masked positions
within the input sequence, we avoid biasing the
attention mechanism towards masks at a spe-
cific position and thereby considering as many
position id sequences as there are masked posi-
tions in the input prompt. For example, given
a sequence with 3 masked positions, s =
[M ], x2, x3, [M ], x5, x6, [M ], we obtain 3 position
id sequences, i.e. the combined position id se-
quences is,

P (s) =
⋃

i

Pi,

where each Pi is obtained with respect to the cur-
rent mask position i. For the example above, we
have P (s) = {[0,1,2,3,4,5,6], [-3,-2,-1,0,1,2,3,], [-
6,-5,-4,-3,-2,-1,0]}, where the first position id se-
quence is obtained by treating the [M ] at position
1, as mask at i, the second is obtained by treating
the [M ] at position 4 as mask at i and finally the
third by treating [M ] at the last position as mask at
i. Attention vectors are computed for each position
id sequence (Pi) and subsequently used to obtain
the prompt representation Ms

Pi
. We compute the

final representation of a Mixed prompt as the mean
pool across these different representations,

M(s) =

|P (s)|∑

i

Ms
Pi

(6)

3.5 Prompt fine-tuning
The predicted probability of each vocabulary token
is estimated via (7).

y = softmax(f(WvM(s)
⊤
) (7)

Therein, Wv ∈ Rv∗×k, v∗ is the vocabulary size
and f is a non-linear activation function. We use a
BERT-based loss in predicting the masked tokens
in each input given by (8).

LPLM = −
∑

s∈T

n∑

i

logP (yi|s) (8)

where T is the set of training example prompts.
Some of the prompt query variants (Postfix and
Prefix) are rare in the datasets, and some other
prompt sequences are quite lengthy. This poses
a challenge particularly when using small PLMs
(with few parameters) to recall factual information.
In order to mitigate model forgetfulness in such
examples, we introduce an auxiliary task that com-
putes a text classification loss as a cross entropy
loss given by (9).

LTC = −
∑

s∈T

∑

i∈n
logP (yi|y<i, s) (9)

The overall training loss is defined as the weighted
combination of the two losses as given in (10).

L = LPLM + λLTC (10)

Similar to (Chronopoulou et al., 2019) and (Schick
and Schütze, 2020a), we introduce a weighting
parameter λ(> 0) to adapt the auxiliary losses to
the main mask prediction task1.

3.6 Prediction
Similar to BERT (Devlin et al., 2018), we consider
generating outputs in parallel, initially treating the
default representations provided by the model in
(2) as a baseline and therefore use them to predict
tokens in masked positions. We then use position-
aware representation obtained using the attention
mechanism in §3.4 to predict the mask tokens,
calling these results Position-based conditioning
(PBC). Lastly, we endeavour to retain the contex-
tual knowledge presented by the PLMs as much as
we possibly can by computing an average of the
Baseline and PBC representations and term these
Contextual PBC.

4 Experiments

In our experiments, we use several PLMs that
are pre-trained on clinical texts such as PubMed

1Our implementation is publicly available
https://github.com/MichealAbaho/outcome_
generation.git
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Dataset- EBM-COMET EBM-NLP

Method- Baseline PBC Contextual PBC Baseline PBC Contextual PBC

Metric- EM PM EM PM EM PM EM PM EM PM EM PM

BERT 43.12 47.55 43.04 49.84 44.32 55.94 37.40 45.55 41.10 47.00 47.31 51.06
BioBERT 50.71 58.01 50.55 58.61 53.34 59.65 51.15 55.62 51.19 53.80 52.15 54.50
SciBERT 61.17 67.48 62.34 69.85 63.00 70.95 57.12 62.25 57.18 63.75 59.44 63.91
Biomed_RoBERTA 44.01 59.67 44.32 59.73 44.32 62.86 40.45 51.72 47.21 49.81 49.17 55.00
UmlsBERT 31.05 34.61 30.47 35.77 31.88 36.46 28.66 33.15 30.02 38.51 39.16 40.15

Mean score 46.01 53.46 46.14 54.76 47.37 57.17 42.96 49.66 45.34 50.57 49.45 52.92

Table 1: Table reports EM and PM accuracies of the various biomedical Pre-trained Language Models for the
outcome recalling experiments. Mean score in a particular column is the average across all results in that column.

abstracts, which often report outcomes such as
BioBERT (Lee et al., 2020), SciBERT (Beltagy
et al., 2019) and Biomed_RoBERTA (Gururan-
gan et al., 2020). Additionally, we include Umls-
BERT because it augments BERT’s pre-training
input with semantic type embeddings aligned to
clinical knowledge (semantic types) in the Uni-
fied Medical Language System (UMLS) Metathe-
saurus (Michalopoulos et al., 2020). We also use
BERT (Devlin et al., 2018) as a vanilla PLM that
has not been pre-trained specifically on clinical
texts.

4.1 Training and Evaluation

Unlike previous works where a particular relation
within a prompt e.g. born-in, lives-in etc. might
appear multiple times within the train set, in our
case, prompts are not semantically related in any
way (i.e. their is no relation knowledge that can
be transferred over from one prompt to another).
Because of the nature of our prompts, we believe it
might be harder for the model to memorise them,
we therefore opt to train the models until the per-
plexity on the training data reaches 1 or until the ac-
curacy on the validation data saturates. We examine
the model’s generalisation ability to transfer knowl-
edge to unseen prompts in few-shot and zero-shot
settings. For the few-shot setting, we design exper-
iments where we measure a model’s accuracy in
generating outcomes (as answers), which it encoun-
tered in a small number of prompts during training.
The contexts in these evaluation prompts are not
encountered during training. For example, con-
sider an evaluation prompt – “The patient’s overall
[MASK] improved according to the HRQOL ques-
tionnaire”, the model would not have encountered
the context surrounding the “[MASK]”. For the
zero-shot evaluation, the model would have neither
encountered the prompt nor the target outcomes

during training. To simulate both the zero- and
few-shot settings, we randomly split the datasets
into train (80%) and test (20%) splits, and use the
latter for the generalisation evaluation task shown
in Table 3. We tune all hyperparameters using the
validation data, and obtain optimal values as fol-
lows: learning rate - 5e-5, batch size - 8, query type
embedding size - 50, position embedding size - 300
and an attention layer size - 200. Further details on
tuning bounds are provided in the Appendix.

Metrics: We define two different metrics for eval-
uating the proposed PBP strategy: Exact Match
(EM) and Partial Match (PM). EM counts a pre-
diction as 1 only if it matches completely with the
correct answer, whereas PM uses the fraction of
the overlapping tokens between the predicted and
correct answers. Both EM and PM are averaged
over all test instances to compute aggregated eval-
uation metrics, and we report their percentages in
the paper.

5 Results

In this section, we evaluate how well the model
generates health outcomes when queried to answer
a given prompt. For example, “After patients were
given sorafenib, they reported [MASK]”, the model
should correctly generate the outcome Fatigue for
the [MASK].

5.1 Outcome memorisation and retrieval
Table 1 shows the performance of the proposed
PBC method in the outcome generation task. As
observed, PBC consistently outperforms the base-
line across most of the clinically informed BERT
LMs (for both datasets), particularly for the PM re-
sults. More interestingly, we notice that Contextual
PBC further improves the performance (both in EM
and PM), indicating the importance of preserving
the contexts in the position-based representations.
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#
Average

prompt length
EM PM

Postfix 65 18.5 48.43 58.51
Prefix 53 9.1 69.23 77.24
Cloze 630 24.2 50.08 60.49
Mixed 2594 38.8 43.68 45.46

Table 2: Exact Match (EM) and Partial Match (PM)
accuracies for Outcome memorisation/recalling for the
different prompt types using the EBM-COMET dataset.

Comparing the different LMs, we found
that, SciBERT performs best followed by
Biomed_RoBERTA and BioBERT. Since all tested
models follow the original BERT’s architecture, we
hypothesize that, the nature of corpora used in pre-
training the best performing models was responsi-
ble for the performance, i.e. unlike UMLSbert and
BERT, all the other models are pre-trained on text
that includes PubMed abstracts, which often report
outcomes. Additionally, we observe that PM re-
sults were generally better than EM results, which
we attribute to the fact that PM is less strict com-
pared to EM because it rewards the model for cor-
rectly generating a few of the tokens in the masked
positions. Overall, the results suggest that PBC
can be used to effectively retrieve facts such as
health outcomes (biomedical entities) by simply
augmenting contextual word representations with
position-aware representations.

5.1.1 Prompt query variants
In Table 2, we notice that the accuracy with which
a model correctly answers Prefix prompts is signif-
icantly higher than that of the other prompts. We
attribute this performance to the short length of
these spans such as the one shown in Table 4 and
the average number of tokens to decode per prompt.
We also notice that the model struggles to correctly
answer Mixed prompts compared to other types of
prompts. We attribute this to the fact that, Mixed
prompts are generally very long sequences (38.8
tokens on average) and contain multiple masked
positions to be predicted.

5.2 Few- and Zero-shot Evaluations

To evaluate the model’s generalisability, we fine-
tune the model towards a small amount of target
outcomes, and then measure the transferability of
this knowledge by requiring the model to accu-
rately generate these outcomes in prompts with

Cloze Mix Postfix Prefix

# 174 613 13 12

Table 3: Number of prompts per prompt type used in
evaluation of the few- and zero-shot settings.

Figure 2: Visualizing the Partial Match and Exact match
accuracies when the best model (SciBERT+Contextual
PBC+EBM-COMET) is trained with only a certain num-
ber of target outcomes.

completely different contexts. Test set prompts in
Table 3 are carefully chosen using regular expres-
sion matching such that the contexts surrounding
the missing outcomes are different from that of
similar outcomes observed during training. For ex-
ample, the model could have been trained on the
outcome “adverse events” in five different prompts,
and then at evaluation, the model is required to gen-
erate the same outcome, however using prompts
that are different from those encountered during
training. By different here we mean that the con-
text (e.g. {ctxt} surrounding masks [M] in Table 4)
in the prompt changes during this evaluation. Fig-
ure 2 plots shows results of model evaluation on
prompts (Table 3). As observed in the plots, the
model struggles to generate outcomes it hardly en-
countered during training (i.e. outcomes appearing
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Figure 3: Analysis of the accuracy (PM) with which best model (SciBERT+Contextual PBC+EBM-COMET) recalls
different types of factual information (outcome types) with varying span lengths and occurrence frequency (in the
dataset).

in 0-6 prompts or 6-12 prompts). This is mostly ev-
ident in generating outcomes for Prefix and Postfix
prompts, which is because there were not just few
evaluated prompts of this types, but there were also
few (53 and 65 respectively as shown in Table 2)
in the train set. However, we see a trend of perfor-
mance improvement when the frequency of target
outcomes encountered during training increases,
particularly for the Mixed and Cloze prompt.

6 Analysis

6.1 Impact of Length and Frequency of
Outcomes

We partition the entire set of outcomes in EBM-
COMET into 3 different groups based on lengths.
Dividing the length of the longest outcome (22) by
3, we get approximately 7 which we use to create 3
groups i.e. 1) “short span length” to represent out-
comes that are ≤ 7 tokens long, 2) “medium span
length” to represent outcomes of 7 > and ≤ 14
tokens, and finally 3) “long spans” to represent
outcomes of ≥ 14 tokens long. Figure 3 shows
how well the best model (SciBERT+Contextual
PBC+EBM-COMET) performs when recalling out-
comes of varying lengths and frequencies. Follow-
ing prior work on EBM NLP, we endeavour to show
the model’s outcome recall rate by outcome type,
which can be informative in terms of the complex-
ity of modelling these outcomes. We firstly notice
the skewed distribution of outcome lengths with
short spans dominant in the training sample. Un-
surprisingly, we observe a trend of a performance
increase as the frequency increases across the left
hand plot with short outcomes, implying that the
model struggles to recall infrequent outcomes de-

spite their size but easily recalls the more frequent
ones.

6.2 Random masking Vs custom masking

Figure 4 shows results of an ablation test in which
we replace our custom masking approach with ran-
dom masking. The key difference between the two
is, while custom masking involves masking (or hid-
ing) the outcomes in the prompts, random masking
arbitrary masks 15% of the prompts tokens. As
shown in the figure, the number of epochs required
to reach a perplexity of 1.0 on the train data for the
two masking approaches is almost incomparable,
with custom masking quickly achieving this in ap-
proximately 7 epochs and random masking failing
to achieve this, even after 20 epochs. The earli-
est random masking achieves 1.0 perplexity is 80
epochs for SciBERT, however we only visualise 20
epochs because of space. Besides this, the insight
suggests that, custom masking would significantly
reduce GPU run-time or otherwise minimise over-
whelming computational resources with massive
datasets.

6.3 Error Analysis

We analyse the outcomes generated by the
best model (SciBERT+Contextual PBC+EBM-
COMET) during the few shot evaluation and notice
that whilst the model generates correct outcomes
for some prompts, it makes various kinds of mis-
takes. Table 4 includes a fair sample of the most
commonly discovered mistakes. Incomplete out-
comes, such in the Postfix where instead of “Qual-
ity of life”, the model generates “Life”. Outcomes
with irrelevant information, such as Prefix case
where the models generates more than what’s ex-
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Query Variant Prompt Correct Generated outcomes

Cloze
{ctxt} [M] {ctxt}

Self-reported life-time medical diagnosis of [M] or use
of antidepressants was considered as outcome.

- Depression - Depression

Postfix
[M] {ctxt}

[M] was assessed by questionnaires EORTC QLQ-C30,
and EORTC QLQ-BR23 at baseline, and at three, six,
and nine months.

- Quality of life - Life

Prefix
{ctxt} [M]

Two CMZ patients and one morphine patient showed
complete [M]. - pain - unwanted pain

Mixed
{ctxt} [M] {ctxt}
[M] {ctxt}

Further additional benefits are better [M] and shorter
[M] compared with standard GVHD prophlaxis
without ATLG.

- quality of life (QOL)
- immunosuppressive
treatment

- immunosuppressive
treatment

The incidence of postoperative [M], [M], [M] and [M]
was similar between the groups

- nausea, - vomiting,
- drowsiness, -headache

- anxiety, - depression

Table 4: Example prompts from our test set and their predicted or generated outcomes for the outcome generation
task. The Query variant column indicates the type of prompt as well as the prompt structure where {ctxt} implies
context which might appear before, after or either ends of a masked sequence span.

Figure 4: Achieving a target perplexity of 1.0 on the
train dataset takes no fewer than 20 epochs with generic
random masking of 15% of the input prompt tokens
(Devlin et al., 2018) compared to masking target factual
information i.e. outcome spans themselves. Hitting
target perplexity is shown using a diamond.

.
pected, “unwanted pain” instead of “pain”. Finally,
wrong outcomes, where the model generates com-
pletely unexpected outcomes such as the case in
the Mixed prompts.

7 Related work

Interrogating PLMs with fill-in-the-blank prompts
to determine their knowledge and awareness of
factual information is a trending paradigm in NLP.
Despite the emergence of subtle techniques such as
automating prompt structuring (Shin et al., 2020;
Gao et al., 2020), selectively updating parameters
of LMs and prompts (also known as continuous
prompting) (Li and Liang, 2021; Qin and Eisner,
2021), or even not tuning at all (Brown et al., 2020),
several works including these still heavily rely on

handcrafted prompts to use in probing LMs. Our
efforts are motivated by the fact that we need not
worry about the nature of the prompt, but rather can
leverage on information local to the prompt such
as word positions to probe the LMs. We attempt
to enhance a word’s contextualised representation
with position based representations to capture the
word’s position relative to the mask to be filled.
Previously some works have used similar position-
aware attention over LSTMs for relation extraction,
sequence labelling and slot filling tasks in different
datasets (Wei et al., 2021; Zhang et al., 2017). To
the best of our knowledge, we are the first to use
an extra position-attention layer above transformer
models such as BERT to solve the fill-in-the-blank
prompting task.

8 Conclusion

This paper assesses the possibility of ignoring the
constraint of aligning prompts to specific linguis-
tic patterns in prompting tasks that aim to store
knowledge in LMs that could later be retrieved
or transferred for fact generation tasks. In experi-
ments using clinical domain datasets (supporting
EBM tasks), we show that the position-based at-
tention implemented over contextualised LMs can
improve the ability of PLMs to recall facts such as
outcomes (biomedical entities) encountered during
training. We further observe our proposed model
is able to generalise across unseen prompts, per-
forming considerably well for Cloze and Mixed
(extremely rare in PBL tasks) prompts. With the
obtained experimental results, despite not aligning
our prompts to commonly followed linguistic pat-
terns, we can positively answer the question posed
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in §3.1 by claiming that PLMs are knowledgeable
of stored facts.
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Appendices

A Hyperparameters and Run time

Using BioBERT in the Position based conditioning
framework, we perform a grid search through mul-
tiple combinations of hyperparameters included in
Table Table 5 below. The model is tuned on 20%
of EBM-COMET dataset (as a dev set), we obtain
the best Partial Match (PM) and Exact Match (EM)
accuracies. Table Table 5 shows the range of values
(including the lower and upper bound) for which
the model is tuned to obtain optimal configurations.
Using a shared TITAN RTX 24GB GPU, the base-
line model runs for approximately 40 minutes per
epoch.

Parameter Tuned-range Optimal

Train Batch size [8,16,32] 16,32
Eval Batch size [8,16,32] 8
Query type embedding size [50,100,150] 50
Position embedding size [100,200,300] 300
Attention layer size [100,200,300] 200
Optimizer [Adam, SGD] Adam
Learning rate [5e-5, 1e-4, 5e-3, 1e-3] 5e-5

Table 5: Parameter settings for the Position-based con-
ditioning model

B Datasets

B.1 EBM-NLP

EBM-NLP corpus (Nye et al., 2018) is a crowd
sourced dataset in which ca.5,000 clinical trial ab-
stracts were annotated with elements in the health
literature searching PICO framework (Huang et al.,
2006). PICO stands for Participants, Interventions,
Comparators and Outcomes. The dataset has sup-
ported clinicalNLP research tasks (Beltagy et al.,
2019; Brockmeier et al., 2019). The corpus has two
versions, (1) the “starting spans” in which text
spans are annotated with the literal “PIO” labels (I
and C merged into I) and (2) the “hierarchical la-
bels” in which the annotated outcome “PIO” spans
were annotated with more specific labels aligned
to the concepts codified by the Medical Subject
Headings (MeSH) 2, for instance the Outcomes
(O) spans are annotated with more granular (spe-
cific) labels which include Physical, Pain, Mental,
Mortality and Adverse effects. For the clinical
recognition task we attempt, we use the hierarchi-
cal version of the dataset. The dataset has however

2https://www.nlm.nih.gov/mesh
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been discovered to have flawed outcome annota-
tions (Abaho et al., 2019) such as (1) statistical
metrics and measurement tools annotated as part
of clinical outcomes e.g.“mean arterial blood pres-
sure” instead of “arterial blood-pressure”,“Quality
of life Questionnaire” instead of “Quality of life”
and (2) Multiple outcomes annotated as a single
outcome “Systolic and Diastolic blood- pressure”
instead of “Systolic blood-pressure” and “Diastolic
blood-pressure”.

B.2 EBM-COMET
A biomedical corpus containing 300 PubMed “Ran-
domised controlled Trial” abstracts manually anno-
tated with outcome classifications drawn from the
taxonomy proposed by (Dodd et al., 2018). The
abstracts were annotated by two experts with exten-
sive experience in annotating outcomes in system-
atic reviews of clinical trials (Abaho et al., 2021b).
Dodd et al. (2018)’s taxonomy hierarchically cate-
gorised 38 outcome domains into 5 outcome core
areas and applied this classification system to 299
published core outcome sets (COS) in the Core
Outcomes Measures in Effectiveness (COMET)
database.

C Layer probing

Initially, the hidden state we used (Equation (2)) ex-
tracted from the last layer for each of the Biomed-
ical PLMs for all experiments. We however ex-
plore an option of extracting a weighted average
of representation across all layers (Equation (12))
as a hidden state and study the performance of the
models once this hidden state is introduced in the
Position based conditioning framework to obtain
position-aware representations.

hl
i = PLMθ(xi) (11)

hi = MeanPool(h1
i , .., h

l
i, .., h

lN
i ) (12)

where hli is a hidden state extracted from the lth

layer for word x at position i.
We only repeat training experiments using the

Contextual PBC setup (subsection 3.6) however
this time round using a mean pooled embedding
across all layers as the hidden state. We notice
that, aggregating a tokens representation by mean
pooling across all layers of the transformer-based
models does improve the performance in the out-
come recalling experiments for both datasets.

Dataset EBM-COMET

Method
Contextual PBC

(last layer)
Contextual PBC

(Mean pool)

Metric EM PM EM PM

BERT 43.32 55.94 45.80 57.19
BioBERT 53.34 59.65 53.58 61.22
SciBERT 63.00 70.95 63.15 72.67
Biomed_Roberta 44.32 62.86 45.00 63.17
UmlsBERT 31.88 36.46 33.10 39.21

Mean score 47.37 57.17 48.13 58.70

Table 6: Table reports EM and PM accuracies of the
various biomedical Pre-trained Language Models for the
outcome recalling experiments using the EBM-COMET
and Contextual PBC. Mean score in a particular column
is the average across all results in that column.

Dataset EBM-NLP

Method
Contextual PBC

(last layer)
Contextual PBC

(Mean pool)

Metric EM PM EM PM

BERT 47.31 51.06 47.45 53.41
BioBERT 52.15 54.50 54.80 55.15
SciBERT 59,44 63.91 60.08 66.93
Biomed_Roberta 49.17 55.00 49.19 56.33
UmlsBERT 39.16 40.15 41.12 42.41

Mean score 49.45 52.92 50.53 54.85

Table 7: Table reports EM and PM accuracies of the
various biomedical Pre-trained Language Models for
the outcome recalling experiments using the EBM-NLP
and Contextual PBC. Mean score in a particular column
is the average across all results in that column.
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Abstract

Automatic speech recognition (ASR) sys-
tems usually incorporate postprocessing mech-
anisms to remove disfluencies, facilitating the
generation of clear, fluent transcripts that are
conducive to many downstream NLP tasks.
However, verbal disfluencies have proved to
be predictive of dementia status, although lit-
tle is known about how various types of verbal
disfluencies, nor automatically detected disflu-
encies, affect predictive performance. We ex-
periment with an off-the-shelf disfluency anno-
tator to tag disfluencies in speech transcripts
for a well-known cognitive health assessment
task. We evaluate the performance of this
model on detecting repetitions and corrections
or retracing, and measure the influence of gold-
annotated versus automatically detected verbal
disfluencies on dementia detection through a
series of experiments. We find that remov-
ing both gold and automatically-detected dis-
fluencies negatively impacts dementia detec-
tion performance, degrading classification ac-
curacy by 5.6% and 3% respectively.

1 Introduction

As populations grow older worldwide, the num-
ber of people with Alzheimer’s disease (AD) and
related dementia is also on the rise (Alzheimer’s
Association, 2018). Significant changes to speech
and language use caused by dementia occur early
in disease progression (Bucks et al., 2000). Interest-
ing case studies have demonstrated how diachronic
analysis of patients’ language use may reveal signs
of dementia, using writing samples from British
novelists Iris Murdoch, who ultimately perished
with Alzheimer’s, and Agatha Christie, who was
suspected of it (Le et al., 2011). Numerous stud-
ies have also sought to automatically detect early
signs of the disease and model its progression using
speech and writing samples (Becker et al., 1994;
Herd et al., 2014; Yancheva et al., 2015; Masrani,
2018; Di Palo and Parde, 2019; Zhu et al., 2019;

Fraser et al., 2019; Eyre et al., 2020; Farzana and
Parde, 2020; Sarawgi et al., 2020).

Although some studies have pointed to disflu-
ency patterns as an important predictor of AD sta-
tus (Lopez-de Ipina et al., 2017; Mueller et al.,
2018), research in this area has been limited by sev-
eral factors. Disfluency detection is a challenging
and resource-intensive task in itself (Wang et al.,
2017; Jamshid Lou and Johnson, 2017; Zayats and
Ostendorf, 2019), and may lie out of scope for
many interdisciplinary researchers already strad-
dling boundaries between NLP and clinical practice
(Valizadeh and Parde, 2022; Kaelin et al., 2021).
Rich manual disfluency annotations are present in
some datasets common in automated dementia de-
tection (Becker et al., 1994), but off-the-shelf ASR
systems do not typically transcribe disfluencies.
Moreover, inconsistencies between automatically
generated and gold standard transcripts may pose
significant challenges for modeling dementia in
real-world applications (Balagopalan et al., 2020b),
for which ASR will be a necessary component of
any speech-based pipeline.

We address these limitations, by investigating the
impacts of automatically derived disfluencies on
modeling cognitive decline. Our key contributions
are as follows:

1. We experiment with an off-the-shelf disflu-
ency detection model to automatically assign
word- and phrase-level disfluency tags to sam-
ples from the most popular dementia detection
dataset, focusing on repetitions and retraces.

2. We measure the influence of these disflu-
ency types on the downstream task of demen-
tia detection by systematically ablating gold-
labelled and automatically tagged disfluencies
from manual transcripts.

3. We compare AD classification performance
on manually and automatically generated tran-
scripts, and compare the removal of gold and
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automatically detected disfluencies from man-
ual transcripts, to investigate the influence ver-
bal disfluencies have on dementia detection.

This analysis1 not only paves the way for the
discovery of approaches to automated dementia de-
tection that are more suitable for realistic scenarios,
but also enhances our understanding of the individ-
ual contributions of different disfluency types to
this task. We report on related studies and provide
relevant background for automatic disfluency de-
tection in §2. We describe our datasets and task
setup in §3, and detail our methods in §4. We report
the results of our experiments in §5, and further
analyze our findings in §6 before concluding in §7.

2 Related Work

2.1 Studies of Disfluency in the Context of
Cognitive Decline

Disfluency, defined as any interruption in the nor-
mal flow of speech, is prevalent in spoken lan-
guage. Verbal disfluency comprises several major
subcategories: false starts, repetitions, filled pauses
(e.g., “uh,” “um,” etc.), and sentence corrections
(Shriberg, 1994). Although verbal and nonverbal
(unfilled pauses) disfluencies are common in spon-
taneous speech, there is a fine line between normal
and abnormal disfluencies. This boundary can be
exploited to facilitate modeling cognitive decline.

Studies have found that verbal fluency is an ef-
fective indicator of cognitive decline, as fluency
declines rapidly for subjects suffering from early
stage Mild Cognitive Impairment (MCI) relative
to healthy controls (Mueller et al., 2018). Re-
searchers have previously leveraged both acous-
tic and transcript-based fluency features to auto-
matically detect MCI (Lopez-de Ipina et al., 2017;
Mueller et al., 2018). Another study revealed
that anomic aphasic subjects tend to produce more
disfluent speech than non-aphasic subjects during
word retrieval tasks, when examining disfluencies
or “stutterings” including part-word repetitions, vo-
cal segregate repetitions, and prolongations (Brown
and Cullinan, 1981).

Transcript-based normalized verbal disfluency
features (e.g, filled pause count, retracing count,
and repetition count) have proved to be discrimina-
tive in predicting outcomes from cognitive screen-

1https://github.com/AshwinDeshpande96
/Measuring_the_Impact_of_Verbal_Disflue
ncy_Tags_on_Automated_Dementia_Detection
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Figure 1: An example of gold labelled parse tree
(Jamshid Lou et al., 2019).

ing tests such as the Mini Mental State Examina-
tion (MMSE) and AD classification, as have con-
catenations of automatically detected verbal disflu-
ency segments (e.g., repair onset, edit term, and
fluent words) with word vectors (Farzana and Parde,
2020; Rohanian et al., 2020, 2021). Automatically
extracted non-verbal disfluency features from both
transcripts and speech (e.g., silent pauses, speed of
articulation, and pronounciation) have also shown
performance boosts in AD classification (Yuan
et al., 2020; Qiao et al., 2021).

2.2 Automatic Disfluency Detection

Disfluency detection is a key challenge in pars-
ing transcribed speech. Disfluencies are defined
structurally with three main components (Shriberg,
1994): the reparandum, the interregnum and the
repair. The reparandum is replaced by the repair
segment and the interregnum is an optional part
of the structure consisting of filled pauses (e.g.,
“uh”) and discourse connectives (e.g., “I mean”).
We present an example disfluency with all three
components present below:

reparandum︷ ︸︸ ︷
I I ’ve

interregnum︷ ︸︸ ︷
uhImean

repair︷ ︸︸ ︷
Ienjoy

(1)

Disfluencies are further categorized into rep-
etition, correction/retracing, and false start
(Jamshid Lou and Johnson, 2020a), following es-
tablished typology of speech repairs (Shriberg,
1994). Repetition contains identical reparandum
and repair segments, whereas the reparandum and
repair differ in correction/retracing. The latter is
much harder to detect automatically.

Disfluency detection on pre-segmented utter-
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ances from the Switchboard treebank corpus (God-
frey and Holliman, 1993; Marcus et al., 1999) has
been the focus of many prior works (Johnson and
Charniak, 2004; Charniak and Johnson, 2001; Qian
and Liu, 2013; Honnibal and Johnson, 2014). In
the Switchboard corpus, reparanda, filled pauses,
and discourse connectives are marked by EDITED,
INTJ, and PRN labels respectively (illustrated in
Figure 1). Conventional syntactic parsers often
fail to capture the unconventional relation between
reparandum and repair, where repair uses similar
words to the reparandum in the same order, func-
tioning as a “rough copy” rather than providing ad-
ditional information (Johnson and Charniak, 2004;
Charniak and Johnson, 2001). Because of the dif-
ficulty of addressing disfluency within the task of
syntactic parsing, systems have instead been devel-
oped to detect and remove disfluency prior to pars-
ing (Charniak and Johnson, 2001; Kahn et al., 2005;
Lease and Johnson, 2006). Nonetheless, transition-
based dependency parsers designed with special
mechanisms to handle disfluencies have proven
useful for detecting and removing disfluent words
and their dependencies from sentences (Honnibal
and Johnson, 2014; Rasooli and Tetreault, 2013;
Yoshikawa et al., 2016; Tran et al., 2018). More-
over, encoder-decoder constituency parsing mod-
els using lexical and prosodic cues (Tran et al.,
2018) have resulted in small performance gains
both in parsing and disfluency detection. Augment-
ing parsing models with location-aware attention
mechanisms has also been especially effective for
disfluency detection (Tran et al., 2018).

Specialized disfluency detection models frame
the problem as a sequence labelling task where
each word in the input is labelled as disfluent or
not. Neural models (CNNs and LSTMs) have been
employed for this (Zayats et al., 2016; Jamshid Lou
et al., 2018; Wang et al., 2016) but until recently
have not performed very well. A recent state-of-
the-art semi-supervised approach introduced a self-
attentive model (Wang et al., 2018) that jointly per-
forms syntactic parsing and disfluency detection.

The incremental approach for disfluency detec-
tion has been explored on both unsegmented and
pre-segmented utterances from manual and auto-
mated transcripts using LSTM with different decod-
ing schemes (Hough and Schlangen, 2015, 2017)
leveraging joint and multitask settings. Another
recent approach introduced the incremental pro-
cessing of words to a Transformer model (BERT

(Devlin et al., 2019)) to detect speech disfluency
(Rohanian and Hough, 2021). However, these in-
cremental approaches perform poorly on detecting
reparanda of longer lengths.

3 Data and Task Setup

We used the ADReSS Challenge corpus for our
experiments (Luz et al., 2020). The ADReSS Chal-
lenge corpus, developed as part of a shared task
for INTERSPEECH 2020, is a benchmark dataset
of spontaneous speech in the domain of AD classi-
fication and MMSE score prediction. It has been
acoustically preprocessed, and is balanced in terms
of age and gender. The data consists of audio
recordings and manual transcriptions of spoken pic-
ture descriptions elicited from participants through
the Cookie Theft task from the Boston Diagnostic
Aphasia Exam (Roth, 2011). The corpus is a subset
of the Pitt corpus,2 which is itself a subset of the
DementiaBank dataset (Becker et al., 1994).

In the Cookie Theft task, an investigator and a
participant (in this case, an older adult) carry on
a conversation in which the investigator asks the
participant to describe what is depicted in an event-
ful image containing, among other subjects, a boy
stealing a cookie from a cookie jar.3 There is no
specific time limit for the conversation, allowing
participants to talk as long as they want. In the
Pitt corpus and by extension the ADReSS Chal-
lenge corpus, these conversations were recorded
and manually transcribed using the CHAT tran-
scription protocol (MacWhinney, 2000). Partici-
pants were labelled as HC (healthy control with
no cognitive decline) or AD (declined cognitively)
based on their prior diagnostic test results.

We report the transcript-level mean utterance
count and standard deviation (SD) for data col-
lected from AD and HC participants in Table 1,
showing that the lengths of conversations across
groups were fairly balanced (HC = 13.79 ± 5.21
utterances; AD = 13.93 ± 9.54 utterances). We
also report the mean MMSE score and SD for
each speaker category, showing a significant dif-
ference in cognitive health between groups (HC
= 29.11 ± 0.98 MMSE; AD = 17.06 ± 5.46
MMSE). To assess significance, we applied the
Mann–Whitney U test (as the normality assump-

2https://dementia.talkbank.org/access
/English/Pitt.html

3We refer interested readers to Karlekar et al. (2018),
Mueller et al. (2018), or some others cited in this paper for a
copy of the original image.
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AD HC Test
Statistics

Utterance
Count

13.93 13.79 U=135.0
(SD=9.54) (SD=5.21) p=0.25

MMSE
Score

17.06 29.11 U=47.5
(SD=5.46) (SD=0.98) p=0.00

Table 1: Mean utterance count and MMSE score for the
AD and HC groups, with standard deviations in paren-
theses. Statistical significance (p) for differences be-
tween groups is reported along with the Mann-Whitney
U test statistic.

Ref.:     and UM THAT 'S  UH  that  's  about   all i can see

Aligned: *** ** **** ** not **** ** *****  all i can see

Figure 2: The reference (Ref.) and aligned ASR out-
put for a sample utterance from the ADReSS Challenge
corpus. The reference transcript is human-transcribed
speech with gold disfluent words (red, capitalized) and
fluent words (black). Aligned refers to the desired align-
ment of ASR output with the reference text for making
meaningful FER and DER evaluations (Jamshid Lou
and Johnson, 2020a).

tion was violated) across the two speaker groups,
and we also report the test statistic (U ) and signifi-
cance value (p) for each group in Table 1.

3.1 ASR Setup

We used the phone call enhanced model (16khz)
of the Google Cloud-based Speech Recognizer
to automatically transcribe the audio files in the
ADReSS Challenge corpus to facilitate our compar-
isons of manually and automatically generated tran-
scriptions. Manually segmented utterances were
fed to the speech recognizer for transcription. The
overall word error rate (WER) for the automati-
cally generated transcripts was 69.47%. To evalu-
ate more fine-grained performance of the speech
recognizer, we estimated the fluent and disfluent
error rates (FER and DER). We provide the equa-
tions for computing both below, where df , sf , if ,
and nf refer to the number of deleted, substituted,
inserted, and total fluent words, respectively, and
dd, sd, id, and nd refer to the number of deleted,
substituted, inserted, and total disfluent words, re-
spectively (Jamshid Lou and Johnson, 2020a):

FER =
df + sf + if

nf
(2)

Group FER DER

AD 53.30% 77.60%
HC 47.30% 80.70%
Overall 50.20% 78.80%

Table 2: Rates of ASR error on the ADReSS Challenge
dataset, both at the class level (AD and HC) and overall.
For DER calcualtion, we consider all the disfluencies in
Table 6 as well as the Filled pauses (e.g. uh, um)

Repetition Retracing

DER 76.50% 61.10%

Table 3: DER of broad disfluency categories (repeti-
tion and retracing, as defined in Table 6).

DER =
dd + sd + id

nd
(3)

To calculate DER,4 we considered word repeti-
tion, multiple repetition, phrase repetition, word
retracing, and phrase retracing, with additional
details regarding each disfluency type provided in
Table 4. We show an alignment between gold and
automatically generated transcriptions for an ex-
ample utterance from the ADReSS Challenge cor-
pus in Figure 2. Computing FER for this example
would set df = 4, sf = 0, if = 0, and nf = 8, re-
sulting in FER=0.5. Computing DER for the same
sample would set dd = 3, sd = 1, if = 0, and
nf = 4, resulting in DER=1.0. We report FER and
DER across the ADReSS Challenge corpus for AD,
HC, and all participants in Table 2 and the break-
down of DER for broad disfluency types (repetition,
encompassing word repetition, multiple repetition,
and phrase repetition, and retracing, encompassing
word retracing and phrase retracing) in Table 3.

3.2 Disfluency Annotator Setup
We leverage the self-attentive neural parsing model
(Jamshid Lou and Johnson, 2020b) to automati-
cally detect disfluencies in the ASR-generated tran-
scripts. The model is trained to jointly parse and
detect disfluency using contextualized word em-
beddings (BERT (Devinney et al., 2020) or ELMO
(Peters et al., 2018)) and currently produces state-
of-the-art performance with a parsing accuracy of

4Although the original DER formulation counts the num-
ber of copies, we replace this with the number of deletions
since we expect the ASR to transcribe disfluent as well as
fluent words.
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93.9% and a disfluency detection F1-score of 0.924
on the Switchboard development set (Jamshid Lou
and Johnson, 2020b) in the joint task. We use the
pretrained version of the disfluency detector and
parser.5 This version is self-trained on the Switch-
board gold parse trees (Marcus et al., 1999) and
Fisher Corpus Part 1 (Cieri et al., 2004) and Part 2
(Cieri et al., 2005) silver parse trees, using BERT-
base-uncased word representations.

4 Methods

4.1 Verbal Disfluency Types
We consider several disfluency types in this inves-
tigation: word repetition, phrase repetition, word
retracing, and phrase retracing. We limit our scope
to these disfluency types for two primary reasons:
(1) these verbal disfluency types are annotated in
our corpus of interest, and (2) automatic detection
of these types is challenging. We provide examples
of each of these in Table 4.6 Word and phrase repe-
tition indicate repeated utterance of the same word
or phrase in such a way that is disfluent with the
natural flow of speech, whereas word and phrase
retracing indicate verbal “backtracking” to correct
a previously uttered word or phrase. In Table 5,
we report the frequencies of these disfluency types
across speaker groups.

4.2 Automatic Disfluency Annotation
We leveraged the self-attentive neural disfluency
annotator described in §3.2, trained on the Penn
Treebank-3 SWBD corpus (Marcus et al., 1999)
and the Fisher I and II corpora (Cieri et al.,
2004, 2005) using a semi-supervised approach
(Jamshid Lou and Johnson, 2020b). This multi-
task learning setup enables the model to predict
both parse trees and disfluency tags for utterances.
The disfluency annotator adds word-level annota-
tions to disfluent words, or those acting as EDITED,
INTJ, or PRN nodes (illustrated in Figure 1).

We preprocessed both the reference and ASR-
generated transcripts by removing punctuation and
(for the reference transcripts) existing disfluency
tags. We then fed the disfluency annotator one
utterance per line, in turn producing both a parse
tree and a disfluency-tagged version of the utter-
ance as output. Figure 3 shows an example ut-

5https://github.com/pariajm/english-f
isher-annotations

6Although multiple repetition is coded distinctly from sin-
gle word repetition under the CHAT transcription protocol,
we consider both as members of the word repetition category.

Disfluency
Type Example

Word
Repetition

the [/] the cabinet door has just
swung open

Multiple
Repetition

there’s nothing going on outside
there’s just bushes [x 3].

Phrase
Repetition

〈what are〉 [/] what are the
instructions ?

Word
Retracing

and there are dishes [/ /] &uh
&uh two cups and a saucer on
the sink

Phrase
Retracing

and outside the window there’s a
〈walk with a〉 [/ / ] &c curved
walk with a garden .

Table 4: Example of different types of disfluencies
from transcripts annotated using the CHAT protocol
(MacWhinney, 2000). Disfluencies are bold-faced fol-
lowed by disfluency markers. Angle brackets indicate
phrase-level disfluencies, whereas [x n] indicates that
the word before the marker is repeated n times.

terance with: (1) the actual text and disfluency
tags from the ADReSS Challenge corpus, consid-
ering the disfluency types referred in Table 4; (2)
the gold disfluency tags formatted as the expected
output from the automatic disfluency annotator;
and (3) the predicted word-level disfluency tags
from the automatic disfluency annotator. Phrase
repetition accuracy for the utterance in Figure 3
would be 100% as both the words in the repeated
phrase (highlighted in red) are predicted correctly,
whereas phrase retracing accuracy would be 0%,
as no words in the retraced phrase (highlighted in
blue) are predicted as disfluent.

Table 6 illustrates the performance of the auto-
matic disfluency annotator at predicting different
disfluency types for the ADReSS Challenge train-
ing set, providing evidence that retracing/correction
(especially at the phrase level) is harder to predict
than repetition. The annotator often fails to de-
tect cases of multiple repetition (accuracy=11.11%,
making it lowest among all disfluency types in Ta-
ble 6), likely because it was intermixed with word-
level repetition in the training data.

4.3 Disfluency Removal

We implement two methods for removing disfluen-
cies from transcribed speech, described further in
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Disfluency AD HC

Word Repetition 96 29
Phrase Repetition 27 17
Word Retracing 48 35
Phrase Retracing 67 46

Total 238 127

Disfluency-Tagged 317 176

Table 5: Frequencies of disfluency types across AD
and HC participants, where Total refers to the sum of
all of our disfluency types of interest (rows 1–4), and
Disfluency-Tagged refers to the sum of all disfluencies
reported (including those not in the focus of this inves-
tigation).

Disfluency Type Accuracy

Word Repetition 72.65%
Phrase Repetition 73.61%
Word Retracing 50.00%
Phrase Retracing 42.64%

Table 6: Percentages of disfluent words in the
manually-transcribed ADReSS Challenge training set
tagged with different disfluency labels (considering
multiple repetition as a subset of word repetition) by
the Fisher annotator.

§4.3.1 and §4.3.2.

4.3.1 Gold Disfluency Removal
We removed gold labelled disfluencies from the
manually created reference transcripts. We did
this by removing different CHAT transcription tags
corresponding to repetition and retracing behaviors.
Thus, the text in Figure 3 was converted to:

• Repetition Removal: his sister has her hand
up finger up to her mouth like she’s saying.

• Retracing Removal: his sister has her has
her finger up to her mouth like she’s saying.

4.3.2 Fisher Disfluency Removal
We removed disfluencies predicted by the Fisher
tagger (described in §4.2) from the automatically
transcribed speech. To remove words of a particular
disfluency type, we matched the relevant segment
of text with the predicted tag (see Figure 3) and re-
moved the words tagged as E (representing errors,
or disfluencies). For instance, to remove retrac-
ing, the blue segments of actual text and predicted
tags in Figure 3 are matched, and since none of the

Actual text: his sister <has her> 

[/] has her <hand up> [//] finger 

up to her mouth like she's saying.

       

Gold tag: his _ sister _ has E her 

E has _ her _ hand E up E finger _ 

up _ to _ her _ mouth _ like _ she 

_ 's _ saying _

Predicted tag: his _ sister _ has E 

her E has _ her _ hand _ up _ 

finger _ up _ to _ her _ mouth _ 

like _ she _ 's _ saying _

 

Figure 3: Example utterance annotated by automatic
disfluency annotator. Actual text represents the gold
label annotated utterance from the ADReSS Challenge
training set. Gold tag represents the expected word
level annotation given the gold labels, whereas Pre-
dicted tag shows the predicted disfluency annotations
(fluent words are followed by _ tags and disfluent words
are followed by E tags) by the disfluency tagger. Repe-
tition is highlighted in red and retracing in blue.

words are predicted as E, none are removed. Thus,
after the removal of disfluencies according to the
Fisher tagger, the text in Figure 3 was converted to:

• Repetition Removal: his sister has her hand
up finger up to her mouth like she’s saying.

• Retracing Removal: his sister has her has
her hand up finger up to her mouth like she’s
saying.

4.4 Classification Setup
4.4.1 Input and Output
The ADReSS Challenge training corpus included
data from N=108 participants. The input for a
given data point was a sequence of words from the
processed transcript, and the output was the class
of the speaker: 0 for HC, or 1 for AD. Transcripts
were preprocessed to remove disfluency markers,
punctuation, and digits. When multiple repetition
markers followed a word in any utterance, the word
was added the specified number of times, and the
marker was then removed.

4.4.2 Model
We used Bert-for-Sequence-Classification7 to im-
plement our model, experimenting with bert-base-

7https://github.com/huggingface/trans
formers
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uncased as our base model and using the follow-
ing hyperparameters: learning rate = 2e-5, batch
size = 4, epochs = 8, max input length of 256 (a
length sufficient to cover most cases). The standard
default tokenizer was used. Two special tokens,
[CLS] and [SEP], were added to the beginning and
the end of each transcript utterance. We chose
these model and parameter settings since they at-
tained promising performance in previously pub-
lished work (Yuan et al., 2020) with leave-one-out
cross-validation on the ADReSS Challenge dataset.

5 Experiments

5.1 Experimental Setup
To evaluate the impact of disfluency presence and
type on classifying AD status, we performed exper-
iments considering the following conditions:

• ALLTEXT: The baseline condition using the
original manually-created transcripts, com-
plete with gold disfluencies, preprocessed as
defined in §4.4.

• ASR: Transcripts are generated using ASR
(explained in §3.1), and the ASR-generated
transcripts are fed to the model.

• -REP.: Repetitions (both word- and phrase-
level) are removed from ALLTEXT transcripts
using either the gold or Fisher disfluency re-
moval method.

• -RET.: Incidents of retracing (both word- and
phrase-level) are removed from ALLTEXT us-
ing either the gold or Fisher disfluency re-
moval method.

• -DISF.: Transcripts are processed so that all
cases of word- or phrase-level repetition or
retracing are removed. When using the Fisher
disfluency removal method, this includes all
disfluency-tagged words.

We report accuracy, precision, recall, and F1 for
each condition. When performing development
experiments, we observed large performance differ-
ences across folds. Such brittleness has also been
reported previously (Yuan et al., 2020), and may be
attributed to the use of a large model (BERT) for
classification on a small dataset. To address this,
we perform three runs, each using different ran-
dom seeds, of five-fold cross-validation and report
averages and standard deviations across runs.

5.2 Results

We report our evaluation results in Table 7. As ex-
pected, we observe the highest performance in the
baseline condition (ALLTEXT), which is compara-
ble to the results in previous literature (Balagopalan
et al., 2020a). The ASR condition exhibits the
worst performance, with accuracy, F1 for AD, and
F1 for HC decreasing 17.7%, 14%, and 33% re-
spectively relative to the baseline. This underscores
one of our primary motivations in conducting this
work—namely, that ASR has a high error rate in
real-world settings and particularly in this task en-
vironment, and moreover that its mistagging (or
in some cases, purposeful removal) of disfluency
has a deleterious impact on dementia detection per-
formance. We observe from Tables 2 and 3 that
DER is much higher than FER for ASR output.
ASR tends to delete or replace repetitive words, in-
creasing overall word error rate and leading to poor
performance in the AD detection task. Prior work
has clearly suggested that disfluencies are impor-
tant indicators of cognitive health status (Lopez-de
Ipina et al., 2017; Mueller et al., 2018).

Furthermore, performance clearly degrades rela-
tive to the baseline when gold disfluencies are re-
moved (-REP.G, -RET.G, and -DISF.G). Although
retracing removal caused a slightly higher decrease
in accuracy than repetition removal, there is no
significant difference in performance between the
-REP.G and -RET.G conditions across metrics. Ac-
curacy and F1 decrease 5.6% and 6% (for both AD
and HC) compared to the baseline when all gold
disfluencies are removed from the transcripts.

Removal of Fisher disfluencies also leads to per-
formance degradation across all metrics. Since the
Fisher disfluency annotations are more limited than
the gold disfluency labels, performance in this con-
dition (-REP.F , -RET.F , and -DISF.F ) degrades
less than is observed with gold disfluency removal.
Accuracy, F1 for AD, and F1 for HC decrease 3%,
4%, and 2% respectively compared to the baseline
when all Fisher-predicted disfluencies are removed.

5.3 Distinctive Effects of Disfluency Removal

To further investigate why disfluency removal in-
fluences classification performance, we experiment
with measures of syntactic complexity, context-free
grammar rules, and measures of vocabulary rich-
ness8 to identify linguistic features having mod-

8https://github.com/vmasrani/dementia
_classifier
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Accuracy Precision Recall F1
AD HC AD HC AD HC

ALLTEXT 0.843±.015 0.88±.017 0.82±.020 0.80±.028 0.89±.019 0.84±.016 0.85±.013

ASR 0.670±.037 0.69±.062 0.54±.032 0.72±.060 0.52±.121 0.70±.023 0.52±.065

-REP.G 0.797±.034 0.81±.044 0.79±.034 0.78±.049 0.80±.053 0.80±.021 0.79±.036
-RET.G 0.787±.024 0.77±.043 0.80±.012 0.81±.015 0.76±.060 0.80±.017 0.78±.035
-DISF.G 0.787±.020 0.78±.025 0.77±.028 0.76±.040 0.81±.030 0.78±.026 0.79±.020

-REP.F 0.827±.015 0.86±.021 0.80±.010 0.78±.011 0.88±.021 0.82±.014 0.84±.014
-RET.F 0.820±.010 0.86±.013 0.79±.021 0.78±.032 0.87±.019 0.82±.013 0.83±.006
-DISF.F 0.813±.006 0.85±.018 0.78±.004 0.76±.000 0.87±.018 0.80±.008 0.83±.010

Table 7: Five-fold cross-validation results, averaged across three runs with different random seeds on the ADReSS
Challenge training set. The subscript G refers to gold disfluency removal and F refers to Fisher disfluency removal.

erate to high correlation with disfluency (as mea-
sured by normalised disfluency count, repetition
count, and retracing count). We find that disflu-
ency count (considering all disfluencies in Table
4) has significant, high negative Spearman corre-
lation (r = −0.55, p < 0.001) with type token
ratio (TTR). This indicates that verbal disfluencies
are highly negatively correlated with vocabulary
richness, which is in turn an important feature of
AD detection (Masrani, 2018). Some context-free
grammar rules (INTJ, INTJ_to_UH, VP_to_VBG,
VP_to_AUX) and syntactic complexity features
(constituency parse tree height), also key features
for AD detection (Masrani, 2018), exhibit moder-
ate correlation with disfluency frequency. Such
results show that vocabulary richness and the syn-
tactic structure of language are vulnerable to the
deletion of disfluencies, which may in turn lead to
classification performance degradation.

6 Discussion

From our corpus analyses, we find that members of
the AD group exhibit more verbal disfluency (Table
2), with increased rates of repetition and correction
relative to the HC group. This is in line with our
expectations, since disfluencies and speech errors
are correlated with cognitive functions such as cog-
nitive load, arousal, and working memory (Arciuli
et al., 2010; Daneman, 1991); with increased im-
pairment of these functions, hesitations and disflu-
encies increase. Previous studies have also reported
that verbal disfluency frequency can be an impor-
tant predictor of fine-grained cognitive status of
older adults (Farzana et al., 2020). Our evaluation
provides evidence that removing both gold-labelled

and Fisher-annotated verbal disfluencies leads to
changes in AD detection performance, opening
intriguing questions for follow-up work that may
further tease apart the nature of these contributions.

We speculate that some of these findings may
transfer to other conditions as well. For example,
studies have also reported that filled pauses are less
frequently uttered by children with autism spec-
trum disorder than typically developed children
(Gorman et al., 2016; Irvine et al., 2016). It is possi-
ble that incorporating richer disfluency information
in speech-based systems for autism detection and
monitoring may improve performance similarly to
that seen with AD detection.

7 Conclusion

Verbal disfluencies are an important indicator of
AD, and current ASR systems fail to capture and la-
bel word- and phrase-level disfluencies adequately.
Doing so is necessary to generate useful transcripts
with minimal human intervention, such that they
can be leveraged for successful AD detection. Our
future work will focus on training an end-to-end
ASR system on disfluent speech so that it can gen-
erate richer disfluency annotated transcripts, which
will pave the way for building end-to-end speech-
based dementia detection systems.
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Abstract
We study the zero-shot setting for the aspect-
based scientific document summarization task.
Summarizing scientific documents with respect
to an aspect can remarkably improve docu-
ment assistance systems and readers experi-
ence. However, existing large-scale datasets
contain a limited variety of aspects, causing
summarization models to over-fit to a small set
of aspects and a specific domain. We estab-
lish baseline results in zero-shot performance
(over unseen aspects and the presence of do-
main shift), paraphrasing, leave-one-out, and
limited supervised samples experimental se-
tups. We propose a self-supervised pre-training
approach to enhance the zero-shot performance.
We leverage the PubMed structured abstracts
to create a biomedical aspect-based summa-
rization dataset. Experimental results on the
PubMed and FacetSum aspect-based datasets
show promising performance when the model
is pre-trained using unlabelled in-domain data.1

1 Introduction

Scientific document summarization aims to sum-
marize research papers, and it is usually considered
as generating paper abstracts (Cohan et al., 2018).
Compared to the news summarization datasets
like CNN/Daily Mail (Hermann et al., 2015) and
XSUM (Narayan et al., 2018), scientific papers are
significantly longer, follow a standard structure,
and contain more technical terms and complex con-
cepts (Yu et al., 2020). Recently, there have been
remarkable improvements in the area of scientific
document summarization due to the availability of
large-scale datasets such as arXiv, PubMed (Co-
han et al., 2018), and SUMPUBMED (Gupta et al.,

∗Work done while interning at NAVER LABS Europe.
1github.com/asoleimanib/ZeroShotAspectBased
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Figure 1: Overview of our approach to create self-
supervised pre-training datasets from unlabelled sci-
entific documents. The aspect-based summarization
model is pre-trained on unlabelled documents, the sec-
tion headings as aspects, and the following paragraphs
corresponding to the aspects as aspect-based summaries.

2021) and pre-trained sequence to sequence models
such as BART (Lewis et al., 2020) and PEGASUS
(Zhang et al., 2020). However, little research has
been conducted on aspect-based scientific docu-
ment summarization.

Aspect-based summarization is the task of sum-
marizing a document given a specific point of in-
terest. Aspect-based scientific document summa-
rization has several advantages for readers to ex-
plore articles quickly and facilitates document as-
sistance systems. Collecting a large-scale dataset
for this task is extremely costly. Meng et al. (2021)
introduce FacetSum, an aspect-based document
summarization dataset from mainly management,
marketing, and education domains. They employ
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structured abstracts from the Emerald database2 to
create summaries from four perspectives (purpose,
method, findings, value). However, readers may
be interested in new aspects beyond proposed an-
notations or new domains, particularly biomedical
area.

Summarization heavily relies on sequence-to-
sequence models that require numerous training
data. While scientific summarization problem can
benefit from large amount of articles with their
summaries available (Cohan et al., 2018), the data
for aspect-based summarization of scientific papers
is scarce. Moreover, most existing methods for
aspect-based summarization rely on pre-defined as-
pects. Adding new aspects would require gathering
new data and retraining the whole system.

In this work, we are interested in zero-shot
aspect-based summarization of scientific literature.
Large pre-trained models such as BERT (Devlin
et al., 2019) and BART have demonstrated the
high potential of knowledge transfer from self-
supervised tasks to downstream tasks. Continuing
the BART pre-training task (e.g., token masking
and deletion) with domain-related or target datasets
can improve the final performance on low-resource
domains. However, this process, specifically us-
ing domain-related datasets, is substantially time-
consuming (Yu et al., 2021). Also, training a sum-
marization model using a second summarization
dataset on the same task enhances the performance
(Yu et al., 2021). Such approaches only cover
limited aspects. We believe a good aspect-based
summarization system should establish semantic
similarity between aspect and document content.
We leverage the semantic representations emerging
during LM pre-training to allow the model to estab-
lish this semantic connection between the aspect
and the summary. We also propose an additional
pre-training procedure to reinforce this connection.
The contributions of this work are the following:

• We establish baselines for aspect-based sum-
marization using two datasets from different
domains, biomedical and management, and
analyse the zero-shot capabilities of those
models on unseen aspects.

• For zero-shot capabilities, we study the effect
of domain shift and unseen aspects on aspect-
based summarization performance.

• We propose self-supervised pre-training to
boost the zero-shot capability of the model

2www.emerald.com

and demonstrate its effectiveness.

• Finally, we analyse how different models be-
have as the amount of supervision decreases.

2 Related Work

Abstractive Summarization. Early research on
abstractive summarization mainly focused on
paraphrasing-based compression methods (Filip-
pova, 2010; Berg-Kirkpatrick et al., 2011). Later
motivated by the success of neural attention mech-
anism (Bahdanau et al., 2014), attention-based
sequence-to-sequence models have been developed
for abstractive summarization (Rush et al., 2015;
Nallapati et al., 2016). Adopting pre-trained trans-
former models by self-supervised objectives has led
to significant improvements in NLP (Devlin et al.,
2019). In particular, BART and PEGASUS extend
such idea to text generation and have the state of
the art performance on abstractive summarization.

Scientific Document Summarization. Scientific
documents have complex structures. Extractive
summarization under-performs abstractive summa-
rization in scientific documents because informa-
tion is distributed across documents (Cohan et al.,
2018). Different approaches have been proposed
to improve models on scientific data, such as a
hierarchical encoder with a decoder attending to
discourse-level information (Cohan et al., 2018)
or summarizing sections separately (Gidiotis and
Tsoumakas, 2019). Two-step pipelines is another
approach (Gidiotis and Tsoumakas, 2020) to sum-
marize scientific documents. BART is also used in
this task (Meng et al., 2021). It can handle long
sequences using a hierarchical attention model (Ro-
hde et al., 2021) or simply by extending its posi-
tional embedding (Meng et al., 2021). Extended
BART might enhance the performance for sum-
maries requiring information spread mostly at the
end of papers. However, as BART is not pre-trained
on long texts, the extended model would under-
perform efficient transformers (e.g., Longformer
(Beltagy et al., 2020)). We performed some initial
experiments by extending BART beyond its default
input length and found no significant improvement
on average scores (Appendix B). Moreover, our ini-
tial experiments exposed similar zero-shot trends
across different BART versions. Therefore for com-
putational reasons in follow up experiments, we
stick to the standard BART model.
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Pu
bM

ed
# Samples (Aspect, Document)

Train: 139.4K / Validation: 7.9K / Test: 8.1K
Average Length (# Words)

Documents: 3.5K
Summaries:

Intro. Objectives Methods Results Conc.
53 38 76 94 40

Fa
ce

tS
um

# Samples (Aspect, Document)
Train: 182.4K/ Validation: 23.7K / Test: 23.7K

Average Length (# Words)
Documents: 6.6K

Summaries:
Objectives Methods Results Value

53 49 66 46

Table 1: Statistics of the PubMed and FacetSum aspect-
based scientific summarization datasets.

Aspect-based Summarization. Prior to scien-
tific documents, aspect-based summarization has
been primary studied on reviews to summarize
opinions (Titov and McDonald, 2008; Lu et al.,
2009; Yang et al., 2018; Angelidis and Lapata,
2018), arguments (Wang and Ling, 2016), and
news articles (Frermann and Klementiev, 2019;
Krishna and Srinivasan, 2018). PMC-SA (Gidi-
otis and Tsoumakas, 2019) leverages structured
scientific abstracts for structured summarization
over three sections. In particular, FacetSum, an
aspect-based scientific document summarization,
has been collected using the structured outline of
papers from the Emerald database.

Training separated models per aspects (Hayashi
et al., 2020) is not preferable in the zero-shot set-
ting. To integrate aspects and input sequences
representations, an attention mechanism over as-
pects is used for RNNs (Yang et al., 2018), pointer-
generator networks (Krishna and Srinivasan, 2018;
Frermann and Klementiev, 2019), and Transformer
(Xie et al., 2020). Concatenating aspects with docu-
ments is a straightforward method result in promis-
ing performance using BART (Meng et al., 2021;
Tan et al., 2020; Su et al., 2021). We follow this di-
rection and study to what extent models are robust
to new aspects and domain shift.

Aspect-based summarization can be seen as a
special case of query-based summarization. How-
ever, in the query-based literature (Ishigaki et al.,
2020; Xu and Lapata, 2021) and datasets (Baumel
et al., 2016; Nema et al., 2017) queries are more
diverse and mostly long phrases or questions.

Zero-Shot Summarization Hua and Wang
(2017) combine in-domain and out-of-domain
datasets to improve abstractive summarization on

small data. While Magooda and Litman (2020)
propose a template-based data synthesis method to
improve the small data abstractive summarization.
Coavoux et al. (2019) study an unsupervised aspect-
based abstractive summarization approach but it is
difficult to extend it to predefined aspects. Recently,
AdaptSum (Yu et al., 2021) leverages the idea of
extra pre-training on BART. They compare interme-
diate training by a second summarization dataset
with continuing BART pre-training using two pre-
training approaches: a time-consuming domain-
adaptive pre-training (using a corpus related to
target) and task-adaptive pre-training (using un-
labelled target data). They show intermediate train-
ing surpasses continuing the BART pre-training.
Similar to our idea of using task-specific self-
supervised pre-training, self-supervised generic
summaries extracted from the first sentences of
Wikipedia documents (Fabbri et al., 2021) and
news articles (Zhu et al., 2021) are used to pre-train
summarization models for social media, patent doc-
ument, and news summarization tasks. Duan et al.
(2019) also investigate cross-lingual abstractive
summarization using a back-translation approach.
Zero-shot multi-document summarization has been
also studied using pre-trained models (Goodwin
et al., 2020). To the best of our knowledge, our pa-
per is the first study investigating zero-shot aspect-
based summarization.

3 Methods

In this section, we first present how we formulate
the aspect-based summarization problem relying
on BART pre-trained model. Then, we propose
a method to use unlabelled data for an additional
self-supervised pre-training step to improve the
zero-shot performance.

3.1 Aspect-Based Summarization

Given an aspect phrase A = {A1, A2, ..., AK}
containing K words, and a document D =
{W1,W2, ...,WN} containing N words, the
aspect-based summarization task aims to summa-
rize D into summary S = {S1, S2, ..., SM} with
respect to aspect A using an autoregressive summa-
rization model St+1 = Model(St, X = {D,A})
for t = {0, ...,M− 1}. We use BART, a pre-
trained model combining bidirectional and auto-
regressive transformers, to encode documents and
aspects together and generate aspect-based sum-
maries. To combine aspects and documents as in-
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put X , we concatenate A to the beginning of D
with the following format:

X =<s> {A1, ..., AK} </s> {W1, ...,WN}

where <s> and </s> are the beginning of sen-
tence, and separation tokens, respectively. Finally,
we train the model with cross-entropy loss function
similar to a generic summarization task.

3.2 Self-Supervised Training
A model can extend its prediction to unseen aspects
only if it can make a semantic connection between
the aspect and the document content. When only
a limited amount of aspects is available, there is a
risk that the model treats those as "special tokens"
and does not exploit their semantic meaning. There-
fore, to make such connection stronger, the model
needs more diverse samples. In order to extend it,
we propose self-supervised pre-training on (sub-
)sections headings from the articles. We assume
headings are phrases conveying the central topic of
sections and are good alternatives for aspects.

We propose extracting self-supervised samples
from the PubMed and FacetSum training sets. Fig-
ure 1 explains our extraction method. We use
the (sub-)sections headings as aspects. We assign
sentences in the corresponding (sub-)sections as
aspect-based summaries and truncate the sentences
up to 300 characters. We pre-train BART with
the extracted dataset using the same cross-entropy
loss function used for the final summarization task.
While our pre-trained model can theoretically copy
text from input to output, it is impossible to copy
sentences for most aspects as they are not in the
model input range. We experimented with exclud-
ing targets from inputs and found no significant
difference in the final performance (Table 10 Ap-
pendix C).

We assume training a model to generate sen-
tences conditioned on an aspect (heading) helps
the model to understand the concept of aspect and
learn representations better for diverse aspects. In
other words, instead of directly training on labelled
aspect-based summarization, we train the model in-
directly using a self-supervised approach and later
fine-tune it on real summarization samples.

4 Datasets

For our experiments, we consider FacetSum, an
aspect-based summarization benchmark built on
Emerald articles. In addition, we process PubMed
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Figure 2: Histogram of 50 most frequent aspects in
the self-supervised samples (top: PubMed⋆, bottom:
FacetSum⋆). PubMed⋆ has [150K,1.4K,214,33] unique
aspects with frequency of higher than [1,10,100,1000]
(FacetSum⋆:[96K,841,120,21]). Aspects removed from
the NoOverlap datasets are highlighted in red.

and convert into a large aspect-based scientific
document summarization dataset. We scraped
the PubMed website to collect the structured ab-
stracts corresponding to the papers in the PubMed
summarization dataset. We match papers to their
web-page using their article ID. We use Beautiful-
Soup library3 and leverage the HTML structure
of abstracts on their web-page to extract five as-
pects: introduction, objectives, methods, results,
and conclusion. We manually checked the aspects
and their summary and set rules to convert differ-
ent spellings and typos (e.g., intro→introduction,
method→methods) into the five standard aspects.
For papers text and sections, we stick to the
PubMed dataset. Table 1 shows the datasets statis-
tics. We slightly change the aspects in FacetSum
to make it similar to our dataset and make do-
main shift study possible (purpose→objectives,
method→methods, findings→results).

For self-supervised pre-training we create two
self-supervised datasets: PubMed⋆ and FacetSum⋆,
from PubMed and FacetSum aspect-based sum-
marization datasets as described in section 3.2.
PubMed⋆ and FacetSum⋆ contain 658K and 279K
samples and 150K and 96K unique aspects, respec-
tively. Additional dataset PubMed⋆-NoOverlap and

3www.crummy.com/software/BeautifulSoup/bs4/doc/
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Model R-1 R-2 R-L
Pu

bM
ed

G
en

er
ic Discourse (Cohan et al., 2018) 38.93 15.37 35.21

PEGASUS (Zhang et al., 2020) 39.98 15.15 25.23
BART 45.04 18.45 40.62

Pu
bM

ed

Greedy Extractive (Oracle) 56.61 39.23 47.58
BART 39.03 18.47 34.10
BART-Independent† 38.91 18.21 33.89
BART Shuffle Aspects 24.21 6.18 19.86

Fa
ce

tS
um

G
en

er
ic BART (Meng et al., 2021) 45.49 18.10 42.74

BART-Facet (Meng et al., 2021) 49.29 19.60 45.76
BART 49.98 19.89 46.68

Fa
ce

tS
um

Greedy Extractive (Oracle) 51.87 32.09 41.55
BART (Meng et al., 2021) 23.27 10.31 20.29
BART-Facet (Meng et al., 2021) 37.97 15.17 32.08
BART 36.97 15.50 31.48
BART-Independent† 36.77 15.26 31.23
BART Shuffle Aspects 28.18 6.94 22.71

Table 2: Baselines and the state of the art performance
on PubMed and FacetSum generic and aspect-based
summarization evaluation sets. Results for the models
with † are averaged over all aspects. Results by Meng
et al. (2021) are based on BART extended to 10K tokens.

FacetSum⋆-NoOverlap are the variants in which we
exclude aspects that overlap with the main aspects
(shown by red in Figure 2). We only exclude as-
pects containing the main aspects but not semanti-
cally equivalent words. These datasets would allow
assessing to what extent the model can perform
semantic connection with new aspects.

5 Experiments and Results

In this section, we first explain model hyper-
parameters. Then, we assess models’ ability to
make a semantic connection between aspects and
summaries in different experimental setups and un-
derstand to what extend pre-training helps.

We rely on BART base available through Hug-
gingFace’s Transformers library (Wolf et al., 2019).
It is trained for each dataset we tackle. Fine-tuning
is done on 1 GPU (NVIDIA V100), with a batch
size of 64 (8 gradient accumulation steps). We
train the model for 10 epochs (2 epochs for self-
supervised pre-training) with a learning rate of
3e−4 and 500 warm-up steps and set the maximum
input length to 1024, the BART official length (see
Appendix A for a full list of hyper-parameters).

5.1 Baselines Experiments

System performance is evaluated with the ROUGE
metric (Lin and Hovy, 2003), the default evalua-
tion metric in the field in absence of universally
acceptable semantic and factuality metrics. Table
2 reports R-1, R-2 and R-L scores, measuring the
N-gram overlap between the reference and gener-

ated summaries for different baseline models. The
first part of the table reports the results on generic
summarization (summarizing into full abstracts)
for a sanity check and compare the ROUGE scores
between off-the-shelf BART model, as well as the
BART model fine-tuned on PubMed or FacetSum.4

For aspect-based summarization we consider fol-
lowing baselines:

• Greedy extractive: an extractive summariza-
tion oracle using the greedy extractive (Nal-
lapati et al., 2017) method. We calculate
ROUGE-N between every sentence in a doc-
ument and the reference aspect-based sum-
maries to find top sentences with the highest
scores. The best set of sentences in terms of
ROUGE-N scores is selected per document,
and then scores are aggregated for all samples.
The same score chooses sentences for each
ROUGE-N score oracle.

• BART: BART model fine-tuned on the aspect-
based summarization task containing all the
available aspects. This is used as a fully su-
pervised baseline for zero-shot experiments.

• BART-Independent: BART model trained on
each aspect independently; we report an aver-
age performance across all the aspects. This
baseline is not applicable in zero-shot settings
and is reported for comparing baselines.

• BART Shuffle Aspects: We evaluate the BART
aspect-based summaries generated from a
wrong aspect (input document is the same
but aspects’ summaries are replaced randomly,
e.g., objectives→methods). This baseline
serves as a lower-bound performance.

Table 2 shows the baseline results of the generic
and aspect-based summarization models. As
expected, greedy extractive establishes a maxi-
mum oracle extractive summarization performance.
BART slightly surpasses BART-Ind, showing that
training all aspects together results in a better per-
formance. Also, independent training is not appli-
cable in the zero-shot setups. BART-Shuffle per-
forms significantly worse than the other models.

4We use BART with a length of 1024. We experimented
with longer BART models (extending positional embedding
to 2,048 and 4,096 tokens) and PEGASUS. We did not see a
significant gain in the overall performance of longer BART
except the improvement on summaries requiring information
from the end of papers (e.g., conclusion). Thus we continued
all the experiments with the standard BART (Appendix B).
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Model Introduction Objectives Methods Results Conclusion
Greedy-Ext. 55.54/38.51/47.09 57.86/37.94/49.65 57.86/37.94/49.65 56.59/40.00/46.09 61.08/44.88/53.81
BART 40.66/22.12/36.18 51.45/31.79/46.09 40.78/19.08/35.84 34.73/12.91/30.69 34.03/14.11/28.17
BART-Ind. 40.76/22.03/36.22 51.11/31.09/45.44 41.01/19.26/35.99 34.16/12.40/30.10 33.95/13.76/28.13
BART-Shuf. 26.14/07.14/21.63 27.94/08.51/22.04 24.07/06.14/19.86 20.16/04.08/17.08 24.67/05.78/19.79

Table 3: Baseline and SOTA performance on the PubMed aspect-based summarization dataset (R-1/R-2/R-L).

Model Objectives Methods Results Value
Greedy-Ext. 54.94/34.27/44.54 49.27/29.82/39.18 53.25/34.35/42.49 50.18/29.97/40.33
BART (Meng et al., 2021) 46.74/27.09/41.21 23.66/07.92/20.53 16.39/04.63/14.33 06.30/01.62/05.07
BART-Facet (Meng et al., 2021) 48.65/27.72/42.55 33.49/11.01/28.07 34.46/10.49/28.98 35.27/11.44/28.70
BART 48.83/29.10/43.46 32.79/11.71/27.64 32.67/10.21/27.43 33.58/10.98/27.38
BART-Ind. 48.77/28.92/43.31 32.59/11.61/27.39 32.26/09.80/26.96 33.47/10.73/27.26
BART-Shuf. 32.52/09.75/26.34 25.86/05.71/20.96 25.76/05.61/20.83 28.48/06.63/22.79

Table 4: Baseline and SOTA performance on the FacetSum aspect-based summarization dataset (R-1/R-2/R-L).

PubMed FacetSum
Pre-Train Train R-1 R-2 R-L Pre-Train Train R-1 R-2 R-L

Fully Supervised BART Baseline
- PubMed 39.03 18.47 34.10 - FacetSum 36.97 15.50 31.48

Lower-bound BART Shuffle Aspect Baseline
- PubMed 24.21 6.18 19.86 - FacetSum 28.18 6.94 22.71

Domain Shift: Out-Of-Domain Labelled Data & Unlabelled
- FacetSum 28.89 10.20 24.52 - PubMed 31.03 10.04 25.75
PubMed⋆ FacetSum 31.31 11.53 26.79 FacetSum⋆ PubMed 31.67 10.34 26.25
PubMed⋆

(No Overlap) FacetSum 30.37 10.68 25.69 FacetSum⋆
(No Overlap) PubMed 31.17 10.10 25.90

FacetSum⋆ FacetSum 28.92 10.12 24.46 PubMed⋆ PubMed 30.48 9.48 25.29
Only Unlabelled Data

PubMed⋆ - 30.76 11.64 26.16 FacetSum⋆ - 28.18 7.60 23.54
PubMed⋆

(No Overlap) - 29.70 10.93 25.20 FacetSum⋆
(No Overlap) - 26.90 6.67 22.45

FacetSum⋆ - 28.68 9.79 24.30 PubMed⋆ - 27.24 7.01 22.34

Table 5: Performance on PubMed and FacetSum when out-of-domain training data is available (domain shift) or
only unlabelled data is available. PubMed⋆ and FacetSum⋆ are the self-supervised datasets for pre-training.

It indicates that the aspects belonging to a spe-
cific paper still demand significantly different sum-
maries. Such a model primarily generates generic
summaries rather than aspect-related summaries.

Tables 3 and 4 report the performance in terms
of different aspects. In both datasets, objective
reaches the best ROUGE scores while the perfor-
mance drops for results, conclusion, and value. A
similar phenomenon has been observed by Meng
et al. (2021) and can possibly happen due to fact
that information needed for summarizing results,
conclusion, and value are mostly spread at the end
of papers while information about objectives is
skewed toward the beginning of the papers. The
performance drop could be also because we trun-
cate documents into a maximum length (1024 to-
kens) required by default BART architecture.

5.2 Domain Shift and Unlabelled Experiments

We define different experimental setups concerning
the dataset used for pre-training and training. To be
zero-shot, a model cannot be trained on in-domain

labelled dataset. However, it can be pre-trained on
the same unlabelled in-domain dataset (PubMed⋆

or FacetSum⋆) in a self-supervised approach. This
is a real-life case when there are numerous unla-
belled but no labelled samples. As shown in Table
5, our proposed in-domain pre-training alleviates
the domain shift problem. The best performance
on both datasets is when the models trained on
an out-of-domain dataset (PubMed or FacetSum)
is pre-trained on the unlabelled in-domain dataset
(PubMed⋆ or FacetSum⋆). It gets closer to the
fully supervised baseline performance and outper-
forms the lower-bound. In addition, experiments
with only unlabelled data show that our proposed
pre-training achieves comparable results with cases
where out-of-domain labelled data is available. In-
terestingly, the models pre-trained on PubMed⋆ per-
forms better on PubMed than the model fine-tuned
only on FacetSum⋆. This does not hold for the same
case on the FacetSum experiment. We hypothesize
that it might be due to the significantly larger size of
PubMed⋆ (658K) compared to FacetSum⋆ (279K).
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PubMed FacetSum
Pre-Train Train Test R-1 R-2 R-L R-1 R-2 R-L
✗ All - Introduction Introduction 30.88 11.65 25.66 - - -
✓ All - Introduction Introduction 40.07 21.22 35.5 - - -
✓✓ All - Introduction Introduction 38.76 20.29 33.86 - - -
✗ All - Objectives Objectives 28.97 8.97 22.99 29.08 8.33 23.87
✓ All - Objectives Objectives 34.28 14.26 28.06 36.28 12.92 29.74
✓✓ All - Objectives Objectives 30.69 10.60 24.84 29.15 8.28 23.77
✗ All - Methods Methods 25.68 7.03 21.10 27.32 6.59 22.16
✓ All - Methods Methods 27.28 7.70 22.23 28.13 6.84 22.79
✓✓ All - Methods Methods 27.41 7.89 22.8 28.07 6.59 22.63
✗ All - Results Results 21.28 4.68 17.92 23.82 5.25 19.47
✓ All - Results Results 22.86 5.05 19.51 23.07 4.80 18.90
✓✓ All - Results Results 21.12 4.67 17.79 24.22 5.28 19.83
✗ All - Conclusion Conclusion 27.92 7.36 21.86 - - -
✓ All - Conclusion Conclusion 31.23 9.17 24.73 - - -
✓✓ All - Conclusion Conclusion 30.03 8.13 23.49 - - -
✗ All - Value Value - - - 30.41 7.86 24.22
✓ All - Value Value - - - 31.45 7.92 25.05
✓✓ All - Value Value - - - 29.25 7.41 23.52

Table 6: Leave-one-out experiment on PubMed and FacetSum. The models are trained on all aspects except the one
which the model is tested on. Considering in-domain training, this table shows unseen aspect performance. ✗: no
pre-training except the BART official pre-training. ✓: model is pre-trained on PubMed⋆ or FacetSum⋆ (in-domain).
✓✓: model is pre-trained on PubMed⋆ (No Overlap) or FacetSum⋆ (No Overlap) (in-domain).

PubMed FacetSum
Pre-Train Paraphrased Aspect R-1 R-2 R-L R-1 R-2 R-L
✗ Introduction (baseline) 40.66 22.12 36.18 - - -
✗ Introduction -> Background ▼ 27.98 9.34 23.62 - - -
✓ Introduction -> Background 41.47 22.48 36.79 - - -
✗ Introduction -> Context ▼ 30.37 11.92 25.95 - - -
✓ Introduction -> Context 40.28 21.58 35.64 - - -
✗ Objectives (baseline) 51.45 31.79 46.09 48.83 29.10 43.46
✗ Objectives -> Objective 51.37 31.66 46.03 48.91 29.17 43.52
✓ Objectives -> Objective 51.10 31.39 45.60 48.51 28.81 43.14
✗ Objectives -> Purpose ▼ 36.03 15.93 29.84 46.70 26.11 41.11
✓ Objectives -> Purpose 49.77 29.92 44.09 48.28 28.46 42.88
✗ Objectives -> Aims ▼ 28.89 9.29 23.02 30.95 9.64 25.34
✓ Objectives -> Aims 42.67 22.99 36.72 45.19 24.82 39.55
✗ Methods (baseline) 40.78 19.08 35.84 32.79 11.71 27.64
✗ Methods -> Method 40.67 18.75 35.75 32.94 11.82 27.73
✓ Methods -> Method 41.13 19.24 36.07 32.85 11.88 27.69
✗ Methods -> Materials and Methods 40.84 19.16 35.82 32.98 11.75 27.82
✓ Methods -> Materials and Methods 40.58 19.05 35.58 32.77 11.80 27.69
✗ Methods -> Research Design ▼ 34.82 14.23 29.74 32.68 11.34 27.41
✓ Methods -> Research Design 38.22 17.18 33.12 32.84 11.81 27.62
✗ Methods -> Methodology 40.88 19.13 35.90 32.92 11.82 27.81
✓ Methods -> Methodology 40.82 19.24 35.75 32.77 11.82 27.62
✗ Results (baseline) 34.73 12.91 30.69 32.67 10.21 27.43
✗ Results -> Result 34.42 12.73 30.30 32.46 10.05 27.21
✓ Results -> Result 34.12 12.53 30.00 32.46 9.98 27.22
✗ Results -> Discussion ▼ 23.57 7.09 20.09 26.12 5.90 21.25
✓ Results -> Discussion 19.80 4.18 16.65 29.06 7.82 23.93
✗ Results -> Finding ▼ 24.85 6.01 21.37 26.63 6.40 21.81
✓ Results -> Finding 29.11 9.24 25.29 32.46 10.01 27.20
✗ Conclusion (baseline) 34.03 14.11 28.17 - - -
✗ Conclusion -> Conclusions 33.97 14.13 28.16 - - -
✓ Conclusion -> Conclusions 33.94 13.92 28.04 - - -
✗ Value (baseline) - - - 33.58 10.98 27.38
✗ Value -> Values ▼ - - - 32.24 10.59 26.98
✓ Value -> Values - - - 33.46 10.99 27.35

Table 7: Paraphrasing experiment on PubMed and FacetSum. In each section, we evaluate the model trained on all
original aspects on a new paraphrased aspect, e.g., introduction→background reports the case when introduction
summaries are assigned to background. Considering in-domain training, this table shows unseen aspect performance.
Significant drop in no pre-train cases are shown by ▼.
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Figure 3: Aspect-based summarization performance
with limited supervised examples. Pre-training with
in-domain and out-of-domain datasets significantly im-
proves the low-resource training sample performance.
Top: evaluation done on PubMed dataset, Bottom: eval-
uation is done on FacetSum dataset. ( —– BART , –•–
BART + pre-trained on PubMed⋆, –×– BART + pre-
trained on FacetSum⋆, - - - BART fine-tuned on all
samples)

It is also promising that pre-trained models with
no aspect overlap with the target aspect perform
quite well. Such cases simulate the entirely unseen
aspects in real scenarios.

5.3 Unseen Aspect Experiments

Leave-One-Out Experiments. This section stud-
ies leave-one-out experiments, aiming to investi-
gate performance on unseen aspects within the
same domain. We fine-tune BART for aspect-based
summarization on all aspects except one that is left
out for evaluation. We repeat the experiments for
all the aspects available within our dataset. Ta-
ble 6 reports the results for this experiment for
both PubMed and FacetSum datasets. We com-
pare baseline model (✗) and models enriched with
self-supervised pre-training step as described in the
section 3.2. The self-supervised pre-training can be
done either on all the section headings (✓) or only
on those non-overlapping with aspects of interest
(✓✓). First, we note that zero-shot performance
without self-supervised pre-training performs sig-
nificantly worse compared to fully supervised mod-
els although it is still above random lower bound
BART-Shuffle model (cf. tables 3 and 4). The pre-
training step allows to significantly improve this
performance for most of the aspects. As shown,
non-overlapping pre-training (✓✓) also performs
better than without pre-training cases except re-
sults and value. introduction and objective aspects
experience the most improvement. As discussed

previously (section 5.1) this could be due to the
fact that information required to summarize these
aspects are skewed toward the beginning of papers
(Meng et al., 2021), and therefore is always within
the input range of BART.

Paraphrasing Experiments. We study another
zero-shot experiment where aspect word is para-
phrased for evaluation. This experiment aims to
understand to what extent a model can exploit the
semantic meaning of aspects to generate good sum-
maries. Table 7 reports results comparing models
with and without pre-training. As in the previous
experiment, the model without pre-training may
significantly drop when replacing the original as-
pect with its alternative, specially when it does not
share common sub-words. However, it still per-
forms better than the random lower bound model
meaning that it relies on the semantics of the aspect
to some extent (cf. tables 3 and 4). The pre-training
step makes the models suffering from a significant
drop (▼) more robust to aspects paraphrasing while
it does not significantly decline the performance in
other cases. This is probably because the model has
been exposed to a much richer and more diverse
set of aspects during pre-training, and therefore
learned to exploit aspect semantics better.

5.4 Few-Shot Experiments
Our final experiment aims at evaluating the sum-
marization performance with limited supervised
examples. For this, we train BART on the first
10, 100, 1K, 10K, and 100K training samples from
each dataset. We repeat the experiments with the
BART models pre-trained on the PubMed⋆ and
FacetSum⋆ self-supervised datasets. Figure 3 plots
the learning curves behaviour of different models
as the amount of supervision grows. We see that
models with self-supervised pre-training consis-
tently surpass the baseline model. This superior-
ity is much more significant in the few-shot cases,
but the differences fade as more training samples
is available and models become fully supervised.
As expected, the models pre-trained on in-domain
datasets perform better than the out-domain pre-
trained models.

6 Conclusion

In this paper, we studied the problem of zero-
shot aspect-based summarization of scientific docu-
ments. We established various experimental setups
to investigate the effect of additional pre-training
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and intermediate training on the zero-shot perfor-
mance with respect to domain shift from biomed-
ical to management and unseen aspects. We pro-
posed a self-supervised approach to pre-train the
model using unlabelled target datasets. Results
indicate that additional pre-training on the target
dataset followed by intermediate training results in
the best zero-shot performance.

We established leave-one-out and paraphrasing
experimental setups to simulate the practical case
of facing unseen aspects and showed the promis-
ing effect of additional self-supervised pre-training.
Our proposed pre-training step improves the per-
formance in the few-shot settings.

Investigating the effect of pre-training in terms
of semantics and factuality evaluation scores can
be done in the future.
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A Training Hyper-parameters

BART fine-tuning is done on 1 GPU with 32GB
memory (NVIDIA V100) with a batch size of 64.
We use a gradient accumulation step of 8 and have
8 training samples per GPU per step. We train the
model for 10 epochs (2 epochs for self-supervised
pre-training). We use a learning rate of 3e− 4 and
500 warm-up steps. The maximum source length
is set to 1024, and the maximum target length is
set to 256. We set weight decay to 0.01, maxi-
mum gradient norm to 0.1, learning scheduler type
to polynomial, label smoothing factor to 0.1, and
dropout to 0.1, length penalty to 1.0, and the num-
ber of beams to 4.

B BART with Extended Input Length

BART has been pre-trained with a standard maxi-
mum input length of 1024 (Lewis et al., 2020). We
can simply extend its positional embedding. How-
ever, as it has not been pre-trained with extended
positional embedding, it would under-perform ef-
ficient transformers such as Longformer which is
pre-trained on long inputs (Beltagy et al., 2020;
Sekulić et al., 2020). In addition, the computa-
tional complexity of BART increases quadratically
with input length; therefore, extended BART is sub-
stantially expensive to be trained. Table 8 and 9
compare the performance of standard BART with
BART 2048 and BART 4096. While the extended
models enhance the performance for method, re-
sults, conclusion, and value, which require informa-
tion spread mostly at the end of papers, the overall
improvement is not significant considering extra
complexity and excessive training time. The BART-
Facet model (Meng et al., 2021), which is an ex-
tended BART to 10,000 tokens, confirms the same
trend.

C Masked Self-Supervised Pre-training

This section compares our default pre-trained ap-
proach with a masked version where we exclude
target texts from inputs during the pre-training step.
Our goal is to see the performance change when
we remove the slight chance of copying sentences
from input to output in the default setup. Note, it
is impossible to copy sentences for most aspects
as they are not in the model input range. Table 10

59



indicates that the difference between the two cases
is insignificant.

D Summarization Examples

This section provides a number of summaries using
different experimental setups. Table 11 presents
generated summaries in fully-supervised, zero-
shot, leave-one-out, and paraphrasing setups. It
is not trivial to interpret these examples; how-
ever, some simple patterns can be observed. In
the absence of in-domain supervised training, sum-
maries are far from perfect, but pre-training can
improve summaries when there is domain-shift or
unseen aspect. Also, simple paraphrasing (e.g.,
conclusion→conclusions) cannot change the sum-
mary significantly unlike when there is no common
sub-words between the two aspects (e.g., objec-
tives→purpose,aims).
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Model Introduction Objectives Methods Results Conclusion
BART 1024 40.66/22.12/36.18 51.45/31.79/46.09 40.78/19.08/35.84 34.73/12.91/30.69 34.03/14.11/28.17
BART 2048 39.92/21.27/35.33 52.05/32.30/46.52 40.01/20.29/36.89 38.88/17.28/34.51 36.01/16.39/30.27
BART 4096 39.28/21.53/34.86 52.05/32.17/46.39 44.44/20.04/36.32 39.33/18.87/35.13 41.13/23.25/36.12

Table 8: Comparing BART with the standard maximum length of 1024 and the extended BART models on the
PubMed aspect-based summarization dataset.

Model Objectives Methods Results Value
BART 1024 48.83/29.10/43.46 32.79/11.71/27.64 32.67/10.21/27.43 33.58/10.98/27.38
BART 2048 49.82/30.22/44.34 34.64/13.48/29.22 34.16/11.41/28.70 34.19/11.72/27.95
BART 4096 49.96/30.63/44.58 35.20/13.97/29.68 34.18/12.04/29.27 33.95/11.76/27.86
BART-Facet 10000 (Meng et al., 2021) 48.65/27.72/42.55 33.49/11.01/28.07 34.46/10.49/28.98 35.27/11.44/28.70

Table 9: Comparing BART with the standard maximum length of 1024 and the extended BART models on the
FacetSum aspect-based summarization dataset.

PubMed FacetSum
Pre-Train Train R-1 R-2 R-L Pre-Train Train R-1 R-2 R-L

Domain Shift: Out-Of-Domain Labelled Data & Unlabelled
PubMed⋆ FacetSum 31.31 11.53 26.79 FacetSum⋆ PubMed 31.67 10.34 26.25
PubMed⋆

Masked FacetSum 31.44 11.52 26.83 FacetSum⋆
Masked PubMed 31.27 10.18 25.96

FacetSum⋆ FacetSum 28.92 10.12 24.46 PubMed⋆ PubMed 30.48 9.48 25.29
FacetSum⋆

Masked FacetSum 28.23 9.87 23.75 PubMed⋆
Masked PubMed 31.21 9.91 25.87

Only Unlabelled Data
PubMed⋆ - 30.76 11.64 26.16 FacetSum⋆ - 28.18 7.60 23.54
PubMed⋆

Masked - 30.73 11.79 26.15 FacetSum⋆
Masked - 28.30 7.91 23.71

FacetSum⋆ - 28.68 9.79 24.30 PubMed⋆ - 27.24 7.01 22.34
FacetSum⋆

Masked - 28.49 9.63 24.12 PubMed⋆
Masked - 27.90 7.50 23.06

Table 10: Comparing normal self-supervised pre-training using PubMed⋆ and FacetSum⋆ with their masked version.
In masked datasets, the target text is masked during training.
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Aspect: Objectives
Reference: To evaluate the efficacy and safety of outpatient management of severe ovarian hyperstimulation
syndrome (OHSS) requiring placement of a pigtail catheter.
Fully Supervised (Training: PubMed): To evaluate the efficacy and safety of pigtail catheter drainage in the
management of severe/critical OHSS in patients who underwent in vitro fertilization and embryo transfer at our
centre. (50/36/43)
Zero-Shot (Training: FacetSum): The purpose of this paper is to evaluate the efficacy and safety of pigtail
catheter drainage in the management of severe ohss in patients who underwent in vitro fertilization and embryo
transfer at the centre between 1999 and 2001. (41/31/36)
Zero-Shot (Training: FacetSum, PubMed⋆): The purpose of this paper is to assess the efficacy of pigtail
catheter drainage in the management of severe/critical ohss in patients who underwent in vitro fertilization.
(44/17/32)
Leave-One-Out: The mean age of the patients was 22.5 years (range: 12-40 years). The mean duration of
pregnancy was 23.5 months. The mean number of oocytes retrieved per day was 2.5 (range, 1-4). The average
number of embryos retrieved per patient was 3 (range = 1-6). The catheter was successfully placed in all patients.
No complications were observed during the percutaneous drainage of ascites. (11/0/11)
Leave-One-Out (Training: PubMed⋆): Patients who underwent in vitro fertilization and embryo transfer at our
centre between 1999 and 2001 on both inpatient and outpatient clinics were included in this study. The catheter
was placed temporarily for a few days and drainage was completed through one procedure. (15/0/9)
Paraphrasing (Purpose): Percutaneous placement of a pigtail catheter for drainage of ascites caused by
severe/critical OHSS was effective and safe (45/21/25)
Paraphrasing (Purpose) (Training: PubMed⋆): To evaluate the efficacy and safety of percutaneous placement
of a pigtail catheter for drainage of ascites caused by severe/critical ovarian syndrome (72/47/54)
Paraphrasing (Aims): Percutaneous placement of a pigtail catheter for drainage of ascites caused by se-
vere/critical OHSS was effective in reducing the incidence of severe OHSS in both inpatient and outpatient
populations. (47/20/19)
Paraphrasing (Aims) (Training: PubMed⋆): We evaluated the efficacy and safety of percutaneous placement
of a pigtail catheter for drainage of ascites caused by severe/critical OHSS. (61/43/51)
Aspect: Conclusion
Reference: Nursing interventions based on family needs of hospitalized patients in the ICU increase their
satisfaction. Attention to family nursing should be planned especially in the ICUs.
Fully Supervised (Training: PubMed): According to the findings of this study, nursing interventions based on
family needs can increase the satisfaction of the families of the hospitalized patients in the ICU. (64/35/45)
Zero-Shot (Training: FacetSum): The family needs of the patients hospitalized in intensive care units of al -
zahra ( sa. (39/10/24)
Zero-Shot (Training: FacetSum, PubMed⋆): The study showed that the family needs of the patients in the icu
could increase their satisfaction and thus a reduction in stress. (48/29/44)
Leave-One-Out: The aim of this study was to determine the effectiveness of nursing interventions based on
family needs on family satisfaction level of hospitalized patients in the neurosurgery intensive care unit of
Al-Zahra Hospital, Isfahan, Iran. (48/30/35)
Leave-One-Out (Training: PubMed⋆): The aim of this study was to determine the effectiveness of nursing
interventions based on family needs on family satisfaction level of hospitalized patients in the neurosurgery
intensive care unit of Al-Zahra Hospital, Isfahan, Iran. (48/30/35)
Paraphrasing (Conclusions): According to the findings of this study, nursing interventions based on family
needs can increase the satisfaction of the families of the hospitalized patients in the intensive care unit. (58/30/40)
Paraphrasing (Conclusions) (Training: PubMed⋆): The results of this study showed that nursing interventions
based on family needs had a positive effect on the family satisfaction level of the hospitalized patients in the
intensive care unit. (49/29/38)

Table 11: Examples of summaries using different experimental setups. ROUGE scores are shown at the end of
summaries (R1/R2/RL).
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Abstract
We study the effect of seven data augmen-
tation (da) methods in factoid question an-
swering, focusing on the biomedical domain,
where obtaining training instances is partic-
ularly difficult. We experiment with data
from the bioasq challenge, which we aug-
ment with training instances obtained from an
artificial biomedical machine reading compre-
hension dataset, or via back-translation, infor-
mation retrieval, word substitution based on
word2vec embeddings or masked language
modeling, question generation, or extending
the given passage with additional context. We
show that da can lead to very significant per-
formance gains, even when using large pre-
trained Transformers, contributing to a broader
discussion of if/when da benefits large pre-
trained models. One of the simplest da meth-
ods,word2vec-based word substitution, per-
formed best and is recommended. We release
our artificial training instances and code.

1 Introduction

Question Answering (qa) systems aim to answer
natural language questions by searching in struc-
tured (Fu et al., 2020; Luo et al., 2018; Yadati et al.,
2021) or unstructured data, such as free-text docu-
ments (Aghaebrahimian, 2018). Here we consider
qa of the latter kind. Fully fledged qa systems for
document collections retrieve relevant documents,
identify relevant passages, extract and aggregate
answer spans etc. (Chen et al., 2017a; Pappas and
Androutsopoulos, 2021). There are also different
types of questions, e.g., yes/no, factoid, list, how-to.
Thus, creating realistic datasets to train and evalu-
ate complete qa systems for document collections
is resource intensive, especially for systems target-
ing specialized domains. A prime example is the
biomedical domain, the focus of this work, where
obtaining realistic training (and test) instances re-
quires medical expertise, which is costly and diffi-

cult to obtain. Consequently, biomedical datasets
for full qa systems contain just a few thousand
training instances (Tsatsaronis et al., 2015; Möller
et al., 2020) or focus on simpler question types
only, e.g., yes/no questions (Jin et al., 2019).

A simplified form of qa for textual data is Ma-
chine Reading Comprehension (mrc) (Yang et al.,
2015; Rajpurkar et al., 2016; Campos et al., 2016;
Chen et al., 2017b; Lai et al., 2017; Joshi et al.,
2017; Kwiatkowski et al., 2019; Reddy et al., 2019;
Jin et al., 2019; Wang et al., 2020), where the sys-
tem is given a question and a particular (or a few)
passage(s) and the answer must be found therein.
In effect, mrc focuses on a particular core stage
of a full qa pipeline, identifying answer spans,
assuming that relevant documents and passages
have already been identified. We also focus on
this stage, adopting an mrc setting. Large generic
(non domain-specific)mrc datasets have been con-
structed via crowd-annotation (Rajpurkar et al.,
2016, 2018; Yang and Choi, 2019; Joshi et al.,
2017), but crowd-annotation on that scale is dif-
ficult when biomedical expertise is required. An
alternative is to automatically generate cloze-style
mrc datasets. The last sentence or title of a ran-
dom passage is treated as a question, some part
(e.g., named entity) of the ‘question’ is masked,
and the system is required to predict it. This ap-
proach has been used to generate large artificial
cloze-style mrc datasets (Hill et al., 2016; Chen
et al., 2016; Bajgar et al., 2016), including biomedi-
cal ones (Pappas et al., 2018, 2020). These datasets
could be used to augment real ones, but have mostly
been used as artificial experimental setups only.

When training examples for end-tasks are lim-
ited, as in realistic biomedical qa datasets, the
currently dominant approach in nlp is to use pre-
trained Transformers (Devlin et al., 2019; Liu et al.,
2019; Lan et al., 2019; He et al., 2020; Raffel et al.,
2020), possibly pre-trained on domain-specific
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corpora (Lee et al., 2019; Beltagy et al., 2019;
Chalkidis et al., 2020), and fine-tune (further train)
them on the limited examples of the end-tasks. Nev-
ertheless, increasing the number of end-task exam-
ples typically improves performance. One way to
achieve this is to employ data augmentation (da)
(Shorten et al., 2021; Feng et al., 2021), which adds
artificial training instances to a training set, in our
case the training set of the end task. It is unclear,
however, which da methods improve most (if at
all) the performance of pre-trained models per end-
task (Longpre et al., 2019, 2020). Consequently,
Feng et al. (2021) recommend exploring when da
is effective for large pre-trained models.

In this paper, we thoroughly examine the im-
pact of da in biomedical qa, focusing on the
factoid questions of the bioasq challenge (Tsat-
saronis et al., 2015) in an mrc setting, i.e., we
assume that relevant text passages, called snip-
pets in bioasq, have already been identified. We
first evaluate on bioasq three indicative off-the-
shelf pre-trained models, distilbert (Sanh et al.,
2019), biobert (Lee et al., 2019), albert (Lan
et al., 2019), already fine-tuned on squad (Ra-
jpurkar et al., 2016) or squad-v2 (Rajpurkar et al.,
2018), and we select albert as our weak baseline.
We also fine-tune albert on bioasq, on top of
its squad fine-tuning, to obtain a stronger base-
line. We then obtain additional artificial training
instances from an artificial cloze-stylemrc dataset,
or via back-translation, information retrieval (ir),
word substitution based onword2vec or masked
language modeling, question generation, or by ex-
tending the given passages with additional context.
word2vec-based word substitution, one of the
simplest da methods considered, improves test
performance from 76.78% precision-recall auc
(for albert fine-tuned on squad and bioasq) to
84.99%. Although we focus on biomedical qa, our
work should also be of interest in qa for other spe-
cialized domains, e.g., legal qa (Kien et al., 2020;
Khazaeli et al., 2021; Zhang and Xing, 2021). Our
work is the largest, in terms of da methods consid-
ered, experimental study of da for qa (Section 4).

Our main contributions are: (1) We present the
largest (in terms of methods) experimental compari-
son of da methods for qa, focusing on biomedical
qa, where obtaining training instances is partic-
ularly difficult and costly. (2) We show that da
can lead to very large performance gains, even
when using pre-trained Transformers fine-tuned

on large generic (squad) and/or small domain-
specific (bioasq) end-task datasets, contributing
to a broader discussion of if/when da benefits pre-
trained models. (3) We show that artificial cloze-
style mrc datasets are useful for da. (4) We show
that one of the simplest da methods,word2vec-
based word substitution, is also the best and is,
therefore, recommended. (5) We make our artifi-
cial training examples and code publicly available.1

2 Experimental Setup

2.1 bioasq Data in a squad setting

We experiment with data from bioasq-8 (2021),
Phase B, Task B (Tsatsaronis et al., 2015), which
contain English questions of biomedical experts.
Each question is accompanied by (i) the gold an-
swer (often several alternative phrasings) and (ii)
gold relevant passages, called snippets (usually a
single sentence each) from biomedical articles; the
gold snippets contain the gold answer or other rel-
evant information. There are four question types:
yes/no, factoid, list, and questions requiring a sum-
mary. We focus on factoid questions (e.g., “Which
gene is involved in Giant Axonal Neuropathy?”).

We convert the bioasq data to triples each con-
taining a question, a single gold snippet, and the
span of the gold answer in the snippet, much as in
squad (Rajpurkar et al., 2016). If a question has
multiple gold snippets, we produce equally many
triples, discarding snippets that do not contain the
gold answer. This conversion and considering only
factoid questions allow us to use pre-trained Trans-
formers already fine-tuned on squad in a similar
setting.2 A disadvantage of the conversion is that
our results are not directly comparable to those
of bioasq. The goal of our work, however, is
to study the effect of different da methods on a
modern Transformer-based qa baseline (and we
show that fine-tuning it first on squad helps), not
to compete against bioasq participants, who often
use models tailored to the particular competition.

From the 941 factoid questions of the original
bioasq data, we obtained 3415 question-snippet-
answer triples. We split these in training, develop-
ment, test subsets (2848, 271, 296 triples, resp.),
ensuring no question is in more than one subsets.

1See http://nlp.cs.aueb.gr/publications.html
for links to the code and data.

2In the original bioasq data, multiple snippets may be
given for a particular question, the answer may be present in
several of them, and identifying any answer span suffices.
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Figure 1: The model used in all of the following ex-
periments. albert-xl is fed with a question and snip-
pet. Its contextualized embeddings are passed through
an mlp with sigmoid activations that produces a begin
(Pb) and end (Pe) probability per token of the snippet.

2.2 Off-the-shelf Models

As a starting point, we compared the performance
of three publicly available pre-trained models that
have already been fine-tuned for mrc on squad
(Rajpurkar et al., 2016) or squad-v2 (Rajpurkar
et al., 2018).3 At the time of our experiments, al-
bert-based models (Lan et al., 2019) were among
the best on the squad leaderboards; here, we use
albert fine-tuned on squad-v2. We also con-
sidered biobert (Lee et al., 2019), because it is
pre-trained on a biomedical corpus; again, we use
it fine-tuned on squad-v2. The third model, dis-
tilbert (Sanh et al., 2019), was chosen because
of its much smaller size, which makes running
experiments easier. This model is pretrained on
a generic corpus, like the original bert, and we
use it fine-tuned on squad. All three models are
used here off-the-self, i.e., they are only evaluated,
not trained in any way on bioasq data. Through-
out this work, we use the development subset of
the bioasq data to select models and configura-
tions of da methods, but in this experiment we use
the union of the training and development subsets,
since no bioasq training is involved. albert is
the best off-the-shelf model considered (Table 1),
hence we use it in all other experiments.4

Model prauc (bioasq train+dev)
distilbert (squad) 64.27
biobert (squad-v2) 69.22
albert (squad-v2) 75.05

Table 1: Off-the-shelf pre-trained models, fine-tuned
formrc on squad or squad-v2. We report Precision-
Recall auc (prauc, %) on bioasq training and devel-
opment data, since no bioasq training is involved.

3We obtained the models from https://huggingface.
co/ktrapeznikov/albert-xlarge-v2-squad-v2. We
use the xl version of albert. The other two models adopt
the bert-base architecture; no xl variants were available.

4We discuss prauc in Sections 2.3 and 2.4.

2.3 Model Architecture Modifications

The results of Table 1 were obtained by feeding the
three off-the-shelf models with the concatenation of
the question and snippet of each question-snippet-
answer bioasq triple (training or development),
without training of any kind. Following a typical
mrc architecture, each model was previously fine-
tuned (by others) on squad (or squad-v2) with
a shared dense layer on top of each contextualized
token embedding (of the snippet only) that the pre-
trained model generates. The dense layer produces
two logits per token, indicating the model’s con-
fidence that the token is the beginning or end of
the answer, respectively. Two separate softmax
activations operate across all the begin and end log-
its, respectively, and the answer is the span (of the
snippet) whose first and last tokens have the highest
sum of begin and end probabilities (and the correct
order).5 The two softmax activations presuppose
that there is a single contiguous answer span in each
snippet. This is true in squad, but in our bioasq
data the (single) answer of a triple may consist
of multiple non-contiguous spans of the triple’s
snippet (this happens in 583 out of 2,848 training
instances). Hence, in the following experiments,
where we further fine-tune albert on bioasq or
artificial training data, we replace the two softmax
activations by two sigmoids that produce the begin
and end probability per token of the snippet. Any
token whose begin (or end) probability is above a
threshold t is treated as the beginning (or end) of
an answer span. The prauc evaluation measure
(discussed below) aggregates results over different
t values. We also replace the dense layer on top of
the contextualized token embeddings by a Multi-
Layer Perceptron (mlp) with a single hidden layer,
which performed better on our development data.
We use this single typical mrc model architecture
(Fig.1) in all the following experiments, since we
aim to study the effect of several da methods, not
to propose new mrc model architectures.

2.4 Evaluation Measure

Given a development or test question-snippet-
answer triple and a decision threshold t (Sec-
tion 2.3), we compute precision and recall at the to-
ken level, i.e., we measure the ability of the model
to identify the tokens of the answer. Precision is
the number of correctly identified answer tokens,

5In squad-v2, additional layers decide if a question is
answerable. We do not discuss them to save space.
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divided by the number of tokens in the model’s
answer. Recall is the number of correctly identified
answer tokens, divided by the number of tokens
in the correct answer. For different thresholds t,
we obtain different precision-recall pairs for the
same question-snippet-answer triple, which can be
plotted as a precision-recall curve. We compute the
trapezoidal area under the precision-recall curve
(prauc), and we then macro-average the prauc
scores over the test (or development) triples.6

2.5 Baselines
We use two baselines that do not involve da: i) off-
the-shelf albert, pre-trained on a generic corpus,
already fine-tuned on squad-v2 (last model of Ta-
ble 1); and ii) same as the first baseline, but further
fine-tuned (on top of the fine-tuning on squad-v2)
on our bioasq training data, with the modified ar-
chitecture of Section 2.3. Table 2 shows that the
second baseline is much stronger. Hence, we re-
port performance gains with da methods against
the second baseline in subsequent sections.7

Model +train ex. prauc (bioasq dev)
albert (squad-v2) 0 80.25

+bioasq 2,848 89.57

Table 2: Performance of baselines on bioasq dev. data.
The first one is albert-xl fine-tuned on squad-v2.
The second one is also fine-tuned on bioasq, with the
modified architecture of Fig. 1. We also show the num-
ber of domain-specific (bioasq) training examples.

3 Data Augmentation Methods

There are two alternatives when using the artificial
training instances that da generates (Yang et al.,
2019). In our case, we always start with albert,
pre-trained on a generic corpus, and already fine-
tuned on squad-v2. In the first alternative, the
model is then further fine-tuned on the artificial
instances, and is then finally fine-tuned on the end-
task data (bioasq). In the second alternative, the
artificial and the end-task data are mixed, and the
model is fine-tuned on the mixed data. In each
experiment below, we use the alternative (among
the two) that leads to the best development prauc.

3.1 Artificial Cloze-style MRC Dataset
For this augmentation method, we use biomrc
(Pappas et al., 2020), the most recent and largest

6prauc is similar to Mean Average Precision (Manning
et al., 2008), but obtains precision-recall points differently.

7We also experimented pre-trained albert directly fine-
tuned only on bioasq, but the performance was much worse.

artificial cloze-style biomedical mrc dataset.
biomrc comes in two versions, large and lite,
with 813k and 100k cloze-style questions, respec-
tively. We use biomrc lite. Each ‘question’ is
the title of a biomedical article, with an entity men-
tioned in the title hidden. Each question is accom-
panied by a passage (the abstract of the article),
candidate answers (entities mentioned in the ab-
stract), and the gold answer. From each passage we
keep only the sentence containing the gold answer
as the given snippet, and we generate a question-
snippet-answer triple.8 If more than one sentences
of the passage contain the gold answer, we create
multiple triples, one for each sentence. We end up
with approximately 142k artificial training triples.

albert (squad-v2) +train ex. prauc (bioasq dev)
+bioasq 2,848 89.57
+biomrc 2,848 78.66

+biomrc +bioasq 5,696 91.57
+biomrc 10,000 91.20

+biomrc +bioasq 12,848 93.15
+biomrc 30,000 90.57

+biomrc +bioasq 32,848 92.19
+biomrc 50,000 91.19

+biomrc +bioasq 52,848 91.51
+biomrc 100,000 90.93

+biomrc +bioasq 102,848 92.39

Table 3: Adding training examples from an artificial
cloze-style mrc dataset (biomrc). The ‘+train ex.’
column shows the number of domain-specific training
examples (from biomrc and/or bioasq) used, on top
of examples seen during fine-tuning on squad-v2.

In Table 3, the starting point is the weak base-
line of Table 2 (albert fine-tuned on squad-v2).
We compare to the strong baseline (the second
one of Table 2), which was further fine-tuned on
bioasq (+bioasq). We show results when fine-
tuning on biomrc (+biomrc) instead of bioasq,
and when fine-tuning on both biomrc and bioasq
(+biomrc +bioasq), using 10k to 100k randomly
sampled biomrc examples. Interestingly, fine-
tuning on 10k artificial biomrc examples leads
to better performance (91.20 dev. prauc) than
fine-tuning on bioasq (89.57). The best perfor-
mance (93.15) is obtained by fine-tuning on both
bioasq and 10k biomrc examples. We attribute
this improvement to the resemblance of biomrc
to bioasq data. We see no benefit when adding
more than 10k biomrc examples, which may be
an indication that the useful (for bioasq) patterns
that the model can learn from biomrc are limited.

8See the appendix for examples of all the da methods.
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3.2 Back-translation
Back translation (btr) has been used for data aug-
mentation in several nlp tasks (Feng et al., 2021;
Shorten et al., 2021). The training examples are
machine-translated from a source to a pivot lan-
guage and back, obtaining paraphrases. We ini-
tially used French as the pivot language, then also
Spanish and German, always translating from En-
glish to a pivot language and back with Google
Translate. For each question-snippet-answer train-
ing triple of bioasq, we generate two new triples
by back-translating either the question or the snip-
pet. If a new triple is identical to the original one,
we discard it. We obtained 4,901 new training ex-
amples pivoting only to French, and 15,593 when
also pivoting to Spanish and German.

albert (squad-v2) +train ex. prauc (bioasq dev)

+bioasq 2,848 89.57
+btr [fr] 2,848 91.84

+btr [fr] +bioasq 5,696 92.95
+btr [fr] 4,901 89.80

+btr [fr] +bioasq 7,749 91.44
+btr [fr,es,de] 2,848 89.80

+btr [fr,es,de] +bioasq 5,696 89.99
+btr [fr,es,de] 14,229 92.21

+btr [fr,es,de] +bioasq 17,077 92.21

Table 4: Data augmentation via back-translation (btr),
using one (fr) or three (fr, es, de) pivot languages.

Table 3 shows that adding back-translations to
the bioasq training data increases development
prauc from 89.57 to 91.44 (or 92.66) with one
(or three) pivot languages. Using back-translations
with one pivot (+btr [fr]) instead of the original
bioasq data slightly surpasses the strong baseline
(89.80 vs. 89.57); and with three pivots, using only
back-translations (+btr [fr,de,es]) performs al-
most the same as adding the original bioasq data
too (92.52 vs. 92.66). These results show that btr
produces very good training instances and that fur-
ther benefits may be possible with more pivots.
Nevertheless simpler methods (e.g.,word2vec-
based word substitution, discussed below) offer
larger gains with fewer artificial training instances.

3.3 Information Retrieval
Data augmentation based on Information Retrieval
(ir) has been found promising in previous open-
domain qa work (Yang et al., 2019).9 Given a
question and a gold answer, the question is used as
a query to an ir system. Any retrieved document

9Yang et al. (2019) gained 2.7 to 9.7 F1 percentage points
(pp.) in all four datasets they experimented with.

(or passage therein) that includes the gold answer
is used to construct a new training example (with
the same question and gold answer). We used the
open data from the pubmed Baseline Repository10

to create a pool of 22.3M biomedical documents.
Each document is the concatenation of the title
and abstract of a pubmed article. We indexed all
documents with an ElasticSearch retrieval engine11

and used the 500 top ranked (by bm25) documents
per question. From the original 2,848 question-
snippet-answer triples, only 289 more were gener-
ated, because in most of the retrieved documents
no sentence included the entire answer (individual
terms of the answer might be scattered in the doc-
ument). We suspect that the biomedical experts
of bioasq create questions whose answers cannot
be found in large numbers of documents (unlike
common questions in open-domain qa datasets),
and the few relevant documents (and snippets) of
each question have already been included in the
bioasq training data. Table 5 shows that ir-based
augmentation led to very minor gains in our case,
because of the very few additional instances.

albert (squad-v2) +train ex. prauc (bioasq dev)
+bioasq 2,848 89.57

+ir 289 80.30
+ir +bioasq 3,137 89.80

Table 5: Data augmentation via information retrieval
(ir), using pubmed titles and abstracts as documents.

3.4 Word Substitution

These methods replace words of the original train-
ing examples by similar words (e.g., synonyms)
from a thesaurus (Jungiewicz and Smywinski-Pohl,
2019; Abdollahi et al., 2020) or words with similar
embeddings (Wang and Yang, 2015). More re-
cent work uses large language models, pre-trained
to predict masked tokens, which suggest replace-
ments of randomly masked words of the original
examples (Kobayashi, 2018; Wu et al., 2019).

3.4.1 word2vec-based Word Substitution
In this case, we use biomedical word2vec
(Mikolov et al., 2013; Brokos et al., 2018) em-
beddings. Given a question-snippet-answer train-
ing instance, we consider all the word tokens of
the snippet (excluding stop-words). For each to-
ken wi (i = 1, . . . , n) of the snippet, we select the
ki ≤ K most similar words w j ( j = 1, . . . , ki) of

10lhncbc.nlm.nih.gov/ii/information/MBR.html
11https://www.elastic.co/
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the vocabulary, using cosine similarity of word em-
beddings (~wi, ~w j), that satisfy cos(~wi, ~w j) ≥ C. We
then produce (k1 +1)(k2 +1) . . . (kn +1)−1 artificial
training instances by replacing each token wi of the
snippet by one of its ki most similar words (or it-
self), requiring at least one token of the original
snippet to have been replaced. We then randomly
sample 10k to 100k of the resulting instances and
use them as additional training examples. We set
K = 10, C = 0.95 based on preliminary experi-
ments on development data. Adding 10k of the
resulting artificial training examples to the origi-
nal bioasq examples leads to 95.60 development
prauc, outperforming the strong baseline (89.57)
by six percentage points (Table 6). Using only the
10k artificial examples, without any of the original
examples, achieves almost identical performance
(95.59), which suggests that the generated exam-
ples are of high quality. As when using artificial
mrc examples (Table 3), adding more than 10k
artificial instances provides no further benefit, prob-
ably because we end up adding too many minor
variants of the same original examples.

albert (squad-v2) +train ex. prauc (bioasq dev)
+ bioasq 2,848 89.57

+word2vec 2,848 95.56
+word2vec +bioasq 5,696 95.27

+word2vec 10,000 95.59
+word2vec +bioasq 12,848 95.60

+word2vec 30,000 95.28
+word2vec +bioasq 32,848 95.20

+word2vec 50,000 95.16
+word2vec +bioasq 52,848 95.13

+word2vec 100,000 95.36
+word2vec +bioasq 102,848 95.22

Table 6: Data augmentation with word2vec-based
word substitution, using biomedical embeddings.

The same da mechanism could have been ap-
plied to questions instead of snippets. In prelimi-
nary experiments, we employed an additional pre-
trained natural language inference (nli) model
(El Boukkouri et al., 2020) as a consistency mecha-
nism to ensure the modified snippets followed from
the original ones, but this also greatly reduced the
number of artificial training instances we could gen-
erate. Performance was better without this mecha-
nism, i.e., generating more artificial instances was
better than generating fewer higher quality ones.

3.4.2 Masked LM Word Substitution
Here we use biolm (Lewis et al., 2020) and specif-
ically a roberta-large model pre-trained on
pubmed, pmc, and mimic-iii (Zhu et al., 2018)

with a new vocabulary extracted from pubmed.12

We use the same process as in word2vec word
substitution, but each candidate replacement w j of
an original word wi of the snippet must now sat-
isfy p(w j) ≥ P (instead of cos(~wi, ~w j) ≥ C), where
p(w j) is the probability assigned to w j by the pre-
trained model; we also rank the candidate replace-
ments w j of each wi by p(w j). We set P = 0.95,
based on preliminary experiments on development
data. Table 7 shows that biolm-based substitution
is almost as good as word2vec-based substitu-
tion (94.45 vs. 95.60), but for biolm the best per-
formance is obtained with 50k artificial examples
(compared to 10k forword2vec). This is proba-
bly due to the fact that biolm suggests words that
fit the particular context of the word being replaced
and may, thus, suggest words with very different
meanings that can be used in the particular con-
text, adding noisy examples. By contrast, when
usingword2vec we compare more directly each
original word with candidate replacements.13

albert (squad-v2) +train ex. prauc (bioasq dev)
+bioasq 2,848 89.57
+biolm 2,848 91.76

+biolm +bioasq 5,696 92.37
+biolm 10,000 94.06

+biolm +bioasq 12,848 94.06
+biolm 30,000 93.63

+biolm +bioasq 32,848 93.75
+biolm 50,000 93.94

+biolm +bioasq 52,848 94.45
+biolm 100,000 93.79

+biolm +bioasq 102,848 93.84

Table 7: Data augmentation with word substitution
based on masked language modeling using biolm.

3.5 Question Generation
Question generation (qg) has been found an effec-
tive damethod in open-domainmrc (Alberti et al.,
2019; Chan and Fan, 2019; Lopez et al., 2020). The
main reported benefit is that it increases the diver-
sity of questions (Qiu and Xiong, 2019; Sultan
et al., 2020). Typically qg models are fed with a
snippet s, select an answer span a of s, and gener-
ate a question q answered by a. We take t5 (Raffel
et al., 2020) fine-tuned for qg on a modified version
of squad by Lopez et al. (2020)14 and use it to gen-

12We did not use biolm as an off-the-shelf qa model (Sec-
tion 2.2), because it was not available fine-tuned on squad.

13word2vec embeddings are not sensitive to the particular
context of the snippet and rely exclusively on the (many more)
contexts of each word encountered in the pre-training corpus.

14The t5 qg model we used is available at https://
github.com/patil-suraj/question_generation.
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erate alternative questions q′ and answer spans a′

from the snippets s of the bioasq 〈q, s, a〉 training
triples, producing artificial 〈q′, s, a′〉 triples. Multi-
ple artificial triples can be generated from the same
original one (the same s), but we require each q′ to
be answered by a different answer span a′ to maxi-
mize the diversity of questions. We obtained 3,389
artificial triples from the 2,848 original ones this
way. An alternative we explored is to select random
snippets s from random pubmed abstracts, and use
the qg model to produce artificial 〈q′, s, a′〉 triples.
The alternative approach can generate millions of
artificial triples; we generated up to 100k.

albert (squad-v2) +train ex. prauc (bioasq dev)
+bioasq 2,848 89.57

+t5@bioasq 3,389 84.46
+t5@bioasq +bioasq 6,237 88.46

+t5@pubmed 2,848 85.79
+t5@pubmed +bioasq 5,696 89.29

+t5@pubmed 10,000 87.30
+t5@pubmed +bioasq 12,848 89.34

+t5@pubmed 30,000 86.65
+t5@pubmed +bioasq 32,848 90.51

+t5@pubmed 50,000 87.30
+t5@pubmed +bioasq 52,848 90.69

+t5@pubmed 100,000 87.30
+t5@pubmed +bioasq 102,848 90.61

Table 8: Data augmentation via question generation us-
ing t5. Questions are generated from the training snip-
pets of bioasq (t5@bioasq) or from random snippets
from random pubmed abstracts (t5@pubmed).

Table 8 shows that adding to the bioasq training
data the artificial triples we obtained from bioasq
(+t5@bioasq, bioasq) is worse (88.46 vs. 89.57)
than our strong baseline (+bioasq). Fine-tuning
only on the artificial triples (+t5@bioasq) is
much worse (84.46), i.e., the artificial triples are
much less useful, despite being more than the orig-
inal ones. Adding artificial triples from pubmed
(+T5@pubmed, bioasq) performs only slightly
better (90.69) than the strong baseline, when us-
ing 50k artificial triples, with no further benefit
when using more. A possible explanation for these
poor results is the t5was fine-tuned for qg on the
open-domain squad dataset. Thus, the generated
questions are rather simplistic and not indicative of
the specialized questions of bioasq. Indeed, most
of the generated questions are minor rephrases of
the given snippet (e.g., subject replaced by ‘what’).

3.6 Adding Context
In the original training question-snippet-answer
〈q, s, a〉 triples, s is usually a single sentence. To
help the qa model learn to better distinguish rele-

albert (squad-v2) +train ex. prauc (bioasq dev)
+bioasq 2,848 89.57

+context (K = 2) 4,568 93.91
+context (K = 2) +bioasq 7,416 94.05

+context (K ∈ {2, 4}) 6,428 94.20
+context (K ∈ {2, 4}) +bioasq 9,276 94.21

Table 9: Data augmentation by adding context to the
snippet (K = 2 or K ∈ {2, 4} surrounding sentences).

vant from irrelevant parts of the given snippet, we
experimented with an additional damethod, where
we find the original article that s comes from and
we expand s with the k1 (and k2) sentences preced-
ing (and following) it.15 For each original 〈q, s, a〉
triple, we create multiple new 〈q, s′, a〉 artificial
triples, for different values of k1 ≥ 0 and k2 ≥ 0,
such that k1 +k2 = K.16 We experiment with K = 2
(three new triples for each original one); then to ob-
tain more artificial examples, we repeat with K = 4
(five new triples for each original). To avoid trunca-
tion of the input examples, we remove all artificial
examples that exceed 500 characters in length. For
K ∈ {2, 4}, we obtain a development prauc score
of 94.21 (Table 9), which is surpassed only by the
the two embedding-based word substitution meth-
ods (Tables 6–7). This da method was introduced
by Yoon et al. (2020), who used it in bioasq.17

3.7 Final Results
Table 10 shows the performance of all the dameth-
ods considered, on both development and test data.
For each da method, we use the configuration
(from Tables 3–9) with the best development score.
The test scores are lower than the corresponding
development ones, since several hyper-parameters
(e.g., K,C in the case of word2vec-based word
substitution, number of training epochs) are tuned
on the development set. The test set also seems
to be harder than the development one, since our
weak baseline (albert fine-tuned on squad-v2
with no further training) also performs worse on
the test set (77.78 vs. 80.25). Nevertheless, the
test scores confirm that word2vec-based word
substitution is the best da method considered, lead-
ing to a performance gain of 8.2 percentage points
test prauc compared to the strong baseline (84.99
vs. 77.78). The ranking of the other da methods

15In bioasq, each gold snippet is accompanied by the
pubmed id of the article it was extracted from.

16Simply setting k1 = k2 would risk misguiding the model
to always prefer the central sentence. We also experimented
with random k1 (or k2) sentences before (and after) s, but
performance was much worse, possibly because the random
sentences led to inferior context-aware token embeddings.

17Yoon et al. (2020) reported an improvement in bioasq’s
Lenient Accuracy by 2.49 percentage points.
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does not change when ranking by test score, instead
of development score, with the only exception of
adding context to the given passage (+context),
which is now slightly worse than adding instances
from the artificial biomrc dataset. Interestingly,
all the da methods, even the weakest ir-based one,
improve upon the test score of the strong baseline.

Method +train ex. prauc (dev) prauc (test)
albert (squad-v2) 0 80.25 77.78

+ bioasq 2,848 89.57 76.78
+word2vec +bioasq 12,848 95.60 (+6.03) 84.99 (+8.21)

+biolm +bioasq 52,848 94.45 (+4.88) 82.76 (+5.98)
+context +bioasq 9,276 94.21 (+4.64) 81.63 (+4.85)
+biomrc +bioasq 12,848 93.15 (+3.58) 82.04 (+5.26)

+btr +bioasq 18,441 92.66 (+3.09) 81.27 (+4.49)
+t5@pubmed +bioasq 52,848 90.69 (+1.12) 80.26 (+3.48)

+ir +bioasq 3,137 89.80 (+0.23) 78.66 (+1.88)

Table 10: Performance of da methods on development
and test data, ordered by decreasing development score.
For each da method, we use the configuration (from
Tables 3–9) with the best development score.

4 Related Work

da is a key ingredient of success in deep learning
for computer vision (Shorten and Khoshgoftaar,
2019). da for nlp has been explored less, but is
an active research area (Shorten et al., 2021; Feng
et al., 2021), with methods ranging from leveraging
knowledge graphs (Moussallem et al., 2019) to
generating textual data from scratch (Yang et al.,
2020; Bayer et al., 2021a). The most common nlp
task in da is text classification (Bayer et al., 2021b).
Feng et al. (2021) consider span-based nlp tasks
in specialized domains, which includes biomedical
mrc, among the most challenging for da.

Word substitution is a simple and common da
approach in nlp. In thesaurus-based substitution
(Jungiewicz and Smywinski-Pohl, 2019; Abdol-
lahi et al., 2020), words are replaced by synonyms
or closely related words (e.g., hypernyms). Word
embedding substitution (Wang and Yang, 2015)
replaces words by others nearby in a pre-trained
vector space model (Section 3.4). Alternatively, a
random word is removed, inserted (Wei and Zou,
2019a; Miao et al., 2020), or noised with spelling
errors (Belinkov and Bisk, 2018). Sentences may
also be re-ordered or removed (Shen et al., 2020;
Chen et al., 2021). Text generation has also been
used in several nlp tasks for adversarial augmen-
tation (Cheng et al., 2020), to paraphrase training
examples (Ribeiro et al., 2018; Cai et al., 2020;
Xie et al., 2020), or generate new (Anaby-Tavor
et al., 2020; Kumar et al., 2020). Back-translation
(Sennrich et al., 2016) is also widely used across

nlp tasks (Shorten et al., 2021; Feng et al., 2021).
da work for qa in particular includes back-

translation (Du et al., 2019), question generation
(Zhang and Bansal, 2019; Alberti et al., 2019; Chan
and Fan, 2019; Lopez et al., 2020; Yang et al.,
2020), paraphrasing (Dong et al., 2017; Liu et al.,
2020), and synonym replacement (Nugraha and
Suyanto, 2019), but not in a biomedical setting.
The ir-based da we used (Section 3.3) follows
Yang et al. (2019), who experimented in English
and Chinese, but not in the biomedical domain. Ex-
panding the passage with surrounding sentences
(Section 3.6) follows Yoon et al. (2020), who used
this method in bioasq. Dhingra et al. (2018) cre-
ate artificial cloze-style mrc datasets and use them
to pre-train neural qa models (not Transformers),
which are then fine-tuned on real training exam-
ples. By contrast, we use artificial mrc datasets to
fine-tune large pre-trained Transformers. All the
above studies experimentally compare at most two
da methods; we compare seven. Hence, our work
is the largest (in terms of methods considered) ex-
perimental study of da for qa (and possibly nlp).

Longpre et al. (2019) report that back-translation
did not improve generalization in (non-biomedical)
qa experiments with fine-tuned pre-trained Trans-
formers. Longpre et al. (2020) report that back-
translation and Easy Data Augmentation (Wei and
Zou, 2019b) are not always effective in text clas-
sification when fine-tuning pretrained Transform-
ers, even with small end-task training sets. Conse-
quently, Feng et al. (2021) recommend exploring
when da is effective for large pre-trained models.
Our work contributes in this discussion by showing
that da can lead to very significant performance
gains, even when using large pre-trained Trans-
formers fine-tuned on large generic (squad) and/or
small domain-specific (bioasq) end-task datasets.

5 Limitations and Future Work

A limitation of our work is that we consider only da
in the input space, i.e., the artificial instances are
in textual form, like the original ones, as opposed
to, e.g., interpolating feature vectors (Chawla et al.,
2002; DeVries and Taylor, 2017; Shorten et al.,
2021). We also consider only offline augmenta-
tion, i.e., the artificial instances are generated once,
before training, as opposed to artificial instances
generated anew for each training epoch. These two
limitations, which are common in da for nlp, al-
low generating model-agnostic training instances
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once and reusing them across training epochs and
different models. This greatly reduces computation
costs and allows sharing the augmented datasets.
Online da, however, exposes the model to many
more synthetic data; and feature space da may act
as layer-specific regularization. One could also
exploit ideas from active learning (Ein-Dor et al.,
2020; Margatina et al., 2021) to select the most
informative, diverse, and representative artificial
training instances among those that da generates.
Small subsets of the bioasq data could also be
used to study the effect of da in few-shot learning.
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Appendix

A Combining Augmentation Methods

We also tried to combine da methods. In Ta-
ble A1, we incrementally add to the training set of
the strong baseline (albert fine-tuned on squad-
v2, then bioasq) artificial training examples ob-
tained fromword2vec-based word substitution,
then (additionally) training examples obtained by
expanding the context of the given passage etc.
We started with the artificial examples of the
word2vec-based method, which had the best de-
velopment score, skipped the other (biolm-based)
word substitution method, then continued with ex-
amples from biomrc and back-translation, which
were the next best in terms of development score.
Unfortunately, there was no significant gain, com-
pared to using only theword2vec-based method,
which suggests that the da methods we consider
are not complementary. An alternative approach
would be to stack da methods, instead of accumu-
lating their training examples. For example, one
could apply the word2vec method to artificial
examples produced by increasing the context of the
given passages. We leave this for future work.

Method +train ex. prauc (dev) prauc (test)
albert (squad-v2) 0 80.25 77.78

+bioasq 2,848 89.57 76.78
+word2vec 12,848 95.60 84.99
+ context 19,276 93.98 83.54
+ biomrc 29,276 94.27 85.18

+ btr 44,869 93.44 83.97

Table A1: Results using a combination of Context In-
creasing andword2vec data augmentation.

B Examples of Artificial Data

B.1 biomrc
Table D3 presents training instances generated
from the biomrc dataset. Each instance is a triple
containing a cloze-style question, a snippet, and
the span of the snippet answering a question. This
is very similar to the squad setting which we have
adopted in our experiments (see Section 2.1).
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B.2 Back-translation

Tables D4 and D5 show training instances gener-
ated via back-translation of bioasq questions and
snippets, respectively. The back-translated ques-
tions and snippets retain the semantics of the origi-
nal ones while adding diversity to the training set.

B.3 Information Retrieval

Table D6 contains training instances generated via
Information Retrieval. A bioasq question is used
as a query in a search engine to retrieve pubmed
documents (abstracts and titles). From the retrieved
documents all the snippets containing the answer
are extracted and used to generate new training
triples. Note that although a retrieved snippet may
contain the entity that answers the bioasq ques-
tion, it is not always evident that it answers the
question, e.g., it may answer another question as is
the case in the instance with id 29767248.

B.4 Word Substitution

Tables D7 and D8 presents examples generated
via word substitution based on word2vec and
biolm respectively. Although some substitutions
may induce noise, the generated snippets tend to
retain the semantics of the original ones and add
diversity to the training set.

B.5 Question Generation

Tables D9 and D10 show examples generated via
Question Generation using bioasq snippets and
random snippets from random pubmed articles
respectively. Although, the generated triples intro-
duce diverse answers they contain rather simplistic
questions which are not indicative of the special-
ized questions found in bioasq.

B.6 Additional Context

Table D11 contains examples generated by adding
context to the original bioasq snippets. The addi-
tional context provides additional information that
helps the model to better distinguish relevant and
irrelevant parts of the original snippet.

C Computing Infrastructure

All of our experiments run on a titan-X GPU with
12GB of Memory while all code was compiled for
CUDA Version 10.2. The personal computer we
used offers 32GB of DDR4-RAM Memory and a
6-core Intel(R) Core(TM) i7-5820K CPU.

D Hyper-parameter tuning

The random seed in all experiments was set to 1.
For data augmentation through Information Re-
trieval (ir), we use an ElasticSearch cluster to re-
trieve relevant abstracts using BM25 with default
parameters.

Due to computational and time restrictions,
hyper-parameter tuning was performed with grid-
search by training on the original 2,848 bioasq ex-
amples (Table 2), i.e., without data augmentation,
and evaluating on the development data. The ‘best’
hyper-parameter values were then used in all the
augmentation experiments. The hyper-parameter
search space (48 settings) and the selected values
can be seen in Table D2.

Hyperparameter choices best dev. setting
Random Seed {1} 1
mlp Hidden Size {50, 100} 100

Total Epochs {50, 100} 50
Patience {5} 5

Monitor Score {auc, loss} auc
Learning Rate {0.1, 0.01, 2e-5, 5e-5 } 5e-5
Weight Decay {0.01} 0.01
Warmup Steps {0} 0

Batch Size {16, 8} 16

Table D2: Hyper-parameter search space and selected
values. We performed a grid-search on a total of 48 dif-
ferent settings. The best choices per hyper-parameter
can be seen in the last column.
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da with instances from biomrc
ID Instance
16061304 biomrc question: Prognosis of 6644 resected [MASK] in Japan: a Japanese lung cancer

registry study.
biomrc snippet: Otherwise, the present TNM staging system seemed to well characterize
the stage-specific prognosis in non-small cell lung cancer .
biomrc answer: non-small cell lung cancer

19823942 biomrc question: Systolic versus diastolic cardiac function variables during [MASK]
treatment for breast cancer .
biomrc snippet: epirubicin induces considerable decrease in left ventricular ejection
fraction and a high risk of CHF.
biomrc answer: epirubicin

22457372 biomrc question: Pre-operative education and counselling are associated with [MASK]
following carotid endarterectomy: a randomized and open-label study.
biomrc snippet: AIM: To investigate the effect of pre-operative visits and counselling by
intensive care unit ( intensive care unit ) nurses on Patients ’s anxiety symptoms following
carotid endarterectomy.
biomrc answer: anxiety symptoms

Table D3: Training instances extracted from biomrc. Each instance is a triple containing a cloze-style question, a
snippet, and the span of the snippet answering the question.

da via question back-translation
ID Instance
8699317 Pivot language: French

bioasq question: Which is the gene mutated in type 1 neurofibromatosis?
Back-translated Question: What is the mutated gene in type 1 neurofibromatosis?
bioasq snippet: An NF1 gene was identified as a gene whose loss of function causes an
onset of human disorder, neurofibromatosis type I.
bioasq answer: NF1

11816795 Pivot language: Spansih
bioasq question: Which is the primary protein component of Lewy bodies?
Back-translated question: What is the main protein component of Lewy bodies?
bioasq snippet: The protein alpha-synuclein appears to be an important structural
component of Lewy bodies, an observation spurred by the discovery of point mutations in
the alpha-synuclein gene linked to rare cases of autosomal dominant PD.
bioasq answer: alpha-synuclein

3056562 Pivot language: German
bioasq question: Which type of urinary incontinence is diagnosed with the Q tip test?
Back-translated question: What type of urinary incontinence does the Q tip test diag-
nose?
bioasq snippet: Simple clinical tests for support of the urethrovesical junction, such as
the Q tip test, are non-specific in patients with stress urinary incontinence.
bioasq answer: stress urinary incontinence

Table D4: Training instances generated via back-translation of bioasq questions using French, Spanish, and
German as a pivot language. A generated instance contains a back-translated question and the corresponding
bioasq snippet and answer.
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da via snippet back-translation
ID Instance
8699317 Pivot language: French

bioasq question: Which is the protein implicated in Spinocerebellar ataxia type 3?
bioasq snippet: Ataxin-3 (AT3) is the protein that triggers the inherited neurodegenera-
tive disorder spinocerebellar ataxia type 3 when its polyglutamine (polyQ) stretch close to
the C-terminus exceeds a critical length
Back-translated snippet: Ataxin-3 (AT3) is the protein that triggers spinocerebellar
ataxia type 3 in inherited neurodegenerative disorder when its polyglutamine (polyQ)
stretches near the C-terminus exceeds a critical length.
bioasq answer: Ataxin-3

16232326 Pivot language: Spanish
bioasq question: Which gene is responsible for the development of Sotos syndrome?
bioasq snippet: Haploinsufficiency of the NSD1 gene has been implicated as the major
cause of Sotos syndrome, with a predominance of microdeletions reported in Japanese
patients
Back-translated snippet: NSD1 gene haploinsufficiency has been implicated as the main
cause of Sotos syndrome, with a predominance of microdeletions reported in Japanese
patients.
bioasq answer: NSD1 gene

11154546 Pivot language: German
bioasq question: Abnormality in which vertebral region is important in the Bertolotti’s
syndrome?
bioasq snippet: Repeated fluoroscopically guided injections implicated a symptomatic
L6-S1 facet joint contralateral to an anomalous lumbosacral articulation.
Back-translated snippet: Repeated fluoroscopic injections implied a symptomatic L6-S1
facet joint contralateral to an abnormal lumbosacral articulation.
bioasq answer: lumbosacral

Table D5: Training instances generated via back-translation of bioasq snippets using French, Spanish, and Ger-
man as a pivot language. A generated instance contains a back-translated snippet and the corresponding bioasq
question and answer.

da via Information Retrieval
ID Instance
25941473 bioasq question: Which is the neurodevelopmental disorder associated to mutations in

the X- linked gene mecp2?
Retrieved snippet: Genotype-specific effects of Mecp2 loss-of-function on morphology
of Layer V pyramidal neurons in heterozygous female Rett syndrome model mice.
bioasq answer: rett syndrome

28708333 bioasq question: Which is the molecular target of the immunosuppressant drug Ra-
pamycin?
Retrieved snippet Conversion from calcineurin inhibitors to mTOR inhibitors as primary
immunosuppressive drugs in pediatric heart transplantation.
bioasq answer: mtor

29767248 bioasq question: What is the target of the drug Olaparib?
Retrieved snippet: Mechanistically, dual blockade of PI3K and PARP in ARID1A-
depleted gastric cancer cells significantly increased apoptosis detected by flow cytometry,
and induced DNA damage by immunofluorescent staining.
bioasq answer: parp

Table D6: Training instances generated via ir. A bioasq question is used as the query to retrieve pubmed
documents. For each snippet of the retrieved documents that contains the answer, we generate a new training
triplet consisting of the bioasq question, the snippet and the bioasq answer.
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da with word substitution based on word2vec
ID Instance
27965160 bioasq question: Sclerostin regulates what process?

bioasq snippet: Sclerostin is a soluble antagonist of Wnt/b-catenin signaling secreted

primarily by osteocytes. Current evidence indicates that sclerostin likely functions as a
local/paracrine regulator of bone metabolism rather than as an endocrine hormone.
Snippet afterword2vec substitution: sclerostin is a soluble agonist of wnt-b catenin

signaling secreted mainly by osteocytes current evidence suggests that sclerostin likely
functions as a localparacrine regulator of bone metabolism rather than as an endocrine
hormone
bioasq answer: bone metabolism

22003227 bioasq question: Which microRNA is the mediator of the obesity phenotype of patients
carrying 1p21.3 microdeletions?
bioasq snippet: The study also demonstrated significant enrichment of miR-137 at
the synapses of cortical and hippocampal neurons, suggesting a role of miR-137 in
regulating local synaptic protein synthesis machinery. CONCLUSIONS: This study
showed that dosage effects of MIR137 are associated with 1p21.3 microdeletions and

may therefore contribute to the ID phenotype in patients with deletions harbouring

this miRNA .
Snippet after word2vec substitution: the study also demonstrated significant en-
richment of mir 137 at the synapses of cortical and hippocampal neurons indicating

a implication of mir 137 in regulating local synaptic protein synthesis machinerybr-
bconclusionsb this study showed that dosage effects of mir137 are associated with
2q223 microdeletions and might hence contribute to the id phenotype in patients

with microinsertions harbouring this micro-rna
bioasq answer: MIR137

21546092 bioasq snippet: Beck’s Medical Lethality Scale (BMLS) was administered to assess
the degree of medical injury, and the SAD PERSONS mnemonic scale was used to
evaluate suicide risk.
bioasq question: What is evaluated with the SAD PERSONS scale?
Snippet after word2vec substitution: becks medical lethality scale bmls was admin-
istered to evaluate the degree of medical injury and the sad people domain-general

scale was utilized to investigate suicide risk
bioasq answer: suicide risk

Table D7: Training instances generated via word substitution based on word2vec. We randomly select at most
10 words of a bioasq snippet and substitute each word wi with its most similar word w j from the vocabulary of the
word2vec model. Highlights of the same color indicate substituted words and the corresponding substitutions.
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da with word substitution based on biolm
ID Instance
22140526 bioasq question: Which gene is responsible for red hair?

bioasq snippet: The association signals at the MC1R gene locus from CDH were

uniformly more significant than traditional GWA analyses. The CDH test will

contribute towards finding rare LOF variants in GWAS and sequencing studies.
bioasq snippet after biolm substitution: The association signals at the MC1R 1
identified from CDH were significantly more significant than traditional association

analyses. The proposed findings will contribute towards detecting novel risk vari-
ants in GWAS and sequencing studies.
bioasq answer: MC1R

26917818 bioasq question: Dinutuximab is used for treatment of which disease?
bioasq snippet: CONCLUSIONS Dinutuximab is the first anti-GD2 monoclonal anti-
body approved in combination with GM-CSF, IL-2, and RA for maintenance treatment
of pediatric patients with high-risk neuroblastoma who achieve at least a partial response
to first-line multiagent, multimodality therapy.
bioasq snippet after biolm substitution: CONCLUSIONS Dinutuximab is the first
human monoclonal antibody approved in combination with recombinant IL-2, and
dexamethasone for maintenance treatment of pediatric patients with high-risk neuroblas-

toma who achieve at least a partial response to prior multiagent, standard therapy.
bioasq answer: neuroblastoma

27789693 bioasq question: Which database associates human noncoding SNPs with their three-
dimensional interacting genes?
bioasq snippet: 3DSNP: a database for linking human noncoding SNPs to their

three-dimensional interacting genes .
bioasq snippet after biolm substitution: 3DSNP: a method for linking functional
GWAS SNPs to their three-dimensional structural structures
bioasq answer: 3DSNP

Table D8: Training instances generated via word substitution based on biolm.We randomly select at most 10
words of a bioasq snippet and we substitute each word wi with the most probable word w j suggested by biolm
after masking wi. Highlights of the same color indicate substituted words and the corresponding substitutions.

da via Question Generation using bioasq snippets
ID Instance
21159650 Generated question: What enzyme inhibits cullin-RING E3 ubiquitin ligases?

bioasq snippet: MLN4924 is a first-in-class experimental cancer drug that inhibits
the NEDD8-activating enzyme, thereby inhibiting cullin-RING E3 ubiquitin ligases and
stabilizing many cullin substrates
Generated answer: NEDD8

17333537 Generated question: What type of RNA triggers silencing of inactivation in eutherian
mammals?
bioasq snippet: In eutherian mammals X inactivation is regulated by the X-inactive
specific transcript (Xist), a cis-acting non-coding RNA that triggers silencing of the
chromosome from which it is transcribed
Generated answer: chromosome

16800744 Generated question: What is the human tissue kallikrein family of?
bioasq snippet: The human tissue kallikrein family of serine proteases (hK1-hK15
encoded by the genes KLK1-KLK15) is involved in several cancer-related processes.
Generated answer: serine proteases

Table D9: Training instances generated using t5. Given a bioasq snippet t5selects a span of the snippet and
generates a question that can be answered by that span. We select spans different than the ones used in bioasq.
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da via Question Generation using random snippets from random pubmed abstracts
ID Instance
26935709 Generated question: What can be isolated or in combination with accompanying defor-

mities occurring in the forefoot and/or hindfoot?
pubmed snippet: Symptoms can be isolated or in combination with accompanying
deformities occurring in the forefoot and/or hindfoot.
Generated answer: Symptoms

29260288 Generated question: What supplementation has been integrated into our practice?
pubmed snippet: Vitamin D supplementation has been integrated into our current prac-
tice.
Generated answer: Vitamin D

30706485 Generated question: What were connected to a volume-cycled ventilator after sedation,
analgesia and endotracheal intubation?
pubmed snippet: After sedation, analgesia and endotracheal intubation, pigs were con-
nected to a volume-cycled ventilator.
Generated answer: pigs

Table D10: Training instances generated using t5. Given a random snippet from a random pubmed article
t5selects a span of the snippet and generates a question that can be answered by that span.

da by adding context
ID Instance
15149039 bioasq question: Which metabolite activates AtxA?

bioasq snippet: Transcription of the major Bacillus anthracis virulence genes is triggered
by CO2, a signal mimicking the host environment.
bioasq snippet with additional context: Transcription of the major Bacillus anthracis
virulence genes is triggered by CO2, a signal mimicking the host environment. A 182-kb
plasmid, pXO1, carries the anthrax toxin genes and the genes responsible for their regula-
tion of transcription, namely atxA and, pagR, the second gene of the pag operon. AtxA has
major effects on the physiology of B. anthracis. It coordinates the transcription activation
of the toxin genes with that of the capsule biosynthetic enzyme operon, located on the
second virulence plasmid, pXO2. In rich medium, B. anthracis synthesises alternatively
two S-layer proteins (Sap and EA1).
Answer: CO2

16757427 bioasq question: What tyrosine kinase, involved in a Philadelphia- chromosome positive
chronic myelogenous leukemia, is the target of Imatinib (Gleevec)?
bioasq snippet: Imatinib was developed as the first molecularly targeted therapy to
specifically inhibit the BCR-ABL kinase in Philadelphia chromosome (Ph)-positive
chronic myeloid leukemia (CML).
bioasq snippet with additional context: The second generation of BCR-ABL tyrosine
kinase inhibitors. Imatinib was developed as the first molecularly targeted therapy to specif-
ically inhibit the BCR-ABL kinase in Philadelphia chromosome (Ph)-positive chronic
myeloid leukemia (CML). Because of the excellent hematologic and cytogenetic responses,
imatinib has moved toward first-line treatment for newly diagnosed CML. However,
the emergence of resistance to imatinib remains a major problem in the treatment of
Ph-positive leukemia. Several mechanisms of imatinib resistance have been identified,
including BCR-ABL gene amplification that leads to overexpression of the BCR-ABL
protein, point mutations in the BCR-ABL kinase domain that interfere with imatinib
binding, and point mutations outside of the kinase domain that allosterically inhibit
imatinib binding to BCR-ABL.
Answer: BCR-ABL

Table D11: Training instances generated by adding context around the original bioasq snippet. In the generated
snippet the original one is highlighted.
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Abstract

Information Extraction (IE) from text refers
to the task of extracting structured knowledge
from unstructured text. The task typically
consists of a series of sub-tasks such as
Named Entity Recognition and Relation
Extraction. Sourcing entity and relation type
specific training data is a major bottleneck
in domains with limited resources such as
biomedicine. In this work we present a slot
filling approach to the task of biomedical IE,
effectively replacing the need for entity and
relation-specific training data, allowing us
to deal with zero-shot settings. We follow
the recently proposed paradigm of coupling
a Tranformer-based bi-encoder, Dense Pas-
sage Retrieval, with a Transformer-based
reading comprehension model to extract
relations from biomedical text. We assemble
a biomedical slot filling dataset for both
retrieval and reading comprehension and
conduct a series of experiments demonstrating
that our approach outperforms a number
of simpler baselines. We also evaluate our
approach end-to-end for standard as well as
zero-shot settings. Our work provides a fresh
perspective on how to solve biomedical IE
tasks, in the absence of relevant training data.
Our code, models and datasets are available
at https://github.com/ypapanik/
biomedical-slot-filling.

1 Introduction

In Information Extraction (IE) we are interested in
extracting structured knowledge from unstructured
text. This structured knowledge takes most usu-
ally the form of directed binary relations between
entities, in other words triples of the form head -
relation - tail, which can then be used to populate
a Knowledge Base or a Knowledge Graph with
factual information.

The standard approach to perform IE relies on
a cascade of Natural Language Processing (NLP)
models. First, Named Entity Recognition (NER)

is employed to find and extract entities of interest,
subsequently Entity Linking (EL) to link the ex-
tracted entities to Knowledge Base identifiers and
finally Relation Extraction (RE) to identify existing
relations between entities.

These individual sub-tasks tasks have attracted
a great deal of attention in recent years with meth-
ods and datasets fuelling further research (Verga
et al., 2018; Zeng et al., 2014, 2015; Lin et al.,
2016). IE is largely regarded as a main facilitator
of structured data reasoning, such as Knowledge
Base Completion.

1.1 Standard Information Extraction vs Slot
Filling

A major bottleneck in the above approach is that all
modules (NER, EL, RE) need training data specific
to the entity or relation types that we are interested
in extracting. For instance, a NER model recog-
nizing diseases needs training data annotated with
the entity type disease and so forth. The biomedi-
cal domain is particularly affected by these limita-
tions, given the vast variety of entity and relation
types which are commonly of interest. Addition-
ally, sourcing training data for each sub-task and
type is expensive and challenging, requiring subject
matter experts. For reference, the UMLS ontology
contains 125 semantic (entity) types and 54 relation
types.

An alternative approach to standard IE is slot
filling. The way IE is conceptualized in slot filling
is highly reminiscent of open domain question an-
swering (QA): for a given head-relation query the
retriever returns a set of relevant passages, which
are then fed to a reader model that then extracts
a matching tail entity, the answer. By following
such an approach, we can deal with zero-shot set-
tings since, unlike standard IE, we are not seeking
to recognize specific entity types or extract spe-
cific relation types, but rather do machine reading
comprehension, that is, extract answers in response
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to queries. Importantly, this approach extends to
relation types that were unseen during training, ef-
fectively reducing the need for re-training and re-
deployment of a model deployed into production.

Furthermore, standard IE requires processing of
every single sentence of the given corpus through
its different modules (NER, EL, RE). In con-
trast, the computational cost of slot filling is much
smaller as it performs retrieval and reading com-
prehension on far fewer queries to extract relations.
As an example, Hetionet (Himmelstein et al., 2017)
contains around 2.25M relations, but they can be
formulated in around 46k distinct queries, of the
form head-relation1.

As a final point we summarize below how the
two approaches would materialize in a production
setting, to make their differences more apparent.
We note that standard IE might involve additional
tasks, such as coreference resolution (which we do
not describe here for simplicity):

Standard IE:

• For each sentence, recognise entities with
NER model.

• For each recognised entity, link to an entity
identifier from a Knowledge Base, discarding
entries that cannot be linked.

• For each sentence that contains more than one
recognized entity, extract relations between
the entities with a RE model.

• Aggregate relations per sentence, resolving
potential conflicts.

Slot filling:

• For each entity in the Knowledge Base and
each possible relation type, consider all pos-
sible head - relation pairs and construct the
relevant queries, in a form head - relation2.

• For each query, retrieve the top k relevant doc-
uments with a retriever model.

• For each query-retrieved document pair, per-
form reading comprehension, extracting zero,
one or multiple answers, i.e., relation tails.

1In other words, if we were trying to build a KB from
biomedical text that would contain these 2.25M relations, we
would require to perform around 46k queries on our index to
retrieve relevant documents.

2With this formulation a head and a tail can be used inter-
changeably, by just changing the relation type, e.g. a drug-
treats-disease relation can also be cast to disease-is treated
by-drug without additional training data.

• For each answer, link to an entity identifier
from a Knowledge Base, discarding entries
that cannot be linked.

1.2 Slot Filling: General vs Biomedical
Domain

Although similar in most aspects, slot filling in the
general domain against slot filling in the biomedi-
cal and more broadly the scientific domain differ in
a few key ways. The first lies in the link between
relations and entities. In the general domain, a spe-
cific relation type will often imply a specific entity
type as well, whereas this rarely holds in biomed-
ical literature. Consider for example a relation
child-of in the general domain, where we expect
both head and tail of the relation to be entities of
type person, as opposed to a relation (up)regulate
in biomedicine where the head might be gene or
drug equivalently. These nuances in the language
used render the task of slot filling more challenging
in biomedicine.

Another, perhaps more critical aspect relates to
retrieval and more specifically how we build and
evaluate on a retrieval dataset. In the general do-
main, a slot filling query, or more broadly a ques-
tion within the QA framework, will most often have
a unique answer3, whereas this rarely holds when
mining the biomedical literature. For instance, con-
sider the examples illustrated in Table 1 coming
from two well established general domain bench-
marks, Natural Questions (Kwiatkowski et al.,
2019) and zsRE (Levy et al., 2017) against two
datasets from the biomedical domain, BioASQ
(Tsatsaronis et al., 2015) and our slot filling dataset
(BioSF).

This difference has a number of implications
both for training and evaluation. With respect to
training, one of the major successes of neural-based
retrieval methods has been attributed to being able
to present the model with hard negatives, i.e., ex-
amples were a previous version of the retriever (or
a simpler statistical retriever) have failed. When,
for example, we have a query-answer pair that
mentions that Barack Obama’s wife is Michelle
Obama, and the model returns a passage that does
not include the string "Michelle Obama", we can
relatively safely consider this a false positive and
use that passage as a hard negative. This helps
the algorithm correct mistakes and improve. In

3We are implicitly referring only to factoid queries here
which is the case for most open domain QA datasets; queries
of list type would have multiple answers in any case.

83



Dataset Query Answer(s)
NQ when is the next deadpool movie being released May 18, 2018
NQ what was the first capital city of australia Melbourne

zsRE Elmer George [SEP] spouse Mari Hulman George
zsRE Boone River [SEP] mouth of the watercourse Des Moines River

BioASQ What are the main indications of lacosamide? ’epilepsy’, ’analgesic’
BioASQ Which metabolite activates AtxA? ’CO2’, ’bicarbonate’
BioSF sildenafil [SEP] regulator ’L765A’, ’F786A’, ’F820A’
BioSF Amprenavir [SEP] interacts with ’rifabutin’, ’ritonavir’

Table 1: Examples of queries for general domain benchmarks (NQ, zsRE) vs biomedical domain benchmarks
(BioASQ, BioSF). Queries in the biomedical domain usually involve multiple valid answers, as opposed to the
general domain.

biomedicine on the other hand, if we have an
example stating that sildenafil regulates a muta-
tion L765A, we cannot be sure that all alternative
strings extracted by the model are true negatives,
as there may be other valid answers that we cannot
validate due to our Knowledge Base being incom-
plete. This compromises our ability to build gold
standard training data and we are presented with a
situation similar to the one encountered in distant
supervision, where unlabeled examples are consid-
ered as negatives but might be positives in some
cases. Practically, this leads to a noisy training set
which may reduce model accuracy.

During evaluation of a biomedical retriever, we
encounter the same problem, in the sense that we
might obtain misleading low performance since
unknown correct passages might rank higher than
the known correct ones. This leads to an imperfect,
i.e., "silver" quality, evaluation regime making it
hard to compare approaches and models.

In this work we aim to address the challenges
mentioned in the two previous subsections. Specif-
ically,

• We provide a short review of the relevant work
in Section 2.

• We contribute a novel formulation of biomedi-
cal IE as a slot filling task, to address few-shot
or zero-shot settings in Section 3.

• We release a new benchmark for biomedical
slot filling, dubbed BioSF which we describe
in Section 4.

• We train a biomedical dense passage retriever
along with a biomedical reading comprehen-
sion model for slot filling, using BioSF. We
provide the models publicly.

• We present an evaluation of our approach over
several baselines on BioSF, which we are able
to outperform by a large margin, in Section 5.

2 Related Work

Recent years have witnessed a series of signifi-
cant advances in the field of QA, primarily ow-
ing to the Transformer architecture (Vaswani et al.,
2017) and the BERT self-supervised pre-training
paradigm (Devlin et al., 2019). These advances,
both in terms of methods (Chen et al., 2017; Lin
et al., 2019; Guu et al., 2020; Lewis et al., 2020b)
and datasets (Kwiatkowski et al., 2019; Yang et al.,
2018), motivated researchers to formulate a series
of different NLP tasks as open domain QA, includ-
ing entity linking or relation extraction (Levy et al.,
2017; Petroni et al., 2021). In this work we follow
this paradigm by formulating biomedical IE as a
slot-filling task.

In open domain QA, given a query, a retrieval
module first retrieves relevant documents from the
knowledge source (such as Wikipedia). A reading
comprehension module is then used to extract a
span from the relevant documents, the answer. The
retrieval step was, up to very recently, dominated
by statistical-based approaches, namely BM25 or
tf-idf (Chen et al., 2017). ORQA (Lee et al., 2019b)
and REALM (Guu et al., 2020) have been the first
neural based methods to clearly outperform statisti-
cal based retrieval, although they required expen-
sive language model pre-training. Dense Passage
Retrieval (DPR) (Karpukhin et al., 2020) has im-
proved upon these methods by employing BERT-
based encoders, one for the queries and one for
passages. These are jointly optimized during train-
ing to classify passages as relevant versus irrelevant.
This approach has proved superior to other neural

84



based approaches and has quickly become the pre-
ferred method for open domain QA in subsequent
work (Lewis et al., 2020b; Izacard and Grave, 2021;
Maillard et al., 2021).

Among the subsequent works, Retrieval Aug-
mented Generation (Lewis et al., 2020b) employs
an architecture based on DPR and BART (Lewis
et al., 2020a) that is optimized end to end during
finetuning, to retrieve relevant documents and gen-
erate answers to queries. Fusion-in-decoder (Izac-
ard and Grave, 2021) employs DPR or BM25 as
retrievers coupled with a T5 language model, to
generate answers by attending at multiple passages
simultaneously. For simplicity, we are not consid-
ering these approaches in this work, leaving their
implementation for the biomedical domain for fu-
ture work.

In an effort to fuel further research on this field,
Petroni et al. (2021) introduced KILT, a new bench-
mark of knowledge intensive tasks, which contains
among others two slot filling datasets, zero-shot RE
which was first presented in (Levy et al., 2017) and
T-REx introduced by Elsahar et al. (2018). In build-
ing our biomedical slot filling dataset we largely
follow the conventions and format of KILT, with
the intention to ease experimentation.

Finally, Glass et al. (2021) have presented a RAG
model specifically finetuned for slot filling on the
above datasets, showing significant improvement
over the generic alternatives, which were finetuned
on Natural Questions (NQ).

3 Biomedical Slot Filling

Formally, let us first define the task of IE. We as-
sume a knowledge source K, consisting of pas-
sages pi. Furthermore, we assume there exists a
Knowledge Base that contains a number of entities
ei. Our goal is to extract from K all possible triples
of the form ea − ri − eb where ri ∈ R and R is
the set of possible relation types. For each ei we
assume that it has a specific entity type et and that
each et can be involved in a specific subset of R.

Slot filling further formulates the above task as
follows: we first employ a retrieval model Mr that
encodes all passages pi from K. The encoded pas-
sages are indexed to allow fast retrieval. At infer-
ence, for each ei of type et, we consider all possible
relations from R and construct the relevant queries
qi : ei − ri. Each query is then encoded and the
resulting vector is used to query the index, return-
ing the n most similar pi in terms of the maximum

inner product:

sim(qi, pi) = EQ(qi)
TEP (pi) (1)

where EQ is the query encoder and EP is the pas-
sage encoder. Subsequently a reader model Mqa

takes as input the above query and each of the re-
trieved passages and extracts zero, one or more
spans, i.e., answers. Valid answers are considered
as those representing an entity ei.

Here, we adopt as Mr a neural, dense bi-encoder,
namely DPR, which uses a different encoder for
passages and queries, but any type of retriever can
be used such as BM25, where EQ = EP . We ini-
tialize DPR’s encoders with the ones presented in
(Karpukhin et al., 2020) which were finetuned on
the NQ benchmark. We subsequently train DPR on
the dataset presented in Section 4, with the follow-
ing loss function:

L(qi, p
+
i , p

−
i ) = −log

esim(qi,p
+
i )

esim(qi,p
+
i ) + esim(qi,p

−
i )

(2)
Unlike (Karpukhin et al., 2020), we assume that
each training instance is a (qi, p

+
i , p

−
i ) tuple where

p+i is a positive, i.e., relevant passage and p−i is a
negative passage.

Regarding the reader comprehension model
Mqa, we employ a pretrained BioBERT (Lee et al.,
2019a) model and finetune it on the dataset of Sec-
tion 4. To finetune we follow the standard approach
for question answering with BERT where the input
is the concatenated query and passage separated by
special token [SEP] and the outputs are the start
and end token positions within the passage. The
training objective is the sum of the log-likelihoods
of the correct start and end positions. For more de-
tails we refer the interested reader to (Devlin et al.,
2019).

4 Biomedical Slot Filling Dataset

In order to build a slot filling dataset for
biomedicine, we resort to a number of publicly
available biomedical NER and RE datasets, sum-
marized in Table 2. Each instance in these datasets
contains the relation triple as well as the text where
it was found, thus we can easily transform them
in a question answering-like format for slot filling.
In total, we build two datasets, one to train and
evaluate the retriever and one for the reader model
respectively.

Specifically for the retriever training, we use
negative, i.e., null relation instances, as negatives.

85



Dataset relation relation types # instances
BioCreative V CDR (Li et al., 2016) compound-disease 1 15,796

BioCreative VI ChemProt (Krallinger et al., 2017) compound-protein 9 15,568
DDIExtraction 2013 (Segura Bedmar et al., 2013) drug-drug 1 32,018

Table 2: Public datasets used to build our biomedical slot filling dataset, BioSF. The relation types for the drug-
drug interactions dataset have been merged into one relation dubbed interacts with.

Additionally, we have used BM25 to add hard neg-
atives to our dataset, exactly as (Karpukhin et al.,
2020; Glass et al., 2021) have done previously. Al-
though, as mentioned above, these negatives might
entail some noise, similarly to when following a
distant supervision approach we expect the noise to
cancel out overall. Both datasets with their training,
development and testing splits are released with our
code. In the following, we refer to our dataset as
BioSF.

5 Experiments

In this Section we present the experiments that
we conducted, followed by a discussion on their
implications. We are interested in evaluating our
biomedical DPR retriever, our biomedical slot fill-
ing reader and finally the end to end slot filling
approach.

5.1 Retrieval

First, we are interested to understand the perfor-
mance of our approach against different baselines.
To that end, we employ BM25 as well as two al-
ready finetuned DPR retrievers from (Karpukhin
et al., 2020; Glass et al., 2021). BM25 is a well
established algorithm for retrieval, outperforming
until very recently more sophisticated neural-based
approaches. It is also particularly efficient and does
not require any training, which makes it a very at-
tractive option for real-world production settings.
Nevertheless, it is a statistical, pattern matching
based approach lacking the ability to learn seman-
tics or context.

Regarding the general domain DPR models,
since they are currently state of the art in the rele-
vant general domain tasks, we seek to see if they
can be used successfully for the biomedical domain.
Our model is trained on far less data, which is nev-
ertheless domain and task specific, therefore it is
crucial to understand which approach fares better.

5.1.1 Experimental Setup
We employ a PubMed dump from April 2020 as
our knowledge sourse, filtering to documents that
have an abstract and splitting abstracts to roughly
100-token length passages. We also use a smaller
subset of one million passages, in order to be able
to search for optimal hyper-parameters and allow
easy replication of results. In that subset, we ran-
domly sample passages and add the gold passages
from BioSF so as to make sure that a perfect re-
trieval algorithm would be able to retrieve all cor-
rect passages and find the answer. We highlight
that this is an easier version of the real-world task,
where the retriever needs to search among around
29 million passages.

For BM25, we employ the anserini package
(Yang et al., 2017), and build a Lucene index on
the pre-processed passages, whereas we used the
off the shelf Huggingface models () for the general
domain DPR retrievers.

For our retriever, we train DPR on the BioSF
dataset, for 40 epochs keeping the best model in
terms of the validation loss. We use a learning rate
of 3e− 5, an Adam optimizer with default options
and a training batch size of 32 examples. Subse-
quently, we encode the passages with the trained
passage encoder. Encoding the full 29 million pas-
sages takes around 96 GPU hours on a V100. We
then build a flat FAISS (Johnson et al., 2019) index
for the encoded passages.

5.1.2 Results
Initially, we conduct experiments on the smaller
dataset that we described above of one million pas-
sages. As we noted in Section 1.2 evaluating re-
trieval for slot filling or more broadly for QA in the
biomedical domain is significantly different than
in the general domain since in biomedicine a query
has in most cases multiple answers as opposed to
the general domain. Table 3 illustrates the results
for this first series of experiments.

As we can see the DPR models that have been
finetuned on the general domain perform rather
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Retriever hits@1 hits@10 hits@100 index size(Gb)
BM25 21.4 36.1 60.6 1.1

DPR-NQ (Karpukhin et al., 2020) 5.5 17.2 37.6 2.9
DPR-multitask (Maillard et al., 2021) 4.2 14.3 33.8 2.9

DPR-zsRE (Glass et al., 2021) 7.6 19.6 37.2 2.9
Bio-DPR(ours) 31.0 55.1 72.5 2.9

Table 3: Evaluation results for retrieval experiments on the BioSF development set using as content one million
passages from PubMed. Values in bold show statistically significant results in terms of z-test at p-value of 0.05,
whereas for our model we show the average across five different DPR training runs.

Retriever hits@1 hits@10 hits@100 index size
BM25 11.0 30.3 56.1 29.4

DPR-NQ 5.2 17.9 38.9 90.0
DPR-zsRE 2.3 10.2 26.4 90.0

Bio-DPR(ours) 11.5 33.2 59.1 90.0

Table 4: Evaluation results for retrieval experiments on the BioSF development set on full PubMed. Values in
bold show statistically significant results for a z-test at p-value of 0.05.

poorly compared to the much lighter and computa-
tionally efficient BM25. Nevertheless, our model
Bio-DPR, is substantially better than BM25 in all
cases, achieving up to 19 points of improvement
(in the case of hits@10). These results, are aligned
to the results previously presented for the general
domain where BM25 has been outperformed by
DPR. Nevertheless, in-domain training data seems
critical for DPR to perform well for slot filling, a
finding also shared in (Maillard et al., 2021).

The same findings apply for the full PubMed
knowledge source, as illustrated in Table 4, al-
though the improvement of our model over BM25
is much smaller but still significant.

5.2 Slot Filling Reader

For the reader, we finetune a BioBERT-base and
a BioBERT-large model on the BioSF training set.
We further include two baselines, one trained on the
BioASQ 8 QA dataset and one trained in the zero-
shot RE (zsRE) dataset from (Levy et al., 2017).
We employ these two baselines to test whether in-
domain data from a different task (BioASQ) or
general domain data for the same task (zsRE) can
be helpful in learning an accurate model.

For all models, we train up to ten epochs, keep-
ing the best performing model on the development
set, using a learning rate of 3e− 5, a batch size of
32 and the Adam optimizer with default parameters.
Table 5 presents the results. We observe that the
baselines perform rather poorly compared to the

models trained with in-domain slot filling data - a
finding that highlights the importance of building
an in-domain dataset for slot-filling.

5.3 End to End Evaluation

Having evaluated both components of our ap-
proach, we now turn our attention to the end to
end setting, which simulates better a real world sce-
nario. In this setting, we are given a head entity and
a relation and we want to correctly extract the tail
entity. To evaluate our approach in such a setting,
we first use the triples included in the BioSF test
set. This dataset contains 3,171 queries with 2.35
answers, i.e. tails, per query on average.

Additionally, we would like to understand how
our approach performs in the zero-shot setting, i.e.,
for entities and relations that our model has not seen
during training. To this end, we employ Hetionet
(Himmelstein et al., 2017), a network of biomedical
knowledge assembled from 29 biomedical Knowl-
edge Bases, containing 24 distinct relation types.
We keep nine relation types that our models have
not previously seen, e.g., "expresses", "localizes",
"treats" and randomly sample 500 queries, with 9.3
answers, i.e. tails, per query on average. We note
that this dataset differs substantially to the previous
one, in the sense that a query might have far more
valid answers. For example, some queries have
more than 100 valid answers.

In both cases, we first retrieve the top-100 pas-
sages for each query, from the full PubMed knowl-
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Model Data Exact Match(dev/test) F1(dev/test)
BioBERT-base BioASQ 13.10/13.44 17.95/18.64

" zsRE 16.59/15.77 22.51/22.98
" BioSF 52.30/54.67 58.82/59.98

BioBERT-large BioSF 54.80/55.65 60.92/61.55

Table 5: Evaluation results for the reader experiments on the BioSF development and testing sets. We report the
averages across five runs for each model, results in bold show a statistically significant improvement for a z-test at
p-value of 0.05.

Setting Dataset end-to-end micro-recall
Standard BioSF test set 24.38
Zero-shot Hetionet 18.66

Table 6: End to end evaluation of our approach on a standard as well as a zero-shot setting.

edge source, using our bio-DPR model and subse-
quently we pass all query-passage pairs through
our reader model. We evaluate with micro-recall
since, as we discussed previously, there might be
multiple valid answers not contained in our KB
and we aim to examine what percentage of the KB
triples we can extract from text. We note again that
this is not a perfect evaluation as, besides the is-
sue mentioned above, there might also be triples in
Hetionet that do not appear in any sentence in the
literature. Table 6 illustrates our results. The recall
is substantially low, a finding that is somewhat ex-
pected due to the imperfect nature of our evaluation
setting, as well the challenging nature of the task,
especially in the zero-shot setting. Nevertheless,
we consider that these two additional datasets, will
enable further research and improved approaches.
Overall, the above experiments should be regarded
as a stepping stone towards a novel paradigm for
biomedical IE, overcoming the shortcomings of the
current standard approach.

6 Conclusions and Future Work

In this work we formulated the task of biomedical
Information Extraction as a slot filling problem.
This approach aims to forgo the need for entity and
relation type specific training data, which is scarce
and costly to annotate in the biomedical domain.
Additionally, this formulation allows to deal with
the addition of new relation types, without needing
to re-train the relevant models.

Additionally, we have introduced a new biomed-
ical slot filling benchmark and used it to train a
biomedical DPR model, a dual BERT-based en-
coder for retrieval, as well as a biomedical slot

filling reader based on BioBERT. In a series of ex-
periments our approach outperforms significantly
a number of general domain baselines as well as
the simpler BM25 retriever. Furthermore, our re-
sults illustrate the importance of in-domain, task-
specific training data, in line with findings from
recent works (Glass et al., 2021; Maillard et al.,
2021).

In future work, we aim to focus on sequence to
sequence variants of this work such as the work in
(Izacard and Grave, 2021), as well as to conduct a
thorough comparison of a standard biomedical IE
system against our slot filling approach.
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Abstract

Term clustering is important in biomedical
knowledge graph construction. Using similar-
ities between terms embedding is helpful for
term clustering. State-of-the-art term embed-
dings leverage pretrained language models to
encode terms, and use synonyms and relation
knowledge from knowledge graphs to guide
contrastive learning. These embeddings pro-
vide close embeddings for terms belonging to
the same concept. However, from our prob-
ing experiments, these embeddings are not
sensitive to minor textual differences which
leads to failure for biomedical term clustering.
To alleviate this problem, we adjust the sam-
pling strategy in pretraining term embeddings
by providing dynamic hard positive and neg-
ative samples during contrastive learning to
learn fine-grained representations which result
in better biomedical term clustering. We name
our proposed method as CODER++1, and it
has been applied in clustering biomedical con-
cepts in the newly released Biomedical Knowl-
edge Graph named BIOS2.

1 Introduction

A critical step for building a biomedical knowledge
graph is clustering synonyms terms into concepts
(Nicholson and Greene, 2020; Yu et al., 2022). Af-
ter mining terms from the biomedical corpus or
electronic medical records, these terms may belong
to an existing concept dictionary or newly discov-
ered concepts. It is hard for humans to link terms
to an existing concept dictionary since the volume
of the concept dictionary is huge. Furthermore, it is
almost impossible for humans to determine if one
term is a new concept.

Embedding-based entity linking methods encode
terms into a dense space and use similarities among

⇤ Contributed equally.
† Corresponded author.

1Our codes and model will be released at https://
github.com/GanjinZero/CODER.

2https://bios.idea.edu.cn/

terms for entity linking (Liu et al., 2021; Yuan et al.,
2022). Terms that belong to newly discovered con-
cepts should have low similarities to all concepts
in the dictionary. Embedding-based entity linking
methods can also assist humans in term clustering
by providing candidates. However, we find that ex-
isting state-of-the-art biomedical term embedding
models SapBERT (Liu et al., 2021) and CODER
(Yuan et al., 2022) are not sensitive to fine-grained
differences (i.e. They provide high similarities for
non-synonymous and textually similar term pairs).
These term pairs are common, especially in dis-
eases (e.g. Type 1 Diabetes v.s. Type 2 Diabetes)
and chemicals (e.g. xyloglucan endotransglycosy-
lase v.s. xyloglucan endoglucanase). We suggest
the reason comes from the pretraining sampling
strategy of SapBERT and CODER. They sample
Concept Unique Identifiers (CUIs) from UMLS
(Bodenreider, 2004) randomly in the mini-batch.
This produces hard positive pairs (i.e. textually dif-
ferent terms with the same CUIs) and easy negative
pairs (i.e. textually different terms with different
CUIs). Supervised contrastive learning is applied
to cluster embeddings under the same CUIs and
to keep away embeddings for different CUIs. For
benchmarking entity linking tasks, the ability to
determine positive pairs is important. For term
clustering, it further requests to determine negative
pairs. Hard negative pairs are absent in pretraining
SapBERT and CODER which lead to unsatisfac-
tory performances in term clustering.

In this paper, we propose a probing experiment
to evaluate term clustering on UMLS automatically.
This experiment shows SapBERT and CODER
have insufficient ability in term clustering. For bet-
ter term clustering, we propose a dynamic sampling
strategy that provides both hard positive and nega-
tive pairs to learn fine-grained terms embeddings
named CODER++. CODER++ not only reserves
the ability to normalize terms but also can distin-
guish different concepts with similar term names.
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CODER++ shows decent ability on biomedical
entity linking and a significant improvement on
biomedical term clustering evaluation.

2 Related Work

Automatic term clustering has long been discussed.
Traditional methods use statistical approaches to
define similar terms and perform clustering. Lin
(1998) defines term similarity based on distribu-
tions and Lewis and Croft (1989) forms clusters
based on co-occurrence in semantically coher-
ent documents. Kok and Domingos (2008) uses
Markov logic for unsupervised concept clustering.

Recent researches focus on deep learning ap-
proaches, where biomedical term embeddings can
be used for term clustering. Nguyen et al. (2015)
identifies biomedical synonyms using word embed-
dings. SapBERT (Liu et al., 2021; Nguyen et al.,
2021) and CODER (Yuan et al., 2022) learn syn-
onyms knowledge from UMLS to provide close
embeddings for synonyms. In this work, we im-
prove these embeddings by providing dynamic hard
negative samples.

3 Term Clustering Evaluation

We introduce the term clustering evaluation on
UMLS as the probing experiment, in which we
find that both CODER and SapBERT show poor
clustering performance. Through the case study,
we find the reason is that both models fail to dis-
tinguish between fine-grained biomedical terms,
which suggests a refinement is needed to support
biomedical term clustering.

3.1 Embedding-based Term Clustering

We use term embeddings including CODER and
SapBERT to perform clustering on UMLS terms.
We first generate embedding e for each term
t in UMLS. The similarity between term ti
and tj is measured by cosine similarity Sij =
cosine(ei, ej). If Sij > ✓, where ✓ is a hyperpa-
rameter, ti and tj are predicted to be clustered. In
practice, calculating similarities between all pairs
is time-consuming. Instead, for each term ti, we
use the Faiss index (Johnson et al., 2019) to only
save terms with top-m similarities with ti, denoted
by Mi. Only when tj 2 Mi and also Sij > ✓,
tj is predicted to be clustered with ti (i.e. ti and
tj are synonyms). For convenience, we denote
M =

S
i Mi.

3.2 Large-scale Clustering Evaluation

For evaluation, terms under the same CUI i in
UMLS are regarded as ground truth clustering, de-
noted by Ci. We denote C =

S
i Ci. Suppose there

are n terms, then we have
�
n
2

�
term pairs. For each

pair (ti, tj), if they are under the same CUI and
also predicted to be clustered, then (ti, tj) is re-
garded as true positive (TP). False positive (FP),
false negative (FN), and true negative (TN) are
defined similarly. Recall, precision and F1 score
can be computed based on TP, FP, FN, and TN.
Precision suggests how well a model differentiates
between negative term pairs. Recall suggests how
well a model clusters terms with similar meanings.

As n is large in practice (over 10M terms in a
biomedical terminology like UMLS), it is impos-
sible to enumerate all term pairs to directly count
TP, FP, FN, and TN. Nguyen et al. (2021) down-
samples negative pairs for evaluation, but this may
ignore some hard negative pairs. We propose an
efficient algorithm for large-scale clustering eval-
uation, which reduces the time complexity from
O(n2) to O(n) when ground truth cluster Ci is
bounded. The algorithm splits the searching space
into two parts, traversing through the Faiss index
M and traversing through the ground truth cluster
space C. When traversing through M, we first get
pairs with predicted labels to be true, then count
how many pairs in C to obtain TP and FP. When
traversing through C, we first get pairs with ground
truth label to be true, then count pairs in M to ob-
tain FN. TN is computed by subtracting TP, FP, and
FN from

�
n
2

�
instead of counting which saves time

significantly. To speed up the searching process,
we also store C and M in prefix trees.

3.3 Probing Results

The results of term clustering evaluation in UMLS
2020 AA for CODER and SapBERT are shown
in Table 2. We search for the best threshold ✓0

according to the F1 score. F1 scores are both low
for SapBERT and CODER, which indicates that
both models could not differentiate terms well and
tend to cluster different terms together. These F1

scores are much lower than reported in (Nguyen
et al., 2021) (0.65 for SapBERT), the reason is they
downsample negative pairs in evaluation which un-
derestimates FN. The performance gap between
SapBERT and CODER comes from their different
sampling strategies.
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Term 1 Term 2 Similarity Same CUICODER SapBERT CODER++
julibroside j2 julibroside c1 0.918 0.918 0.339 F

orange colored urine pink urine 0.738 0.783 0.451 F
type 2 diabetes 1 type 1 diabetes 0.908 0.911 0.502 F

sb 212047 sb 216754 0.819 0.767 0.356 F
early onset late onset 0.831 0.807 0.416 F

ginsenoside rh ginsenoside rg 0.908 0.979 0.420 F
protein phosphatase 1 delta protein phosphatase 2c delta 0.910 0.832 0.616 F

type ii endometrial carcinoma endometrial cancer stage ii 0.845 0.846 0.420 F
headache cephalgia 0.798 0.741 0.776 T

fhx allergies fh: allergy 0.879 0.881 0.819 T
herpesvirus murid 004 murine herpesvirus 068 0.634 0.823 0.674 T

tex2 tex2 gene 0.890 0.995 0.921 T
eppin 1 protein, human eppin protein, human 0.991 0.941 0.834 T

chmp2b gene chromatin modifying protein 2b 0.743 0.797 0.724 T

Table 1: Similarities of different models between representative term pairs with the same CUI or different CUI.
Term pairs with the same CUI are considered positive. Compared with CODER and SapBERT, CODER++ has
relatively lower similarities on negative term pairs and moderately higher similarities on positive term pairs.

Model ✓0 P R F1

SapBERT 0.94 0.302 0.268 0.284
CODER 0.86 0.071 0.401 0.121

Table 2: Results for CODER and SapBERT on term
clustering evaluation in UMLS 2020 AA.

3.4 Case Study

We sample term pairs to check why CODER and
SapBERT fail on term clustering evaluation. Sim-
ilarities of representative false positive term pairs
for both CODER and SapBERT are shown in the
upper part of Table 1. We can observe that CODER
and SapBERT embeddings can’t distinguish terms
with number differences, body part differences, and
devices differences. CODER and SapBERT pro-
vide similarities for these false positive term pairs
as high as true positive term pairs shown in the
lower part of Table 1. Hence they tend to clus-
ter terms with highly similar strings but different
meanings.

4 Approach

We introduce CODER++ to address the above-
mentioned problem. The idea is simple, providing
hard negative pairs to reduce false positive term
pairs. We focus on how to construct mini-batches
to learn fine-grained term representations.

4.1 Term Encoding

CODER++ embeds a term s to a dense represen-
tation e with a pretrained language model. We
tokenize s into sub-words, and use the representa-
tion of [CLS] token for term representation.

4.2 Dynamic Sampling

Positive Sampling For each term t, we sample k
terms p1, ..., pk with same CUI from UMLS. This
adds positive pairs for training. The term pi can
be textually different from t which is considered a
hard positive sample.

Possibly Hard Negative Sampling We take
terms n1, ..., nm with top-m similarities with term
t as possibly hard negative samples. It is expen-
sive to find terms with top-m similarities on the
fly, and we use the Faiss index instead. For each
epoch, we update the Faiss index using the present
CODER++. Selected terms can have the same CUI
or different CUIs with term t. A not well-trained
model has more different CUIs terms as hard nega-
tive samples. The model is required to distinguish
these fine-grained terms. When the training is pro-
gressed, more selected terms will have the same
CUI with the term t.

Overall Sample Strategy We first sample terms
{ti}i randomly from the whole term set. For each
term ti, we sample k positive terms pi1 , ..., pik and
m possibly hard negative terms ni1 , ..., nim . All
these terms {ti, pi1 , ..., pik , ni1 , ..., nim}i construct
a mini-batch, and we use the CUIs of these terms to
guide supervised contrastive learning. An example
of mini-batch is visualized in Figure 1. We follow
Liu et al. (2021); Yuan et al. (2022) to optimize the
model using the Multi-Similarity loss (MS-loss)
(Wang et al., 2019) to guide terms with same CUIs
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Figure 1: Construction of a mini-batch in CODER++.

similar and terms with different CUIs dissimilar.

Ni := {j|1  j  m, ci 6= cj , Sij > min
ck=ci

Sik � ✏}

Pi := {j|1  j  m, ci = cj , Sij < max
ck 6=ci

Sik + ✏}

L =
1

m

mX

i=1

(
log(1 +

P
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where ci is the CUI of ith term, and ✏,↵,� are
hyperparameters.

5 Experiments

5.1 Pre-training
We train CODER++ initialized by CODER with
1,200K training steps 3. We update the Faiss index
every 60K steps. For each mini-batch, we set k =
m = 30. Training costs 9 days on 8 NVIDIA A100
40GB GPUs. Each GPU samples 16 terms {ti}
from UMLS 2020 AA at one time with 8 gradient
accumulation steps which indicates a total of 16⇥
(1 + 30 + 30) ⇥ 8 ⇥ 8 = 62, 464 terms for each
parameter update step. The maximal term length is
set to 32. We use AdamW (Loshchilov and Hutter,
2017) as the optimizer with a linear warm-up in
the first 10000 steps to a peak of 4e-5 learning rate
and a linear decay. The setting of hyperparameters
✏,↵,� in MS-loss is following (Yuan et al., 2022).

5.2 Term Clustering Evaluation
We evaluate CODER++ based on Section 3.2. The
result is shown in Figure 2 and Table 3. Ta-
ble 3 shows that CODER++ greatly outperforms
CODER and SapBERT, obtaining 0.732, 0.576,
and 0.644 for precision, recall, and F1 scores
respectively. We can see from Figure 2 that
CODER++ has a comparable spread in recall
with both CODER and SapBERT, which indicates
CODER++ reserves the ability of clustering terms

3SapBERT can also be used as the initial checkpoint.

Figure 2: UMLS term clustering evaluation for
CODER, SapBERT, and CODER++ under different
thresholds.

Model ✓0 P R F1

SapBERT 0.94 0.302 0.268 0.284
CODER 0.86 0.071 0.401 0.121
CODER++ 0.70 0.732 0.576 0.644

Table 3: Results for CODER, SapBERT, and
CODER++ on term clustering evaluation in UMLS
2020 AA.

with similar meanings, while achieving much bet-
ter precision for most thresholds, which indicates
a significant improvement in distinguishing terms
with different meanings.

5.3 Case Study
We compute similarities for the same term pairs
as in Section 3.4 using CODER++, and the results
are shown in the upper part of Table 1. It sug-
gests that CODER++ has relatively low similarities
on negative term pairs and reduces the FP rate.
To check if CODER++ maintains high similarities
for positive term pairs, we sample some positive
terms pairs and compute the similarities, which are
shown in the lower part of Table 1. We observe
that CODER++ has moderately high similarities
for positive term pairs, which suggests CODER++
reserves the ability to normalize terms with similar
meanings.

In conclusion, our dynamic sampling strategy
significantly decreases similarities in negative term
pairs, while mildly decreasing similarities in posi-
tive pairs. The results indicate the efficacy of our
dynamic sampling strategy in pretraining.

5.4 Zero-shot Term Normalization
We evaluate CODER++ with zero-shot term nor-
malization on BC5CDR (Li et al., 2016), results
are shown in Table 4. CODER++ achieves bet-
ter performance than CODER and comparable
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Model BC5CDR-d BC5CDR-c
SapBERT 93.5, 96.0 96.5, 98.2
CODER 92.2, 94.7 95.1, 97.2
CODER++ 92.2, 94.9 96.5, 97.9

Table 4: Acc@1 and Acc@5 on BC5CDR for CODER,
SapBERT, and CODER++.

Setting ✓0 P R F1

CODER 0.88 0.273 0.310 0.290
(a) 0.76 0.482 0.289 0.361
(b) 0.74 0.667 0.517 0.583
(c) 0.68 0.830 0.659 0.735

Table 5: Ablation study on sampling strategies with Ds

term clustering.

performance with SapBERT, which shows that
CODER++ generalizes well and reserves the ability
to normalize terms with different names.

5.5 Ablation Study

Here we conduct ablation studies on sampling
strategies. Ablation studies are based on a sampled
subset of UMLS, which consists of 500K terms
(denote as Ds). We train models with different set-
tings on Ds respectively, then use each model to
perform clustering evaluation on it:
Setting (a): k = 1, m = 30, do not update Faiss.
Setting (b): k = m = 30, do not update Faiss.
Setting (c): k = m = 30, update Faiss index every
epoch (i.e. proposed CODER++).

Figure 3 displays results for thresholds ranging
from 0.6 to 0.98, and Table 5 lists the best per-
formances among those thresholds of each model.
Setting (a) has much higher precision than the orig-
inal CODER in all thresholds, which indicates hard
negative samples do improve the ability to differ-
entiate negative term pairs. Setting (b) has higher
precision and recall than setting (a), especially re-
call, which indicates simultaneously using posi-
tive and negative samples reserves the ability of
clustering similar terms while achieving a better
capability of differentiating terms. Setting (c) has
higher precision than setting (b), which indicates
dynamic negative samples greatly enhance the abil-
ity to differentiate negative term pairs. The negative
sampling under setting (b) is static, the model can
easily overfit these samples; while setting (c) will
provide new hard negative samples based on the
current model. The result is quite intuitive since
dynamic negative samples improve precision and
recall simultaneously along with all thresholds. In
conclusion, dynamic negative sampling with bal-

Figure 3: Ablation study on sampling strategies with
Ds term clustering under different thresholds.

anced positive sampling is the setting that performs
best and we use it for training CODER++.

6 Conclusions

We propose CODER++, a fine-grained biomedical
term representation, which benefits from our dy-
namic sampling strategy that provides hard positive
and negative pairs. We propose an automatic large-
scale clustering evaluation algorithm. Through
a combination of automatic evaluation and the
case study, we find CODER++ greatly outperforms
CODER and SapBERT on UMLS term clustering
and has a much better ability to distinguish dif-
ferent concepts with similar term names. The ef-
fectiveness of our dynamic sampling strategy is
also proved through an ablation study. Our work
can be used for automatic term clustering or rec-
ommend candidate similar terms for experts and
crowdsourcing participants in human term cluster-
ing. Our work also suggests that biomedical term
embedding models such as CODER can be further
pretrained by focusing on specific information.
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Abstract

Pretrained language models have served as im-
portant backbones for natural language process-
ing. Recently, in-domain pretraining has been
shown to benefit various domain-specific down-
stream tasks. In the biomedical domain, natural
language generation (NLG) tasks are of critical
importance, while understudied. Approaching
natural language understanding (NLU) tasks
as NLG achieves satisfying performance in
the general domain through constrained lan-
guage generation or language prompting.We
emphasize the lack of in-domain generative
language models and the unsystematic gener-
ative downstream benchmarks in the biomedi-
cal domain, hindering the development of the
research community. In this work, we intro-
duce the generative language model BioBART
that adapts BART to the biomedical domain.
We collate various biomedical language gen-
eration tasks including dialogue, summariza-
tion, entity linking, and named entity recogni-
tion. BioBART pretrained on PubMed abstracts
has enhanced performance compared to BART
and set strong baselines on several tasks. Fur-
thermore, we conduct ablation studies on the
pretraining tasks for BioBART and find that
sentence permutation has negative effects on
downstream tasks.

1 Introduction

Since the advent of ELMo (Peters et al., 2018) and
BERT (Devlin et al., 2019), the new pretrain-then-
finetune paradigm has brought great performance
improvement and dominated the methodology re-
search of the natural language processing (NLP)
field. Previous research has illustrated that pre-
training language models on the domain-specific
corpora can improve the model performance on
domain-specific tasks further (Gururangan et al.,
2020). With the large-scale publicly accessible

∗ Contributed equally.
† Corresponded author.

corpora from PubMed, researchers have already
proposed biomedical domain pretrained language
models such as BioBERT (Lee et al., 2020) and
PubMedBERT (Gu et al., 2022) to aid the later
research.

Natural language generation (NLG) tasks such
as dialogue system (Chao et al., 2017) and ques-
tion answering (Jin et al., 2022) are of critical im-
portance for the biomedical artificial intelligence
research, and there is also a trend to approach nat-
ural language understanding as NLG tasks in the
general domain (Sun et al., 2021; Yan et al., 2021).
For example, an entity retrieval task can be solved
by constrained natural language generation (Cao
et al., 2021). However, there exist two gaps in
the research of the biomedical NLG. On the one
hand, the architectures of the biomedical pretrained
language models are almost all encoder-only trans-
formers. Such architecture is incapable of generat-
ing natural languages auto-regressively. A decoder
is necessary for language generation (Liu and La-
pata, 2019). On the other hand, there are very
few in-domain generative language models for bio-
medicine (Phan et al., 2021). Models pretrained
on biomedical corpora may further enhance the
performance of current biomedical NLG methods.

To bridge the gaps mentioned above, we propose
a biomedical auto-regressive generative language
model, BioBART, pretrained on the biomedical
corpora. In our work, we adopt BART (Bidirec-
tional and Auto-Regressive Transformers), a gen-
erative pretrained language model which achieves
state-of-the-art results on different NLG tasks in
the general domain (Lewis et al., 2020a). We con-
tinuously pretrain BART on PubMed abstracts to
achieve biomedical domain adaption only using the
text-infilling task. We also collate and evaluate Bio-
BART on the existing biomedical NLG tasks. The
in-domain BioBART outperforms BART model
and sets strong baselines for several NLG tasks.

The main contributions of our work are summa-
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rized as follows1:

1. In aid of the research concerning the biomedi-
cal NLG tasks, we collate existing biomedical
NLG tasks along with corresponding data and
experimental settings. The archived biomedi-
cal tasks will be released.

2. We further analyze the influence of the
pretraining task of sentence permutation in
BART, and we find it brings degradation on
the biomedical NLG tasks.

3. We evaluate our BioBART models on various
NLG tasks and demonstrate the superb perfor-
mance over BART. We will release the codes
and weights to help reproduce our results.

2 Related Work

2.1 Auto-regressive Language Model

Most of the prestigious language models such
as BERT, RoBERTa (Liu et al., 2019) are auto-
encoding transformers. The encoder-only archi-
tecture prevents the direct implementation of the
seq2seq language generation. Several generative
auto-regressive language models are proposed to
mitigate the problem. The serial GPT models
(Radford and Narasimhan, 2018; Radford et al.,
2019; Brown et al., 2020) adopt the decoder-only
transformer architecture which is a left-to-right lan-
guage model. They pretrain the models by auto-
regressively predicting the upcoming word of sen-
tences. UniLM1 (Dong et al., 2019) and UniLM2
(Bao et al., 2020) implement attention masks to
the transformer encoder to achieve unidirectional
language modeling. They pretrain their models
with a mixture of masked language modeling and
auto-regressive language generation. T5 (Raffel
et al., 2020) and BART (Lewis et al., 2020a) ap-
ply the full transformer architecture, the encoder is
used for input sequence encoding and the decoder
is used for language generation. T5 and BART are
both pretrained by denoising the corrupted corpora.
Such models achieve many state-of-the-art results
on various NLG tasks and some NLU tasks.

2.2 Biomedical Domain Pretraining

Existing work has shown that pretraining the lan-
guage models on the domain-specific corpora can

1Our codes and pretrained checkpoints can be found at
https://github.com/GanjinZero/BioBART.

bring better model transferability on the corre-
sponding downstream tasks (Gururangan et al.,
2020). There are endeavors to adapt language
models to the specific domain. BioBERT (Lee
et al., 2020) pretrained BERT model using biomed-
ical corpora from PubMed abstracts and PubMed
Central (PMC) full-text articles. BlueBERT (Peng
et al., 2020) and clinicalBERT (Alsentzer et al.,
2019) add electronic medical record (EMR) cor-
pora from MIMIC-III (Johnson et al., 2016) to
the pretraining data. Instead of continuous train-
ing from the general BERT checkpoint, SciBERT
(Beltagy et al., 2019) and PubMedBERT (Gu et al.,
2022) are trained from scratch using scientific pa-
pers from Semantic Scholar (Ammar et al., 2018)
and PubMed articles respectively. (Shin et al.,
2020) releases BioMegatron, a larger-size BERT-
style language model pretrained on PubMed ab-
stracts, PMC and MIMIC-III. The aforementioned
work all use the model architecture of BERT. Other
researchers are exploring different language mod-
els.

BioELMo (Jin et al., 2019) is pretrained on
biomedical corpora based on stacked bidirectional
LSTM language model ELMo (Peters et al., 2018).
BioELECTRA (Kanakarajan et al., 2021) applies
an adversarial training scheme consisting of a dis-
criminator and a generator. They use PubMed ab-
stracts and PMC articles as in-domain pretraining
corpora. BioMed-RoBERTa (Gururangan et al.,
2020) is initialized from RoBERTa (Liu et al.,
2019), with additional training on the scientific pa-
pers from Semantic Scholar. Bio-lm (Lewis et al.,
2020b) is pretrained on data from PubMed, PMC,
and MIMIC-III based on the RoBERTa model. Ke-
BioLM (Yuan et al., 2021) uses Entity as Experts
(Févry et al., 2020) model to inject biomedical en-
tity knowledge into the language model, starting
from the weights of PubMedBERT. Coder (Yuan
et al., 2022b) and SapBERT (Liu et al., 2021) take
advantage of the synonyms resource from biomed-
ical knowledge base UMLS (Bodenreider, 2004)
and enhance the model with entity knowledge by
contrastive pretraining.

Due to the nature of model architecture, encoder-
only language models have limited performance on
the NLG tasks, such as summarization and question
answering. In recent research, SciFive (Phan et al.,
2021) is proposed for biomedical NLP tasks. Sci-
Five is pretrained on PubMed abstracts and PMC
articles based on T5 architecture. While T5 is avail-
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able for NLG tasks, SciFive is focused on evaluat-
ing NLU tasks. Compared to SciFive, we choose
to use BART as our model backbone and evalu-
ate more on NLG tasks to leverage the power of
decoders.

2.3 Biomedical Natural Language Generation

In the biomedical domain, most of the NLP tasks
are natural language understanding (NLU) tasks.
There are well-archived benchmarks for the evalua-
tion of biomedical NLU, such as BLUE (Gu et al.,
2022) and CBLUE (Zhang et al., 2021). NLG tasks
are relatively less studied. (Ju et al., 2020) collects
the patients and doctors’ dialogues and forms a
benchmark for Covid-19 related dialogue system.
(Ben Abacha et al., 2021) is an annual biomedical
NLP competition containing NLG tasks such as
medical question (or answer) summarization and
figure captions.

Moreover, with the success of GPT-3, there is a
novel trend that unifies all the NLP tasks as NLG
tasks (McCann et al., 2018; Brown et al., 2020).
The traditional NLU tasks can be approached by
constrained language generation. Much attention
is paid on the NLG methods recently. In the
biomedical domain, entities are of primary concern.
GENRE (Cao et al., 2021), Yuan et al. (2022a) and
BARTNER (Yan et al., 2021) reach the new state-
of-the-art by auto-regressive language model on
entity linking and named entity recognition tasks.
Such methods can be adapted to the biomedical
domain.

3 Biomedical Domain Pretraining

BART is a sequence-to-sequence model with a
bi-directional encoder and a left-to-right auto-
regressive decoder. The model architecture is con-
sistent with the Transformers (Vaswani et al., 2017)
except for changing the ReLU activation functions
to GeLUs (Hendrycks and Gimpel, 2016). BART
is pretrained by denoising the corrupted input doc-
uments. The work ablates five different types of
corruption noise: text masking, text deletion, text
infilling, sentence permutation, and document ro-
tation. As a result, the pretraining documents are
corrupted in two ways: 1) Text Infilling: For each
document, a number of token spans are sampled,
and each sample span is replaced with a single
mask token. 2) Sentence Permutation: A docu-
ment is split into sentences and sentences are shuf-
fled in random orders. The pretraining objective

is to minimize the negative log-likelihood of the
original documents.

Prior work has shown that continuous-pretrained
models can get competitive results compared with
those trained from scratch (Gu et al., 2022). In
our work, we continuously pretrain BART on the
biomedical domain corpora. We revisit the methods
to corrupt input texts. BART keeps the sentence
permutation noise because of the significant perfor-
mance gain on the summarization task, although
this noise may lead to slight degradation on other
tasks. We run further ablation studies on various
biomedical NLG tasks. We show that the model
pretrained without sentence permutation has better
performance. Further details are listed in Section
5.5. Therefore we only implement the text infilling
task to corrupt input texts for pretraining BioBART.

4 Generative Downstream Task

In this section, we introduce the generative down-
stream tasks in the biomedical domain. We will
conduct experiments on these tasks to illustrate the
performance of the domain-specific BioBART.

4.1 Dialogue System

A medical dialogue system aims to imitate the hu-
man doctor to communicate with human patients in
a natural way. Based on the BART-style model, the
patients’ primitive descriptions and dialogue histo-
ries are used as inputs to the model, then the model
auto-regressively generates the replies as outputs.
The task is trained and evaluated in a sequence-to-
sequence fashion.

4.2 Abstractive Summarization

Summarization is a classical NLP task. It is
important for healthcare to concisely summarize
knowledge-rich biomedical documents. Tech-
nically, there are abstractive and extractive ap-
proaches to generate better summaries. With the
help of large pretrained language models, abstrac-
tive summarization methods outperform extractive
methods in summary diversity and conciseness
(Zhang et al., 2020a; Dou et al., 2021). The ab-
stractive summarization is naturally an NLG task.
We follow the BART (Lewis et al., 2020a) work
and evaluate our BioBART on the biomedical sum-
marization tasks in the same fashion. The input
documents are encoded by the model encoder and
the summaries are generated by the decoder auto-
regressively.
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4.3 Entity Linking

Entity linking is a task that maps entity mentions in
texts to its standard entity concepts. Traditional en-
tity linking methods use language models to encode
entity concepts from knowledge bases(e.g. UMLS)
and mentions into the same dense space and disam-
biguate mentions by vector similarity. The large
memory footprint requirements and difficult model
training hinder the development of such methods.
Cao et al. (2021) proposes GENRE which uses
generative language models to disambiguate en-
tity mentions by auto-regressively generating the
standard concept names conditioned on the inputs.
(Yuan et al., 2022a) achieves state-of-the-art entity
linking performance on various biomedical entity
linking datasets by generative methods. We include
this leading-edge method to show the superior per-
formance of BioBART.

4.4 Named Entity Recognition

Named entity recognition (NER) is a critical task
in the biomedical NLP community which extracts
biomedical-related entities from texts. Nested and
discontinuous entities widely exist in biomedical
papers and EMR due to the multi-granularity se-
mantic meanings and complex syntax structures
(Yuan et al., 2020). Well-used sequential labelling
framework in NER (Lample et al., 2016) is not
directly fitted for nested and discontinuous NER
(Finkel and Manning, 2009). Yan et al. (2021)
propose BARTNER to model nested and discontin-
uous NER into seq2seq task by inputting sentences
and outputting entities with their entity types one
by one. The generative approach of BARTNER
achieves state-of-the-art performance on nested and
discontinuous NER datasets, and we will use it to
evaluate our proposed BioBART can further en-
hance the performance.

5 Experiments

5.1 Pretraining

Pretraining Corpora There are two main
sources of biomedical corpora: PubMed abstracts,
PMC articles. In the prior work (Gu et al., 2022),
training on both corpora surprisingly leads to a
slight degradation in performance compared to
solely training on PubMed abstracts. Therefore, we
only use PubMed abstracts as the pretraining cor-
pora. The corpora contain about 41 GB of biomed-
ical research paper abstracts on PubMed.

Pretraining Setup We continuously pretrain
both large and base versions of BART for 120k
steps with a batch size of 2560. We use the same
vocabulary as BART to tokenize the texts. Al-
though the input length limitation of BART is 1024,
the tokenized PubMed abstracts rarely exceed 512.
Therefore, for the sake of training efficiency, we
truncate all the input texts to 512 maximum length.
We mask 30% of the input tokens and the masked
span length is determined by sampling from a Pois-
son distribution (λ = 3) as used in BART. We use
a learning rate scheduler of 0.02 warm-up ratio
and linear decay. The learning rate is set to 1e-4.
We train the base version of BioBART on 2 DGX
with 16 40GB A100 GPUs for about 100 hours and
the large version of BioBART on the same devices
for 168 hours with the help of the open-resource
framework DeepSpeed (Rajbhandari et al., 2020).

5.2 Dataset for Downstream Task

5.2.1 Dialogue System
CovidDialog (Ju et al., 2020) Concerning the
widespread Coronavirus disease 2019 (COVID-19)
pandemic, the CovidDialog dataset is proposed to
facilitate the development of dialogue system pro-
viding COVID-related consultations to people. The
dataset is collected from online healthcare forums.
It contains 603 consultations about COVID-19 and
other related pneumonia, having 1232 utterances in
total. Each consultation starts with a description re-
lated to patients’ medical conditions, then followed
the conversation between a doctor and a patient.

5.2.2 Abstractive Summarization
iCliniq, HealthCareMagic Both datasets are
extracted from MedDialog (Zeng et al., 2020)
dataset, collected from the online healthcare plat-
form. iCliniq contains 31,062 samples and Health-
CareMagic contains 226,405 samples. Each sam-
ple is comprised of a summary and corresponding
dialogues between a patient and a doctor. Health-
CareMagic’s summaries are more abstractive and
are written in a formal style, unlike iCliniq’s
patient-written summaries. We follow the previous
work (Mrini et al., 2021) for training, developing,
and testing data separations of both datasets.

MeQSum (Ben Abacha and Demner-Fushman,
2019) The dataset is created for better medical ques-
tion summarization because the original patients’
questions are verbose, causing difficulty for the
question-answering system. The dataset contains

100



Task Dataset Train Dev Test Dataset Train Dev Test Metric

Dialogue CovidDialog 490 63 61 Rouge,BERTscore,
BLEU

Summarization
MeQSum 500 - 500 MEDIQA-ANS 38,166 174 552

Rouge, BERTscoreiCliniq 24,851 3,105 3,108 MEDIQA-QS 1,000 50 100
HealthCareMagic 181,122 22,641 22,642 MEDIQA-MAS 1,104 50 80

Entity Linking
MedMentions 122,241 40,884 40,157 NCBI 5,784 787 960

Recall@1,@5BC5CDR 9,285 9,515 9,654 COMETA 13,489 2,176 4,350
AskAPatients 16,826 1,663 1,712

NER ShARe13 5,146 669 5,333 ShARe14 10,380 771 7,922 Entity-level F1 scoreCADEC 4,430 898 990 GENIA 50,509 - 5,506

Table 1: The statistics of the datasets for biomedical generative tasks. The counts for NER are entity counts.

Covid19-Dialogue
Model Rouge-1 Rouge-2 Rouge-L BLEU BERTscore
BART BASE 27.24 12.31 25.66 10.36 0.852
BioBART BASE 28.14 12.77 26.32 11.40 0.849

BART LARGE 29.02 12.08 26.93 10.96 0.852
BioBART LARGE 28.81 13.79 26.96 12.05 0.850

State-of-the-art - - - 7.60 -
Source - - - (Zhou et al., 2021) -

Table 2: The main results on Dialogue System task.

1000 patients’ health questions selected from a col-
lection distributed by the U.S. National Library of
Medicine (Kilicoglu et al., 2018). Each question is
annotated with a question summarization by medi-
cal experts.

MEDIQA-ANS (Savery et al., 2020) When feel-
ing discomfort, people may turn to the internet for
the answers to their medical questions. The raw
searching result may be obscure for even medical
experts. The dataset is proposed to emphasize the
need for a medical answer summarization system
in aid of better understanding biomedical materials.
It consists of 156 health questions, corresponding
answers to these questions, and expert-created sum-
maries (both abstractive and extractive) of these
answers. Following the paper, we use BioASQ
(Tsatsaronis et al., 2015) to construct training data,
MedInfo (Abacha et al., 2019) for validation, and
the whole MEDIQA-ANS dataset for testing.

MEDIQA-QS, MEDIQA-MAS Both datasets
are derived from the MEDIQA 2021 Tasks
(Ben Abacha et al., 2021). MEDIQA-QS dataset
aims to incentivize the development of new sum-
marization approaches that address specifically the
challenges of long and complex health questions.
The dataset provides the validation and test sets,
and MeQSum dataset is used as the training set.
MEDIQA-MAS aims to prompt research that si-
multaneously aggregates and summarize the differ-
ent relevant answers to a medical question. This

dataset provides the validation and test sets, and
MEDIQA-ANS dataset comprises the training set.

5.2.3 Entity Linking
MedMentions (Mohan and Li, 2019) MedMen-
tions is a large-scale biomedical entity recognition
dataset. The commonly used St21pv subset con-
tains 4,392 PubMed abstracts, and over 350,000
mentions are linked to concepts of 21 selected se-
mantic types in UMLS (Bodenreider, 2004).

BC5CDR (Li et al., 2016) BC5CDR is a bench-
mark for biomedical entity linking. 1500 PubMed
article abstracts are annotated with 4409 chemicals,
5818 diseases entities, and 3116 chemical-disease
interactions. MeSH ontology, a subset of UMLS
is used to annotate entities. We follow most recent
work (Angell et al., 2021; Varma et al., 2021) for
data pre-processing.

NCBI (Doğan et al., 2014) The dataset is built
from 793 PubMed abstracts. It consists of 6892
annotated disease mentions of 790 unique disease
concepts. The annotators label all the mentions to
concepts in MEDIC ontology (Davis et al., 2012).
MEDIC is a medical dictionary that merges the
diseases concepts, synonyms, and definitions in
MeSH and OMIM and is composed of 9700 unique
diseases. We follow BioSyn (Sung et al., 2020) to
process data and construct dataset splits.

COMETA (Basaldella et al., 2020) COMETA
is derived from the online publicly available and
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iCliniq HealthCareMagic MEDIQA-QS
Model Rouge-1/2/L BERTscore Rouge-1/2/L BERTscore Rouge-1/2/L BERTscore
BART BASE 61.43/48.68/59.71 0.941 46.81/26.19/44.34 0.918 28.82/10.99/26.99 0.896
BioBART BASE 61.07/48.47/59.42 0.941 46.67/26.03/44.11 0.918 30.12/11.28/27.44 0.898

BART LARGE 59.87/47.01/58.12 0.938 47.24/26.54/44.68 0.919 29.97/10.64/28.41 0.901
BioBART LARGE 60.32/47.98/58.69 0.940 46.54/26.14/44.23 0.919 31.97/12.39/29.70 0.903
State-of-the-art 62.3/48.7/58.5 - 46.9/24.8/43.2 - 35.14/16.08/31.31 -
Source (Mrini et al., 2021) (Mrini et al., 2021) (Ben Abacha et al., 2021)

MEDIQA-MAS MEDIQA-ANS(Pages) MeQSum
Model Rouge-1/2/L BERTscore Rouge-1/2/L BERTscore Rouge-1/2/L BERTscore
BART BASE 31.63/9.98/27.85 0.859 19.10/6.77/16.90 0.851 52.93/35.79/50.46 0.927
BioBART BASE 32.90/11.28/29.26 0.861 18.97/7.46/16.77 0.850 53.75/36.50/51.27 0.929

BART LARGE 29.32/9.00/26.14 0.857 21.52/9.31/19.15 0.853 53.68/36.80/51.05 0.928
BioBART LARGE 30.60/10.37/27.04 0.861 21.58/9.34/19.18 0.857 55.61/38.11/53.15 0.933
State-of-the-art 32.15/16.21/19.10 - 23.07/ 5.41/15.35 - 54.5/37.9/50.2 -
Source (Ben Abacha et al., 2021) (Laskar et al., 2021) (Mrini et al., 2021)

Table 3: The main results on Summarization tasks.

MedMentions BC5CDR NCBI COMETA AAP
Model Recall@1/@5 Recall@1/@5 Recall@1/@5 Recall@1/@5 Recall@1/@5
BART BASE 69.77/84.59 91.56/94.89 88.54/95.31 78.34/87.40 86.37/94.29
BioBART BASE 71.15/86.22 93.01/95.59 89.27/95.31 79.63/88.64 87.51/94.92

BART LARGE 71.49/84.95 92.48/95.26 90.21/95.52 80.70/88.65 88.79/96.59
BioBART LARGE 71.78/85.42 93.26/95.74 89.90/95.63 81.77/88.87 89.40/95.76

State-of-the-art 74.6/ - 91.9/ - 92.4/ - 80.1/ - 89.0/ -
Source (Varma et al., 2021) (Varma et al., 2021) (Lai et al., 2021) (Lai et al., 2021) (Liu et al., 2021)

Table 4: The main results on Entity Linking tasks.

ShARe13 ShARe14 CADEC GENIA
Model F1 F1 F1 F1
BART BASE 76.63 77.87 68.37 78.06
BioBART BASE 78.78 79.17 68.39 78.43

BART LARGE 79.69 80.34 70.64 78.93
BioBART LARGE 80.75 80.41 70.53 79.93

State-of-the-art 82.52 81.75 73.21 81.39
Source (Li et al., 2021)

Table 5: The main result on NER tasks.

anonymous health discussion on Reddit. It consists
of 20k English biomedical entity mentions expert-
annotated with concepts from SNOMED CT. We
use the “stratified (general)” split and follow the
training and evaluation procedures of SapBert (Liu
et al., 2021) and ResCNN (Lai et al., 2021).

AskAPatient (Limsopatham and Collier, 2016)
It contains 8,662 phrases from social media. Each
phrase can be mapped to one of the 1,036 medical
concepts from SNOMED-CT and AMT (the Aus-
tralian Medicines Terminology). The samples in
AskAPatient do not include contextual information.
We follow Sung et al. (2020) and Limsopatham and
Collier (2016) for data pre-processing and apply
the 10-fold evaluation protocol.

5.2.4 Named Entity Recognition
ShARe13, ShARe14, CADEC These three
datasets annotate discontinuous adverse drug
events entities. The main difference is the anno-
tated data of ShARe tasks (Pradhan et al., 2013;
Mowery et al., 2014) comes from MIMIC-II, and
CADEC (Karimi et al., 2015) comes from social
media. There is only one entity type for these
datasets. We follow Yan et al. (2021) for dataset
preprocess.

GENIA (Kim et al., 2003) GENIA annotates
2000 MEDLINE abstracts with biological entities.
Entities can be nested with others. We follow (Lin
et al., 2019) to combine fine-grained entity types
into 5 coarse-grained entity types and to construct
dataset splits.

All the aforementioned datasets are in English.
The statistical overview of the aforementioned
datasets is listed in Table 1.

5.3 Fine-tuning details
Dialogue We use BioBART as the dialogue sys-
tem model. The dialogue history is fed into the en-
coder and the decoder generates the response auto-
regressively. We apply the negative log-likelihood
function as the training objective with respect to
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the reference dialogue response. We fine-tune the
model with learning rate 5e-5 for the base version
and 1e-5 for the large version for 20 epochs. We
run evaluations on the validation set at the end of
each epoch and use the checkpoint with the best
validation performance for testing. During infer-
ence, we use beam search of size 5 to sample re-
sponses from the model’s outputs. We use Rouge-
1/2/L (Lin, 2004), BLEU (Papineni et al., 2002)
and BERTscore (Zhang et al., 2020b) as our evalu-
ation metrics. RoBERTa-large (Liu et al., 2019) is
used as scorer in BERTscore.

Summarization Similarly, for summarization,
the encoder takes the documents as input, and the
decoder generates the corresponding summariza-
tions. We minimize the log-likelihood objective
to fine-tune the model and apply beam search for
inference. Across different summarization datasets,
the beam size is set to 5 and we use no length
penalty. We fine-tune the model with learning rate
5e-5 for the base version and 1e-5 for the large
version for 6 epochs. We run evaluations on the
validation set at the end of each epoch and use the
checkpoint with the best validation performance
for testing. We apply the commonly used Rouge-
1/2/L and BERTscore for evaluation metrics. The
large version of RoBERTa is used as the scorer in
BERTscore.

Entity Linking We follow the method and ex-
perimental settings in Yuan et al. (2022a) to imple-
ment the generative model for biomedical entity
linking tasks. Knowledge-base guided pre-training
in Yuan et al. (2022a) has not been applied. The
documents with the positions of mentions marked
are fed into the encoder and the decoder outputs
the corresponding synonyms in the knowledge base
directly. We use the top1 and top5 recall (Recall@1
and Recall@5) as the evaluation metrics.

NER We use BARTNER (Yan et al., 2021) as
our model. The target type for BARTNER is word
(i.e. output first BPE of each word in entities). We
use the parameters selected by Yan et al. (2021) for
all pretrained models and fine-tune for 30 epochs.
Entity-level F1 is used as the metric.

5.4 Main Result

In this section, we present the base and large ver-
sion of BioBART on various generation tasks. We
compare our in-domain BioBART with BART to
illustrate the effectiveness of domain adaption. We

also compare with the existing state-of-the-art re-
sults on each dataset to shed light on the superior
performance of BioBART. The experimental re-
sults are shown in Table 2-5. The best and the
second-best scores are highlighted with bold num-
bers and underlines respectively.

Dialogue We evaluate biomedical dialogue re-
sponse generation on CovidDialog. For both base
and large version, BioBART shows improvement
on the automatic metric Rouge. The large Bio-
BART outperforms BART by 1.71 on Rouge-2 and
0.03 on Rouge-L . Our evaluations surpasses the
current state-of-the-art on BLEU score by 4.45.

Summarization We present broad experimen-
tal results on biomedical summarization datasets.
From Table 3, BioBART has competitive or even
superior performance on the task. Except for
iCliniq and HealthCareMagic, we see consistent
improvement on different datasets for both sizes of
BioBART. For MeQSum, BioBART large exceeds
BART large for 1.93/1.31/2.1 on Rouge-1/2/L and
even outperforms the current state-of-the-art. The
possible reason that biomedical in-domain pretrain-
ing fails on iCliniq and HealthCareMagic is that
both datasets are built upon a clinical corpus. There
still exists a domain-shifting problem for BioBART
pretrained on biomedical scientific articles from
PubMed.

On dialogue and summarization tasks, there are
minor changes in BERTscore for different models.
This is possible because the metric is calculated
by other pretranined language models. The im-
plemented RoBERTa may suffer from biomedical
domain-shifting and cannot quantify the model per-
formance accurately.

Entity Linking The results on biomedical en-
tity linking tasks are shown in Table 4. For all
the tasks, models finetuned based on BioBART
have better performance. On AAP, BC5CDR, and
COMETA, our results outperform the current dis-
criminative state-of-the-art methods by 0.4, 1.67,
and 1.36 points of Recall@1 respectively.

NER The performance improvement of Bio-
BART on ShARe13, ShARe14, and GENIA is sig-
nificant, while the increase on CADEC is mediocre.
For the large models, BioBART improves entity-
level F1 scores for 1.06 and 1 on ShARe13 and
GENIA datasets. There are promising results for
generative biomedical NER methods, while the gap
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CovidDialogue MeQSum MEDIQA-MAS
Rouge-2/L BLEU Rouge-2/L BERTscore Rouge-2/L BERTscore

BART BASE 12.31/25.66 10.36 35.79/50.46 0.927 9.98/27.85 0.859

w/ TI & SP 10.90/25.46 10.46 34.93/49.28 0.926 9.04/27.43 0.859
w/ TI 11.81/25.79 12.79 37.14/51.71 0.929 10.66/27.65 0.862

MedMentions COMETA ShARe13 CADEC
Recall@1 Recall@5 Recall@1 Recall@5 F1 F1

BART BASE 69.77 84.59 78.34 87.40 76.63 68.37

w/ TI & SP 70.76 85.69 79.31 87.93 77.01 67.98
w/ TI 70.82 85.68 79.43 88.28 78.03 69.22

Table 6: Ablation study for pretraining tasks. TI is short for Text Infilling and SP is short for Sentence Permutation.

Context(Document) BART Response(Summary) BioBART Response(Summary)
Description: I have type 1 diabetes that I try
hard to control, but i struggle with. Are my
chances high for poor outcomes with the virus?
I’m in such a panic about it.

In brief: diabetes. Your risk of complications
with covid-19 is very low. If you are well con-
trolled your risk should not be elevated. If your
diabetes is uncontrolled you should not have a
particularly high risk.

Diabetes and Covid-19. If you are a type 1
diabetic, you are at high risk for poor outcomes
with the virus. Your risk is very high. You
should be aware of your risk factors and monitor
your glycemic control closely.

SUBJECT: treatment for dry mouth caused by
necessary medicine MESSAGE: My provider
can’t help (I asked.) I am intolerant of all the
"sugar alcohols" such as maltilol, ...

What are the treatments for dry mouth caused
by sugar alcohols?

What are the treatments for dry mouth?

Are there any new treatments for orthostatic
tremor? ... Deep brain stimulation is some-
times done when drugs cannot control a severe,
disabling tremor. Sometimes essential tremors
or tremors due to Parkinson disease or another
disorder require such treatment. ... There is
no cure for most forms of tremor, but there are
treatments to help manage symptoms. ...

There is no cure for tremor, but there are treat-
ments to help manage the symptoms.

There is no cure for tremor, but there are treat-
ments to help manage the symptoms. The most
common ... help relieve symptoms. Deep brain
stimulation is sometimes done when drugs can-
not control a severe, disabling tremor. Some-
times essential tremors or tremors due to Parkin-
son disease or another disorder require such
treatment.

Table 7: Example dialogue and summaries from the fine-tuned BART and BioBART model excepts of showing the
references. The key information and differences are highlighted with colors.

with the current state-of-the-art NER method (Li
et al., 2021) is still salient.

5.5 Ablation Study on Pretraining Task
In this section, we test on pretraining with or with-
out the sentence permutation task. We pretrain
BART base following the same pretraining settings
except for reducing the training step to 40k for effi-
ciency. We fine-tuned the pretrained models on the
downstream tasks. The ablation results are shown
in Table 6.

From the result, it is illustrated that the model
pretrained on isolated text infilling task performs
the best. The sentence permutation task down-
grades the model’s performance even for generative
summarization and dialogue system tasks.

5.6 Generated example
Here we demonstrate BioBART’s performance
qualitatively. In Table 7, we present three gen-
erative examples on CovidDialog, MeQSum, and
MEDIQA-ANS respectively. In the first example,

we can see that BART generates an erroneous in-
struction of the influence of diabetes. BioBART
injected with domain knowledge can correctly give
the response. In the second, BART misunderstands
the document where sugar alcohol is not the cause
of dry mouth. BioBART generates an accurate
and concise summary. In the final example, the
MEDIQA-ANS document is rather long and BART
fails to extract complete information (colored in
red). From the examples, we can conclude that
BioBART has improvements on biomedical com-
mon sense and documents understanding.

6 Conclusions

In this work, we pretrain the biomedical domain
generative language model BioBART. We also
collect various publicly available benchmarks for
biomedical generative tasks to prompt future re-
search. Our experimental results show that con-
tinuous pretraining on PubMed abstracts helps the
model with domain adaption. BioBART shows
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great improvements on different benchmarks and
achieves competitive or superior results over the
current state-of-the-art methods. We also release
our pretraining and fine-tuning codes to facilitate
future research for reproducibility.

We will explore pretraining generative language
models 1) on in-domain vocabularies and from
scratch, 2) and with clinical corpora such as EMRs
in MIMIC-III (Johnson et al., 2016) or PMC-
Patients (Zhao et al., 2022) in the future studies.
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Abstract
Medical dialogue systems have the potential to
assist doctors in expanding access to medical
care, improving the quality of patient experi-
ences, and lowering medical expenses. The
computational methods are still in their early
stages and are not ready for widespread ap-
plication despite their great potential. Exist-
ing transformer-based language models have
shown promising results but lack domain-
specific knowledge. However, to diagnose like
doctors, an automatic medical diagnosis ne-
cessitates more stringent requirements for the
rationality of the dialogue in the context of rel-
evant knowledge. In this study, we propose a
new method that addresses the challenges of
medical dialogue generation by incorporating
medical knowledge into transformer-based lan-
guage models. We present a method that lever-
ages an external medical knowledge graph and
injects triples as domain knowledge into the ut-
terances. Automatic and human evaluation on
a publicly available dataset demonstrates that
incorporating medical knowledge outperforms
several state-of-the-art baseline methods.

1 Introduction

Medical dialogue systems, which have gained in-
creasing attention, aim to communicate with pa-
tients to enquire about diseases beyond their self-
reported and make an automatic diagnosis (Wei
et al., 2018; Xu et al., 2019; Lin et al., 2019). It
has the potential to substantially automate the di-
agnostic process while also lowering the cost of
gathering information from patients (Kao et al.,
2018). In addition, preliminary diagnosis findings
that are generated by a medical dialogue system
may help doctors make a diagnosis more quickly.
Because of these advantages, researchers work on
addressing sub-problems in a medical dialogue sys-
tem, such as natural language understanding (Lin
et al., 2019; Shi et al., 2020).

However, the dialogue system for medical di-
agnosis, on the other hand, has specific require-

Figure 1: An example of medical dialogue between a
patient (left) and a doctor (right).

ments for dialogue reasoning in the context of med-
ical knowledge. The diagnosis elicited by the dia-
logue system should be associated with the under-
lying medical condition and coherent with medical
knowledge. In the absence of medical knowledge,
traditional generative dialogue models frequently
use neural sequence modelling (Sutskever et al.,
2014; Vaswani et al., 2017) and cannot be directly
applied to the medical dialogue scenario.

Recently, transformer-based language mod-
els (LMs) (Devlin et al., 2019; Radford et al.,
2019; Song et al., 2019) are fine-tuned for med-
ical dialogue tasks. Zeng et al. (2020) col-
lected a MedDialog dataset and fine-tuned various
transformer-based LMs which includes a vanilla
transformer (Vaswani et al., 2017), GPT (Radford
et al., 2019) and BERT-GPT (Wu et al., 2020;
Lewis et al., 2020) for medical dialogue genera-
tion task. Yang et al. (2020), in another study,
presented a CovidDialog dataset and then train di-
alogue generation models based on Transformer,
GPT-based model, and BART (Lewis et al., 2020)
and BERT-GPT for medical dialogue generation
tasks. These LMs are trained on huge corpus but
may not provide a good representation of specific
domains (Müller et al., 2020) and need an adequate
amount of task-specific data (Dou et al., 2019) in
order to establish correlations between diseases and
symptoms (see Figure 1). Instead of using publicly
available models, we can pre-train a model that
emphasizes domain-specificity. On the other hand,
pre-training is time-intensive and computationally
costly, making it unavailable for most users.

Furthermore, while it is possible to inject
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domain-specific knowledge into LMs during pre-
training, this method of acquiring knowledge can
be expensive and inefficient. For instance, pre-
training data must contain many occurrences of
the words "Panadol" and "headache" occurring to-
gether for the model to learn that "Panadol" can
treat headaches. What other options do we have to
make the model an expert in its field besides this
one? The knowledge graph (KG), also known as
an ontology, was a good solution in the early stages
of research. SNOMED-CT (Bodenreider, 2008), in
the medical field, and HowNet (Dong et al., 2010),
in the field of Chinese conception, are two exam-
ples of KGs developed as knowledge was distilled
into a structured form. If KG can be incorporated
into the LM, it will provide domain knowledge to
the computational method, enhancing its effective-
ness on domain-specific tasks while significantly
lowering the expense of pre-training. To address
the limitations mentioned above, this article de-
scribes a method for incorporating domain-specific
external knowledge into transformer-based LMs
for medical dialogue generation tasks. Our contri-
butions are as follows:

• We presented a new method that incorporates
medical knowledge to transformer-based lan-
guage models;

• The proposed method first injects knowledge
from a medical knowledge graph into an utter-
ance. Next, the embedding layer transforms the
utterance tree into an embedding that is fed to the
masked self-attention of a transformer, followed
by the decoder to generate the response.

• To evaluate the performance of the proposed
method, we performed both automatic and hu-
man evaluations. Our results demonstrated that
incorporating medical knowledge improves the
performance compared to several state-of-the-art
baselines on the MedDialog dataset.

2 Methodology

Problem Definition: Given a dialogue, we process
a patient-doctor dialogue as a set of pairs {(si, ti)},
where source si is the dialogue from a patient and
target ti is a doctor’s response. A dialogue genera-
tion model generates t from s.
Overview of Architecture: As illustrated in Fig-
ure 2, the proposed method contains four mod-
ules, i.e., knowledge layer, embedding layer,

Figure 2: Overall architecture of proposed method

masked transformer encoder, where we extend self-
attention to mask-self attention, and transformer de-
coder. Our knowledge layer injects relevant triples
into an input utterance (i.e., conversation) from a
KG, converting it to a knowledge-rich utterance
tree. Simultaneously, the utterance tree is fed into
the embedding layer for token-level representation.
The representation from an embedding layer is fed
to the masked transformer encoder and decoder to
generate a response. We will describe each of these
modules in detail in the following discussion.

2.1 Knowledge layer

The knowledge layer incorporates domain-specific
(medical) knowledge into utterances and trans-
forms them into utterance trees. The knowledge
layer generates an utterance tree given an input ut-
terance (s) and a KG. This method involves two
stages: query of medical knowledge, referred to as
K-Query, and injection of knowledge, referred to as
K-Inject. K-Query extracts all entity names from
the utterance s and queries their correlating triples
from knowledge k. K-Query can be expressed as
follows:

E = K_Query(s,KG), (1)

Where E is a set of associating triples. K-Inject
then injects the queried E into the utterance s by
combining the triples in E to their corresponding
positions, resulting in an utterance tree t. An ut-
terance tree can have different branches; however,
its depth is limited, indicating that entity names
in triples will not iteratively derive branches. The
formulation for K-Inject is as follows:

t = K_Inject(s, E) (2)

Knowledge graph: To generate knowledge, we
use the medical knowledge graph released by Liu
et al. (2021), which is centered on organs and re-
lated disorders. A set of 52.6K triplets (head, re-
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lation, tail) containing medical information was
retrieved. The head and tail represent entities such
as organs or diseases. In contrast, the relation in-
dicates the relationship between entities, such as
function and treatment. In this study, we employed
the English language vocabulary, which has 2,603
triples in total.

2.2 Embedding layer

The embedding layer aims to transform the utter-
ance tree into embedded representations that can
be forwarded to the transformer’s encoder and then
decoder to generate the dialogue. Our embedding
layer consists of token, position, and segment em-
bedding layers. However, it differs in that the pro-
posed method’s embedding layer receives an ut-
terance tree rather than a token sequence as input.
Below, we discuss a method adopted to transform
an utterance tree into a sequence that retains its
structural information.

Token embedding: In our study, the token em-
bedding, including the vocabulary used, is consis-
tent with the original transformer-based LM (see
section 3.3). Each token in the expression tree is
transformed into a H dimensional embedding vec-
tor by a trainable lookup table. Token embeddings
made using the proposed method differ from those
made using the original LMs. The utterance tree
tokens must first be rearranged before embedding
can occur. After incorporating tokens in the branch,
we reverse the order of the tokens in the follow-
ing nodes. Even though this process is simple, it
makes the utterance hard to read and loses impor-
tant structural information that can be solved using
soft-position.

Soft-position embedding: Without position em-
bedding, encoders within a transformer will behave
similarly to a bag-of-words (BoWs) method, lead-
ing to a loss of structural information (i.e., the order
of tokens). The position embedding contains all
of the structural information in the encoder’s input
sentence, allowing us to reconstruct the unreadable
rearranged utterance. As an alternative to using
the transformer encoder’s self-attention score for
words that appear to be connected but are not, we
used masked self-attention (see section 2.3).

Segment embedding: Like the transformer en-
coder, the proposed method uses segmentation em-
bedding to detect utterances when multiple utter-
ances are included. For instance, when two utter-
ances are fed, [SEP] is used to incorporate them.

A sequence of segment tags is used to denote the
combined utterance.

2.3 Transformer Encoder with Masked-Self
Attention

We present a mask-self-attention to avoid false se-
mantic changes, which is a self-attention extension.
Mask-self-attention is defined as follow:

Qi+1,Ki+1, V i+1 = hiWq, h
iWk, h

iWv (3)

Si+1 = softmax(
Qi+1Ki+1

√
dk

) (4)

hi+1 = Si+1V i+1 (5)

where Wq, Wk, and Wv are model parameters
that can be trained. The hidden state of the i− th
mask-self-attention blocks is hi. The scaling factor
is dk. This process improves the representation but
does not affect the original utterance’s meaning.

2.4 Transformer Decoder
The knowledge enriched representation from the
transformer encoder is fed to the decoder of an
original LM to generate a response. The working
process of the decoder layers is similar to that of
the vanilla transformer decoder layers.

3 Experiments

3.1 Datasets
In this study, we used the English version of Med-
Dialog (Zeng et al., 2020) dataset. Table 1 presents
statistics of the MedDialog dataset.

Table 1: Dataset Statistics

Dataset MedDialog-EN

# dialogues 257,332
# utterances 514,664

# tokens 44,527,872
#diseases 172

Avg. # of utterances 2
Max # of utterances 2
Min # of utterances 2

Avg. # of tokens 87
Max # of tokens 3,672

Min # tokens 1

3.2 Experimental Settings
We used five different LMs, and all configuration
and pre-training settings are consistent with the
original LMs used (see section3.3). Adam (Kingma
and Ba, 2014) optimizer is used to train our model
at 1e-6 initial learning rate. We used a batch size
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Table 2: Results: Automatic (BLEU2, BLEU4, METEOR, NIST − 4) and Human (5-point scale) evaluation

Automated Evaluation for MedDialog-EN Human Evaluation

Model BLEU2 BLEU4 METEOR NIST-4 Avg. Score

BERT-GPT (Wu et al., 2020) 5.72 4.82 0.28 0.42 3.70
BERT-GPT+Knowledge (Ours) 9.38 6.07 17.62 0.61 4.00

Performance Increase 3.66↑ 1.25↑ 17.34↑ 0.19↑ 0.30↑
Transformer (Vaswani et al., 2017) 2.13 2.28 11.57 0.03 2.70
Transformer+Knowledge (Ours) 2.48 2.46 12.32 0.31 3.00

Performance Increase 0.35↑ 0.18↑ 0.75↑ 0.28↑ 0.30↑
mT5 (Xue et al., 2020) 2.59 0.84 0.20 0.41 2.70

mT5+Knowledge (Ours) 7.32 3.63 1.11 0.94 3.00

Performance Increase 4.73↑ 2.79↑ 0.91↑ 0.53↑ 0.80↑
BART (Lewis et al., 2020) 15.92 9.72 0.70 2.03 3.90
BART+Knowledge (Ours) 17.25 11.07 1.73 2.07 4.15

Performance Increase 1.33↑ 1.35↑ 1.03↑ 0.04↑ 0.250↑
T5 (Raffel et al., 2019) 7.05 1.79 0.95 1.05 3.50
T5+Knowledge (Ours) 15.20 8.96 1.73 1.78 4.00

Performance Increase 8.15↑ 7.17↑ 0.78↑ 0.73↑ 0.50↑

of 64 for 50 epochs. We used grid-search optimiza-
tion to derive the optimal parameters. We divided
all datasets into training, validation, and test sets,
with an 80:10:10 ratio for all experiments. The
number of heads in multi-head attention is set to
12. The trained models were evaluated using auto-
matic metrics such as NIST-4 (Doddington, 2002),
BLEU2, BLEU4 (Papineni et al., 2002), and ME-
TEOR (Lavie and Agarwal, 2007).

3.3 Baselines

We compared our results with state-of-the-art
LMs that are used in previous studies for med-
ical dialogue generation tasks. To be precise,
we used BERT-GPT (Wu et al., 2020), Trans-
former (Vaswani et al., 2017), mT5 (Xue et al.,
2020), BART (Lewis et al., 2020), and T5 (Raffel
et al., 2019) to compare the performance.

3.4 Results

Automated Evaluation: Table 2 demonstrates the
automatic evaluation results achieved by different
LMs, with and without knowledge. The results
show that adding medical knowledge to LMs im-
proves the performance across all evaluation met-
rics. For the MedDialogue-EN, we observed an
increase in BLEU2 score ranging from 0.35% to
8.15%, for BLEU4, the improvement range is
0.18% to 7.17%, For METEOR, the increase is
from 0.91% to 17.34%, and finally, for NIST-4, the
increase in performance is in the range of 0.04%

to 0.73%. From the results in Table 2, we can con-
clude that adding medical knowledge to LMs is
beneficial and increases the performance of medi-
cal dialogue generation tasks.
Human Evaluation: We randomly selected 100 di-
alog examples for human evaluation. Five medical
doctors were asked to rate the generated responses
independently on a scale of 1 to 5. The greater the
score, the better. The final results are obtained by
averaging the ratings provided by various experts.
From the human evaluation scores (right column)
in Table 2, we deduce that incorporating medical
knowledge into LMs generates a more accurate,
clinically informative, and human-like response.

4 Conclusion

We present a method for enabling LMs with KGs
to achieve domain knowledge like doctors. The
proposed method transforms an utterance into a
knowledge-enriched utterance tree by injecting
medical knowledge from KG. The embedding layer
converts the utterance tree into an embedding fed
to the masked self-attention of a transformer, fol-
lowed by the decoder to generate the response us-
ing medical dialogue history. Experimental results
demonstrated that our method outperforms state-
of-the-art LMs trained on general data. Further,
through human evaluation, we conclude that gener-
ated responses are informative and doctor-like. In
future, we aim to expand this work to other tasks
and datasets.
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Abstract

Automatic generating the clinically accurate ra-
diology report from X-ray images is important
but challenging. The identification of multi-
grained abnormal regions in image and cor-
responding abnormalities is difficult for data-
driven neural models. In this work, we in-
troduce a Memory-aligned Knowledge Graph
(MaKG) of clinical abnormalities to better learn
the visual patterns of abnormalities and their
relationships by integrating it into a deep model
architecture for the report generation. We carry
out extensive experiments and show that the
proposed MaKG deep model can improve the
clinical accuracy of the generated reports.

1 Introduction

Medical images are complex and hard to under-
stand without specialized expertise. Given that
the volume of radiology images is large, automati-
cally generating the reports by the computer-aided
system can alleviate the radiologists from the time-
consuming reporting task. Recently, many deep
learning models are studied in the automated radi-
ology report generation (Han et al., 2018; Xie et al.,
2019; Yang et al., 2021; Chen et al., 2020).

The deep encoder-decoder architecture has been
commonly adopted in the report generation, where
visual features were extracted from the input med-
ical images using a convolutional neural network
and fed to a recurrent neural network to generate
the report. Different from image captioning which
inputs one image and output one sentence, the re-
port has much longer length while the correctness
of medical entities generated in the report is the
core requirement. More than the requirement of
detecting abnormalities accurately like classifica-
tion, the report is expected to provide the support
details of present abnormalities. Thus, generating
accurate report with readable and logical descrip-
tions by natural language generation model is the
key challenge in the report generation task.

Generating correct reports is impossible if the
pathology of abnormal regions and corresponding
abnormalities cannot be identified at first. Most
existing studies (Liu et al., 2021a; Chen et al., 2020,
2021; You et al., 2021) proposed the attention and
memory mechanism to enhance the identification
of abnormal regions. However, different status of
the same abnormality may have their specifics and
the correlations of these visual patterns are ignored.
In addition, identifying the actual abnormalities
from abnormal regions is also challenging since
the complex and rare abnormalities are hard to
determined without professional knowledge.

To incorporate the prior medical knowledge, sev-
eral research (Li et al., 2019; Zhang et al., 2020;
Liu et al., 2021b) applied medical knowledge graph
of certain abnormalities in the report generation
aiming to learn the abnormality relationships. The
corresponding representations, i.e., graph embed-
ding, are computed by graph neural network given
the input images. However, such representations
are affected by the inner-connections of abnormali-
ties for each input where the general characteristic
of abnormalities are missing. For example, the
representations of “Effusion”, computed as graph
embedding, are different when “Effusion” appears
with or without “Atelectasis”. But the general char-
acteristic of “Effusion” over all relevant observa-
tions, e.g., density or shapes, are only determined
by itself independently. This general but indepen-
dent characteristic is still missed to model by exist-
ing approaches which limits the effectiveness the
knowledge graph.

To alleviate the above challenges, in this work,
we propose to learn the memory-aligned graph
model, aiming to enhances the pathology identi-
fication and prior medical knowledge incorpora-
tion. The memory features of possible abnormal
regions are first aligned by the input visual feature
in an alternative manner, and concatenated with
a universal memory embedding before feeding to
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the graph attention network to compute the graph
embedding. The graph embedding are later learned
by the classification and fine-tuned in the report
generation. We evaluate the proposed approach
using two publicly accessible datasets. The eval-
uation results show the effectiveness of utilizing
memory-aligned knowledge graph in generating
the clinically accurate radiology report.

2 The Proposed Method

2.1 Problem Formulation
Given the radiology image with extracted visual
features as V , the model aims to generate a radi-
ology report R = {y1, y2, ...}. We introduce a
Memory-aligned Knowledge Graph (MaKG) to
explore multi-grained features of the abnormalities
and their relationships. The multi-grained memory
features M̂ are first aligned from the memory slots
M by V , and concatenated with a meshed memory
embedding E to learn the abnormality graph em-
bedding G for generating radiology report R. This
process can be formulated as,

{V,M} → M̂ ; {M̂,E} → G;G→ R. (1)

Implementation. Following (Chen et al., 2020,
2021; Liu et al., 2021b), we adopt a memory slots
M ∈ RM×D to record the information of abnormal
regions which would indicate the potential abnor-
malities. The memory slots are initialized as plain
learnable vectors and updated together with other
modules. The M stands for the total number of
the knowledge corresponding to the abnormality
identification. We also adopt a E ∈ RN×D em-
bedding to model the universal features of each
abnormality. The N is equal to the number of the
abnormalities. We follow (Zhang et al., 2020) to
construct and initialize the abnormality knowledge
graph G = (V, E); |V| = N which is a universal
structure in the training. The nodes V cover the
common chest abnormalities and grouped by their
organ or body part appearances as edges E . The
graph embedding G ∈ RN×D is computed by the
graph attention network. A overview of this frame-
work is shown in Fig. 1.

2.2 Memory-aligned Graph Embedding
To learn the visual patterns of possible abnor-
mal regions, we apply Multi-Head Attention
(MHA) (Vaswani et al., 2017) to query the re-
sponding memory features from the memory
slots M . The MHA computes the associated

weighted between different features which allows
the abnormality-related memory features to be dis-
tilled from original M . To align different level
of the alignment, we can perform the alignment
attention alternatively as,

V ′
i+1 = MHA(Mi, Vi);

M ′
i+1 = MHA(V ′

i+1,Mi),
(2)

where V0 = V , M0 = M , V ′
i and M ′

i denote
i-th step aligned visual and memory features, re-
spectively. As observed, the patterns of abnormal
regions should be learned in different fine-grained
ways due to their variable shapes and sizes. Thus,
we follow (You et al., 2021) to repeat the align-
ment K times and obtain multi-grained memory
features {M ′

i} = {M ′
1,M

′
2, ...,M

′
K}. We then

aggregate the multi-grained memory features as
M̂ = MHA(M ′

∗,M
′
∗), where M ′

∗ =
⊕K

i=1M
′
i

and M̂ ∈ RM×D.
To model the prior knowledge on the global char-

acteristic of each abnormality which may not de-
pend on the current input V , we add an meshed
memory embedding E ∈ RN×D of which each row
represent one particular abnormality. We compute
the graph embedding G ∈ RN×D using graph at-
tentional layer GAT(·) (Veličković et al., 2017) as,

G = GAT(FFN(MWG ⊕ E)) (3)

where FFN(x) = ReLU(xW ff
1 + bff1 )W

ff
2 + bff2 ,

W ff
1 ,W

ff
2 ∈ RD×D and WG ∈ RM×N are learn-

able parameters, bff1 , b
ff
2 are learnable bias vectors.

We learn G by adding a fully-connected layer with
Sigmoid activation for each node and serving it as
a binary classifier. Each node embedding is used
to predict the existence probability of correspond-
ing abnormality, and the classifier is trained using
weighted binary cross entropy loss. The details can
be found in (Zhang et al., 2020).

2.3 Report Generation by Graph embedding
For each decoding step t, the hidden stats ht is
encoded from the input word features xt by the
standard encoder from Transformer,

xt = wt + et;ht = MHA(xt, x1:t), (4)

where wt and et are the word embedding and posi-
tional embedding, respectively. A L layers Trans-
former decoder is employed to generate the proper
report by the attending MaKG embeddings G as,

h′t = MHA(ht, G);

y′t ∼ pt = Softmax(h′tW + b).
(5)
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Figure 1: The MaKG-based deep model architecture.

Both encoder and decoder are trained by min-
imizing the cross-entropy loss Lgen(θ) =

−∑T
t=1 log(pt|p1:t−1).

3 Experiments

3.1 Datasets, Metrics and Settings
We use two publicly available datasets IU X-
Ray (Demner-Fushman et al., 2016) and MIMIC
CXR (Johnson et al., 2019) for evaluating the
model performances. For the IU X-Ray dataset,
we collect 2,848 reports and 5,696 images contain-
ing both frontal and lateral chest X-rays. We parti-
tioned the data into train/validate/test set by 7:1:2
for cross validation. For MIMIC CXR dataset, we
follow original split set with train/validate/test size
as 222,705 / 1,807 / 3,269 and report the average
scores of three different runs.

For report quality, we adopt the language gen-
eration metrics including BLEU (Papineni et al.,
2002), METEOR (Banerjee and Lavie, 2005),
ROUGE (Lin, 2004) and CIDEr (Vedantam et al.,
2015). To measure the clinical accuracy, we adopt
the Clinical Efficacy (CE) (Chen et al., 2020) and
Clinical Metrics (CM) (Miura et al., 2021) for
common and critical observation accuracy, and
MIRQI (Zhang et al., 2020) to evaluate accuracy
of 141 observations and their associated attributes.
The micro-avg F1-measure scores are reports.

To compare with the proposed model
TRANS.+MAKG, we employ the basic vanilla

114 clincal observations includes: No finding, Enlarged
Cardiomediastinum, Cardiomegaly, Lung lesion, Lung opac-
ity, Edema, Consolidation, Pneumonia, Atelectasis, Pneu-
mothorax, Pleural effusion, Pleural other, Fracture, Support
devices

Transformer TRANS. with three layers, 8 heads
and 512 hidden state dimension, and an integration
knowledge graph used in (Zhang et al., 2020)
denoted as TRANS.+KG. We also compare
TRANS.+MAKG with several report generation
models, including WORDSAT (Xu et al., 2015),
ADAATTN (Lu et al., 2017), SENTSAT (Krause
et al., 2017), COATTN (Jing et al., 2018), SEN-
TKG (Zhang et al., 2020), M2TRANS (Cornia
et al., 2020), R2GEN (Chen et al., 2020) and
R2GEN-CMN (Chen et al., 2021).

We adopt DenseNet121 (Huang et al., 2017) to
extract the visual features. The dimensions of hid-
den state and number of heads in MHA are set as
512 and 8. K and M are set as 3 and 20. The
model is trained with the learning rate 5e-5 in the
end-to-end manner.

3.2 Results on Multi-label Classification
For performance comparisons on image classifica-
tion, we evaluate the proposed MAKG with the
base DENSENET (Huang et al., 2017) and integrat-
ing with KG (Zhang et al., 2020) embedded with
different graph neural network. Higher or equiva-
lent scores are obtained for most of the classes as
shown in Table 1. A possible explanation is that
the alignment mechanism of MAKG enhances the
learning of the abnormality patterns by distilling
the irrelevant regions from the images.

3.3 Results on Report Generation
The main focus of this experiment is to evaluate
the effectiveness of applying memory alignment
knowledge graph (MaKG) in enhancing the clinical
accuracy of the report generation.
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Class Integration Module
- KG∗ KG MaKG

Normal/No Finding 0.795 0.807 0.806 0.821
Cardiomegaly 0.866 0.913 0.922 0.930
Scoliosis 0.664 0.663 0.671 0.687
F.B. 0.695 0.671 0.686 0.727
Effusion 0.921 0.942 0.950 0.962
Thickening 0.733 0.728 0.753 0.785
Pneumothorax 0.824 0.843 0.843 0.889
H.H 0.860 0.884 0.857 0.870
Calcinosis 0.676 0.669 0.669 0.690
Emphysema 0.892 0.890 0.902 0.919
Pneumonia 0.844 0.863 0.835 0.861
Edema 0.897 0.931 0.912 0.949
Atelectasis 0.788 0.833 0.823 0.838
Cicatrix 0.742 0.734 0.745 0.774
Opacity 0.796 0.803 0.806 0.829
Lesion 0.597 0.643 0.630 0.647
Airspace Disease 0.830 0.857 0.823 0.846
Hypoinflation 0.768 0.775 0.767 0.791
Medical Device 0.775 0.805 0.798 0.825
Other 0.595 0.596 0.607 0.653
Average 0.778 0.792 0.867 0.879

Table 1: Performance on multi-label classification
(AUC) on IU XRay dataset. The best scores are in
bold face and the second best are underlined.

Clinical Accuray Metric As shown in Table 3,
TRANS.+MAKG achieves the first and second best
performances over all clinical accuracy related met-
rics, and outperforms TRANS+KG with signifi-
cantly improvement in MIRQI score which evalu-
ates the accuracy of both abnormalities and their
associated attributes. It indicates integrating MaKG
is able to enhance the generation of clinically ac-
curate report by providing correct attribute descrip-
tions in the fine-grained level. This observation
is important because the correctness of the asso-
ciated attributes is necessary for the correctness
of the abnormality descriptions. The incomplete
or incorrect attributes of the same abnormalities
would result different or even incorrect follow-up
treatments. Noted that TRANS.+MAKG does not
obtain the first best score in CE which measures the
accuracy of 13 clinical observations and normality
observation. However, the best scores of CM and
Hits are observed shows that TRANS.+MAKG is
able to identify the most critical abnormalities and
cover most of the abnormalities that are frequently
mentioned in the report repositories.

As observed from Table. 3, no model could
detect all evaluated abnormalities for IU XRay
dataset. Thus, we further study the detailed results
as shown in Table. 2. As observed, there are some
abnormalities of which appearance ratio is around
5% in the whole training set which is relatively rare.

The failed detection could be caused by different
reasons, such too few training data (e.g., “Frac-
ture”) or too hard to learning (e.g., “Pneumothorax”
which is also very hard for clinicians to determine).

Class (%) Integration Module
- KG MaKG

No Finding (31.72%) 0.603 0.500 0.456
Enlarged Cardio. (13.3%) 0.000 0.000 0.034
Cardiomegaly (15.6%) 0.265 0.392 0.341
Lung Lesion (5.2%) 0.000 0.000 0.054
Lung Opacity (21.3%) 0.181 0.209 0.278
Edema (4.7%) 0.000 0.000 0.160
Consolidation (5.2%) 0.000 0.038 0.073
Pneumonia (3.0%) 0.000 0.000 0.000
Atelectasis (8.1%) 0.000 0.087 0.227
Pneumothorax (6.6%) 0.000 0.000 0.000
Pleural Effusion (10.2%) 0.089 0.172 0.278
Pleural Other (1.6%) 0.000 0.000 0.000
Fracture (2.9%) 0.000 0.000 0.000
Support Devices (3.9%) 0.091 0.114 0.242

Table 2: Detailed CE evaluation results (F1-measure) of
TRANSFORMER and integrating with KG and MAKG
in IU XRay dataset, respectively. The best scores are in
bold face

Natural Language Generation Metrics As the
experimental results show, the higher NLG scores
do not always indicate the clinically accurate re-
ports are generated. While the clinical accuracy
is a mission-critical requirement for radiology re-
port generation, the generated report is expected
to be clinically accurate using relatively readable
sentences. The TRANS.+MAKG achieves similar
NLG scores which indicates that the integration of
MaKG is able to generate more reasonable descrip-
tions of the abnormalities without decreasing the
informativeness from TRANS. much. More pow-
erful decoders (e.g., MemroyTrans. (Chen et al.,
2020) or AlignTrans. (You et al., 2021)) should be
able to enhance the overall performances.

Qualitative Results As shown in Fig. 2, two cases
of ground truth and generated reports are visual-
ized. The extracted clinical findings and the associ-
ated modifications are also attached. As observed,
TRANS.+MAKG is able to detect more correct ab-
normalities in such cases than TRANS.+KG. It is
believed to assistant clinicians to detect the abnor-
malities which are easy to ignored, thus increases
the usability of applying the MaKG in improving
the clinical accuracy in the report generation task.
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Dataset Model NLG Metrics Clinical Accuracy Metrics
B. M. R. C. CM CE MIRQI Hits (14)

IU
XRay

WORDSAT (Xu et al., 2015) 0.262 0.383 0.369 0.317 0.094 0.215 0.463 5.6
ADAATTN (Lu et al., 2017) 0.269 0.379 0.367 0.358 0.240 0.338 0.474 6.6
SENTSAT (Krause et al., 2017) 0.274 0.372 0.365 0.318 0.106 0.241 0.451 4.8
COATTN (Jing et al., 2018) 0.256 0.367 0.357 0.307 0.061 0.245 0.438 5.2
SENTKG (Zhang et al., 2020) 0.271 0.391 0.367 0.304 0.067 0.242 0.490 4.8
M2TRANS. (Cornia et al., 2020) 0.269 0.299 0.363 0.367 0.104 0.253 0.481 5.6
R2GEN (Chen et al., 2020) 0.251 0.367 0.342 0.461 0.100 0.322 0.389 9.0
R2GEN-CMN (Chen et al., 2021) 0.294 0.392 0.370 0.681 0.104 0.330 0.462 8.0
TRANS. (Vaswani et al., 2017) 0.264 0.390 0.357 0.587 0.147 0.394 0.486 5.0
TRANS.+KG 0.265 0.380 0.353 0.593 0.205 0.320 0.504 9.2
TRANS.+MAKG (ours) 0.265 0.378 0.353 0.523 0.262 0.362 0.515 10.8

MIMIC
CXR

WORDSAT (Xu et al., 2015) 0.160 0.284 0.249 0.082 0.354 0.324 0.391 10.0
ADAATTN (Lu et al., 2017) 0.151 0.301 0.248 0.096 0.384 0.366 0.438 12.0
SENTSAT (Krause et al., 2017) 0.182 0.236 0.252 0.073 0.412 0.364 0.411 11.3
COATTN (Jing et al., 2018) 0.181 0.235 0.253 0.070 0.423 0.364 0.418 9.7
M2TRANS. (Cornia et al., 2020) 0.165 0.299 0.249 0.102 0.458 0.469 0.518 13.7
R2GEN (Chen et al., 2020) 0.124 0.158 0.160 0.170 0.262 0.296 0.383 13.0
R2GEN-CMN (Chen et al., 2021) 0.123 0.162 0.163 0.128 0.329 0.356 0.485 10.0
TRANS. (Vaswani et al., 2017) 0.126 0.160 0.164 0.167 0.286 0.288 0.368 13.0
TRANS.+KG 0.109 0.280 0.214 0.119 0.406 0.398 0.535 12.0
TRANS.+MAKG (ours) 0.137 0.284 0.228 0.120 0.455 0.469 0.572 14.0

Table 3: Performance comparison of report generation models. The best scores are in bold face and the second best
are underlined.“B.”, “M.” “R.” and “C.” stand for BLEU, METEOR, ROUGE and CIDEr scores, respectively. The
maximum number of “Hits” is 14 which is defined by CheXpert labeling toolkit.

1 . no acute cardiopulmonary disease . 2 . stable mild cardiomegaly . 3 . prominent central vasculature . pa and
lateral views of the chest were obtained . tracheostomy tube . probable mild cardiomegaly . prominence of the
central vasculature unchanged . no pneumothorax pleural effusion or focal air space consolidation .

1 . probable small bilateral pleural effusions . 2 . possible lower thoracic <unk> deformity not well
<unk> on todays study . the lungs are clear . there appear to be small bilateral pleural effusions .
the heart is not grossly enlarged . there are atherosclerotic changes of the aorta . increased kyphosis
is seen in the may be a thoracic <unk> deformity that is not <unk> . arthritic changes are seen .

stable cardiomegaly . no acute infiltrate or effusion . mildly enlarged . the cardiac silhouette and mediastinal
contours are within normal limits . no pneumothorax or pleural effusion . clear .

1 . increased elevation right hemidiaphragm with right basilar atelectasis . left basilar airspace
disease and pleural effusion unchanged . 2 . interval removal of rightsided chest tube no pneumot-
horax . stable cardiomediastinal silhouette . there has been interval removal of the chest tube with
increased elevation of the right hemidiaphragm and unchanged in the left basilar atelectasis .

The heart and mediastinal contours are stable. Aorta
is calcified and tortuous, compatible with
atherosclerotic disease. Since the prior study, there's
been interval development of left lower lobe
airspace disease. The right lung is clear. 1. Interval
development of left lower lobe airspace disease.
This may be due to atelectasis or infiltrate. 

The heart size is moderately enlarged. There is evidence of
previous aortic valve replacement. XXXX sternotomy XXXX
are grossly intact. The pulmonary XXXX and mediastinum are
within normal limits. There is no pleural effusion or
pneumothorax. There are chronically increased interstitial lung
markings without superimposed focal airspace disease
identified. There are degenerative changes of the
spine. Cardiomegaly without superimposed acute disease noted.
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['contour', 'Enlarged Cardiomediastinum', 'POSITIVE', 'heart']
['airspace disease', 'Airspace Disease', 'POSITIVE', 'left/lobe']

['infiltrate', 'Airspace Opacity', 'UNCERTAIN', 'atelectasis'] ['atelecta', 'Atelectasis', 'UNCERTAIN', 'infiltrate']
['the heart', 'Cardiomegaly', 'UNCERTAIN', 'contours/stable']

['calcifi', 'Calcinosis', 'POSITIVE', 'aorta']

['atherosclero', 'Other Finding', 'POSITIVE', 'disease']

['tube', 'Support Devices', 'NEGATIVE', 'chest']

['elevation', 'Other Finding', 'POSITIVE', 'increased/hemidiaphragm']
['mediastinal silhouette', 'Enlarged Cardiomediastinum', 'UNCERTAIN', 'cardiomediastinal']

['atelecta', 'Atelectasis', 'POSITIVE', 'right/left/basilar']
['effusion', 'Pleural Effusion', 'POSITIVE', 'pleural/unchanged']
['airspace disease', 'Airspace Opacity', 'POSITIVE', 'left/basilar/unchanged']

['cardiomegaly', 'Cardiomegaly', 'POSITIVE', 'disease']
['the heart', 'Cardiomegaly', 'POSITIVE', 'size']

['valve', 'Support Devices', 'POSITIVE', 'replacement'] [' mediastinum', 'Enlarged Cardiomediastinum', 'NEGATIVE', 'limits']
['effusion', 'Pleural Effusion', 'NEGATIVE', 'is/no/pleural/pneumothorax']

['pneumothorax', 'Pneumothorax', 'NEGATIVE', 'is/effusion']
['airspace disease', 'Airspace Disease', 'NEGATIVE', 'superimposed/focal']

['interstitial lung', 'Airspace Opacity', 'POSITIVE', 'markings']
['degenera', 'Other Finding', 'POSITIVE', 'changes']

['cardiomegaly', 'Cardiomegaly', 'POSITIVE', 'mild'] ['prominen', 'Other Finding', 'POSITIVE', 'vasculature']
['tracheostomy', 'Other Finding', 'POSITIVE', 'tube'] ['tube', 'Support Devices', 'POSITIVE', 'tracheostomy']
['consolidat', 'Consolidation', 'NEGATIVE', 'effusion/focal/air/space']
['effusion', 'Pleural Effusion', 'NEGATIVE', 'no/pneumothorax/pleural/consolidation']

['pneumothorax', 'Pneumothorax', 'NEGATIVE', 'effusion']

['cardiomegaly', 'Cardiomegaly', 'POSITIVE', 'stable'] ['infiltrate', 'Airspace Opacity', 'NEGATIVE', 'acute/effusion']
['effusion', 'Pleural Effusion', 'NEGATIVE', 'acute/infiltrate'] ['cardiac silhouette', 'Cardiomegaly', 'NEGATIVE', 'contours']

['contour', 'Enlarged Cardiomediastinum', 'NEGATIVE', 'cardiac/silhouette/mediastinal/limits']
['pneumothorax', 'Pneumothorax', 'NEGATIVE', 'no/effusion']

['effusion', 'Pleural Effusion', 'UNCERTAIN', 'probable/small/bilateral/pleural']

['deformity', 'Other Finding', 'UNCERTAIN', 'possible/thoracic']

['the heart', 'Cardiomegaly', 'NEGATIVE', '']['atherosclero', 'Other Finding', 'POSITIVE', 'changes']
['kyphosis', 'Other Finding', 'POSITIVE', 'increased']

M
IR

Q
I R

es
ul

ts
M

IR
Q

I
R

es
ul

ts
M

IR
Q

I R
es

ul
ts

Figure 2: Illustration of reports generated by TRANS.+KG and TRANS.+MAKG. The extracted medical entities by
MIRQI evaluation toolkit are attached as [“keyphrase”, “category”, “negation”, “attributes”].

4 Conclusions

In this work, we propose a memory-aligned knowl-
edge graph (MaKG) to enhance the clinically accu-
rate report generation by modeling the relationship
between abnormal regions and particular abnormal-
ities. The experiments prove the effectiveness of
integrating MaKG with the generation model is
able to generate descriptive report with both cor-
rect abnormalities and associated attributes. In ad-

dition, the proposed MaKG is not limited to the spe-
cific knowledge graph structure which give the op-
portunities on incorporating different professional
knowledge for specific medical applications.
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Abstract
Data augmentation is important in addressing
data sparsity and low resources in NLP. Un-
like data augmentation for other tasks such
as sentence-level and sentence-pair ones, data
augmentation for named entity recognition
(NER) requires preserving the semantic of en-
tities. To that end, in this paper we propose
a simple semantic-based data augmentation
method for biomedical NER. Our method lever-
ages semantic information from pre-trained
language models for both entity-level and
sentence-level. Experimental results on two
datasets: i2b2-2010 (English) and VietBioNER
(Vietnamese) showed that the proposed method
could improve NER performance.

1 Introduction

In machine learning and especially deep learning
approaches, performance of the trained models is
often proportional to the size of the training data.
Consequently, for a model to achieve acceptable
performance, we need a certain amount of labelled
data. This would be an issue for low-resource do-
main and low-resource languages since annotat-
ing labelled data is time-consuming and expensive.
To address the issue, data augmentation has been
proposed to increase the variety of training data
without directly collecting or annotating additional
data (Feng et al., 2021).

Intuitively, data augmentation for named entity
recognition (NER) task is more difficult to per-
form than for other sentence-level and sentence-
pair tasks. Simple operations used to augment a
sentence such as token swap, token deletion, and
token insertion (Wei and Zou, 2019) may not work
well in the case of NER, especially in the biomed-
ical domain. One of the reasons is that a named
entity can be composed by multiple tokens and
we have to preserve the semantic of entities after
applying those operations. For example, consider
the following sentence from the i2b2-2010 cor-
pus (Uzuner et al., 2011) with its entities:

She can be given prn [lasix]Treatment for [weight
gain]Problem or [shortness of breath]Problem.
If we randomly swap the ‘lasix’ token with
‘weight’, the sentence is not semantically correct.
Similarly, when the ‘weight’ token is deleted, the
remaining ‘gain’ token is no longer suitable for an
entity of Problem. For the insertion operation, if
we randomly insert a token into the sentence, the
semantic of the sentence will be changed and we
will not be able to assign a suitable entity label
for it. As a result, it is necessary to have different
augmentation methods specified for NER.

There are several model-based data augmenta-
tion methods for NER. Chen et al. (2020) pro-
posed Local Additivity-based Data Augmentation
(LADA) that can create virtual samples using in-
terpolation technique. Their exeperimental results
showed that LADA could help to produce state-of-
the-art (SOTA) on two NER benchmarks including
CoNLL 2013 (Tjong Kim Sang and De Meulder,
2003) and GermEval 2014 (Benikova et al., 2014).
Meanwhile, Nie et al. (2020) took advantages of the
rich semantic information in pre-trained word em-
beddings to create a semantic augmentation mod-
ule for NER models. They also reported SOTA
performance on some social media corpora.

Obviously, model-based methods can help to im-
prove NER performance, but they are often compli-
cated and difficult to implement. In contrast, rule-
based methods are simpler and more intepretable
than model-based ones, but still effective. Dai and
Adel (2020) adjusted simple operations such as
replacement and shuffle to preserve the semantic
of both entities and sentences. Specifically, they
proposed Synonym Replacement (SR) and Men-
tion Replacement (MR). SR replaces a word in a
sentence with a word of the same semantics taken
from WordNet. MR replaces the whole entity with
another random entity in the same entity type based
on the training data; the replacement action for each
entity is decided based on the binomial distribution.
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As a result, they could improve the NER perfor-
mance on both MaSciP and i2b2-2010 corpora.

We find two limitations in Dai and Adel (2020)’s
approach. Firstly, although the SR operation takes
into account the semantic aspect of tokens, it does
not consider the semantic at the entity level. Sec-
ondly, the MR operation is performed on the entity
level randomly, which may cause semantically in-
correct sentences. We hypothesise that if we some-
how control the semantics in entity and sentence
levels in augmentation operations, we could cre-
ate a meaningful augmented data, hence improving
the NER performance. To that end, we propose
Semantic Neighbour Replacement (SNR), a sim-
ple data augmentation method for biomedical NER
that considers the semantic aspects of both entity
and sentence levels.

Specifically, at the entity level, unlike MR (Dai
and Adel, 2020), we only replace a source entity
with a target one if the target entity is in the same
entity type and semantically related to the source
one. At the sentence level, we only retain sen-
tences that are semantically related to the original
sentence. The semantically related entities and sen-
tences are calculated by using pre-trained language
models.

We conducted experiments on two biomedi-
cal datasets: i2b2-2010 (Uzuner et al., 2011)—
an English corpus of clinical records and Viet-
BioNER (Phan et al., 2022)—a Vietnamese corpus
of biomedical texts. Experimental results indicate
that using SNR, we can improve NER performance
on low-resource settings as well as on full training
data. In particular, the F1-scores were increased by
0.52% for i2b2-2010 and 1.3% for VietBioNER.

2 Methodology

The core idea of SNR is to replace entities and to
control augmented sentences based on semantic
similarity. The method can be divided into three
consecutive phases: semantic neighbour extraction,
entity replacement, and sentence evaluation.

Semantic Neighbour Extraction: Initially, we
perform feature extraction for entities using pre-
trained language models. An entity embedding is
calculated by taking an average of word embed-
dings in it. Next, we generate sets of semantic
neighbors based on cosine similarity. An entity is a
semantic neighbor to another entity if both of them
belong to the same entity type and have a cosine
similarity greater than or equal to a threshold α.

Entity Replacement: During this phase, we
generate new sentences by replacing an entity with
another random entity in its semantic neighbor set.
For each entity type, we just randomly replace one
entity of that type in a sentence. As a result, we
obtain a set of augmented sentences from original
ones.

Sentence Evaluation: Augmented sentences
generated in the previous phase are probably se-
mantically incorrect, which may affect the training
process. To alleviate the issue, we perform an au-
tomatic evaluation to remove augmented sentences
that are semantically different from their original
sentences. To that end, we firstly represent both
original and augmented sentences as vectors by us-
ing a pre-trained sentence-level language model.
We then use cosine similarity to estimate the se-
mantic similarity between two sentences. If the
cosine similarity of an augmented sentence and
its original sentence is less than a threshold θ, the
augmented sentence will be discarded.

In this paper, the two parameters α and θ will
be in ranges of [0, 1]. The larger the α, the greater
the semantic similarity between entities, but the
smaller the number of neighbours. The θ parame-
ter represents the degree of rigour in the automatic
evaluation phase. When θ approximates to 1, only
sentences that are very close to the meaning of
the original sentence are retained. We therefore
can keep only a few of the augmented sentences.
In contrast, we can keep more sentences as θ ap-
proximates to 0. When θ is set to 0, the sentence
evaluation phase will be disabled. At this point, we
do not discard any augmented sentences from the
second phase. We can fine-tune both α and θ to
generate suitable augmented data.

3 Experiments

3.1 Datasets

We conduct experiments on the two datasets includ-
ing i2b2-2010 (English) (Uzuner et al., 2011) and
VietBioNER (Phan et al., 2022) (Vietnamese). The
i2b2 corpus includes patient records annotated with
three named entity categories of Medical Problem,
Test, and Treatment. Meanwhile, VietBioNER is
constituted by biomedical grey literature specified
for tuberculosis. The corpus was annotated with
five named entity categories of Organisation, Lo-
cation, Date and Time, Symptom and Disease, and
Diagnostic Procedure. Some statistics of both cor-
pora are reported in Table 1.
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i2b2-2010 VietBioNER
#Sentence 32894 1706

#Sentence in
Training set

Development set
Test set

9558
2389

20947

706
300
700

Avg. len. of sent. 13 31
#Entity type 3 5
Vocab size 24321 3548

Table 1: The summary statistic of the two datasets.

Following Dai and Adel (2020), to simulate a
low-resource setting, we create small, medium and
large sets with different numbers of sentences: 50,
150 and 500, respectively. These sentences are
randomly selected from the training part of each
dataset. It is noted that our small, medium and large
splits of the i2b2 dataset are different from those
by Dai and Adel (2020). Augmentation methods
are only applied on the training set, we use the
same development and test sets for all experiments.

3.2 Language Models
For semantic neighbour extraction, we use Clini-
calBERT (Alsentzer et al., 2019)—a pre-trained
language model on clinical text for the i2b2-
2010 dataset and PhoBERT (Nguyen and Nguyen,
2020)—a pre-trained language model on Viet-
namese Wikipedia and news for VietBioNER.

In sentence evaluation, we employ Sentence-
BERT (SBERT) (Reimers and Gurevych, 2019),
a sentence-level language model for sentence em-
beddings, to represent both original and augmented
sentences.

We use all the mentioned models with the ini-
tialised weights provided by Hugging Face1.

Regarding the NER task training, we also fine-
tune the aforementioned language models on the
two corpora.

3.3 Experiment Settings
To show the effectiveness of the proposed method,
we conducted the following experiments:

• Baseline: We only trained NER models on the
original training data.

• Baseline combined with augmented data: We
trained NER models on the original training

1https://huggingface.co/models,
https://huggingface.co/sentence-transformers

MR ER SNR

i2b2-2010

S 17 19 12
M 67 90 61
L 242 347 239
F 4462 7308 4626

VietBioNER

S 21 9 7
M 76 13 13
L 256 86 84
F 347 550 459

Table 2: Number of augmented sentences in each train-
ing set. Small, Medium, Large, and Full sets contain 50
sentences, 150 sentences, 500 sentences, and the com-
plete training set, respectively.

set and its augmented data created by the fol-
lowing three methods:

– Mention Replacement (MR): We fol-
lowed the MR method proposed by Dai
and Adel (2020).

– Entity Replacement (ER): We only per-
formed the first two phases of our pro-
posed method. The last phase, Sentence
Evaluation, was disabled by setting the
parameter θ to 0.

– Semantic Neighbour Replacement
(SNR): We performed all three phases
of our proposed method.

It is noted that since in this paper we focus
on biomedical entities, we only created an aug-
mented data for Symptom_and_Disease and Di-
agnosticProcedure entities in the case of Viet-
BioNER. We however report the NER performance
on all five NE categories.

3.4 Experimental Results
Based on the fine-tuning results on the develop-
ment sets, we selected α = 0.8 for all sets of i2b2-
2010; for VietBioNER, α = 0.65 for the full set,
and α = 0.85 for the other sets; and θ = 0.9 for
all cases across the corpora. The number of aug-
mented sentences generated in each setting are re-
ported in Table 2. Since SNR discards augmented
sentences that are not semantically related to the
original ones, it is reasonable that the numbers of
augmented sentences by SNR is less than or equal
to those by MR and ER.

We trained NER models on a combination of
augmented and original sentences, and applied
them to the corresponding testing sets. The NER
performance in terms of F1-scores on those sets
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Method
i2b2-2010 VietBioNER

S M L F S M L F
Baseline 37.13 67.58 75.53 87.21 59.21 70.78 79.48 79.60
+ MR 39.56 67.21 76.35 87.54 60.98 71.19 79.31 79.00
+ ER (our method) 39.42 68.36 76.33 87.37 59.31 71.94 79.51 80.09
+ SNR (our method) 38.75 69.43 76.86 87.73 59.83 72.14 79.34 80.90

Table 3: NER performance by different augmentation methods in terms of F1-score. Bold numbers indicate the best
performance in a specific setting.

Sentence

i2
b2

-2
01

0 Ori Her speech was fluent with no [phasic or praxic problems]Problem, [dysarthric]Problem.
MR Her speech was fluent with no [oral lesions]Problem, [left coloboma]Problem.
SNR Her speech was fluent with no [phasic or praxic problems]Problem, [slurred speech]Problem.

V
ie

tB
io

N
E

R Ori Tuy nhiên, các xét nghiệm tế bào và vi trùng trong chẩn đoán [lao]Symptom&Disease có độ nhạy còn thấp.
(However, cytology and bacteria tests in the diagnosis of [TB]Symptom&Disease have low sensitivity.)

MR Tuy nhiên, các xét nghiệm tế bào và vi trùng trong chẩn đoán [ho khan]Symptom&Disease có độ nhạy còn thấp.
(However, cytology and bacteria tests in the diagnosis of [dry cough]Symptom&Disease have low sensitivity.)

SNR Tuy nhiên, các xét nghiệm tế bào và vi trùng trong chẩn đoán [bệnh lao]Symptom&Disease có độ nhạy còn thấp.
(However, cytology and bacteria tests in the diagnosis of [TB disease]Symptom&Disease have low sensitivity.)

Table 4: Original sentences and their augmented sentences with different methods. Blue texts indicates entity
replacement.

are reported in Table 32. Generally, we can see that
the NER performance was improved when using
data augmentation methods on both English and
Vietnamese corpora. Detailed results of precision
and recall can be found in Appendix A.

Among the four sizes of the data, MR (Dai and
Adel, 2020) could obtain the best performance in
the small size setting, across the two corpora. This
can be explained by the fact that given only 50
sentences in the training, adding more sentences
will help the model overcome overfitting. With the
medium size sets, MR could improve the perfor-
mance on VietBioNER but not on i2b2-2010. In
contrast, MR could boost F1-scores on the large
and full sets on i2b2-2010, but not on VietBioNER.

Regarding SNR, we could have better F1-scores
in most settings of medium, large and full sets, on
both English and Vietnamese corpora. With the
i2b2 English corpus, the proposed methods has
an average improvement of 1.23% of F1-scores
(SNR) and 0.58% (ER). Meanwhile, that number
by MR is 0.26%. For VietBioNER, the average
improvement is 0.84%, 0.63%, and -0.12% of F1-
scores for SNR, ER, and MR, respectively. It is
worth noting that even with a full training set, using
SNR to augment the data training could also boost
NER performance. In particular, F1-scores were
increased by 0.52% for i2b2-2010 and 1.3% for

2We use the IO tagging scheme.

VietBioNER.
Interestingly, while the number of augmented

sentences by SNR is lower than those by ER (as
shown in Table 2), the NER performance by SNR is
better than those by ER in most of the cases across
the corpora. This indicates that having augmented
sentences semantically related to the original ones
in the training data really improves the NER per-
formance, despite the fact that the total number
of sentence is not big. For instance, in the case
of i2b2-2010, SNR generated about 37% less sen-
tences than ER, but the NER performance by SNR
was still better than those by ER.

3.5 Analysis
Although using MR could help improve the NER
performance (as illustrated in Table 3), it is in-
evitable that MR could produce meaningless sen-
tences. We collected such examples and showed
them in Table 4. It can be seen that although MR
replaced entities in the same type with the original
ones, the resulting sentence is meaningless. Mean-
while, SNR controls the semantic at both entity
level and sentence level, hence producing a more
meaningful sentence close to the original meaning
than the one by MR.

Moreover, we observed that most of sentences
discarded by the sentence evaluation were semanti-
cally incorrect. We report some of discarded sen-
tences in Table 5. It is obvious that the entity re-
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Sentence

i2b2-2010 Original He did not sleep at night before and was [extremely fatigued]Problem.
Augmented He did not sleep at night before and was [some shortness of breath]Problem.

VietBioNER Original Hình ảnh [X-quang phổi]DiagnosticProcedure chủ yếu là thâm nhiễm 44%...
(The [chest X-ray]DiagnosticProcedure image is mainly infiltrative 44%...)

Augmented Hình ảnh [chọc dò màng phổi]DiagnosticProcedure chủ yếu là thâm nhiễm 44%...
(The [thoracentesis]DiagnosticProcedure image is mainly infiltrative 44%...)

Table 5: Examples of augmented sentences discarded by the Sentence Evaluation phase in SNR. Blue texts indicates
entity replacement.

placement altered the meaning of those sentences
and made them meaningless. As aforementioned,
by discarding those sentences, SNR could produce
better NER performance, indicating that it is use-
ful to filter augmented sentences based on their
semantic relatedness.

4 Conclusion

In this paper, we proposed a semantic-based data
augmentation method for the named entity recog-
nition task in the biomedical domain. Our method,
namely Semantic Neighbour Replacement (SNR),
simply generates more training sentences based on
semantics of entity and sentence. Experiments on
simulated low-resource settings show that using
the proposed method, we can improve F1 score in
both English (i2b2-2010) and Vietnamese (Viet-
BioNER) corpora, even on the full training set-
ting. Such results again confirm the importance of
semantics in data augmentation. We believe that
SNR can be applied to other domains and other
languages as long as we have corresponding pre-
trained language models.

Similar to previous work, our proposed method
only augments in-domain data. Therefore, a fol-
lowup work would be to study cross-domain aug-
mentation method (Chen et al., 2021), in which
we can leverage rich-resource data to enrich low-
resource ones.
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A Detailed Results

We report the detailed results of precision, recall
and F1-scores on i2b2-2010 in Table 6 and Viet-
BioNER in Table 7.

It is expected that NER performances in terms of
recall were mostly improved when using the data
augmentation methods. Meanwhile, in terms of
precision, the increase or decrease of NER perfor-
mance was dependent on the data augmentation
methods as well as the sizes of the training data.
Nevertheless, in the case of full training data, us-
ing the SNR method, we could improve the NER
performance in both recall and precision across
corpora.
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Method
Small Medium Large Full

P R F1 P R F1 P R F1 P R F1
Baseline 43.39 32.45 37.13 66.54 68.65 67.58 74.00 77.13 75.53 86.24 88.20 87.21
+ MR 44.53 35.59 39.56 63.36 71.55 67.21 73.56 79.35 76.35 86.67 88.42 87.54
+ ER 42.44 36.79 39.42 67.24 69.52 68.36 72.97 80.02 76.33 86.47 88.29 87.37
+ SNR 42.49 35.62 38.75 67.11 71.90 69.43 74.37 79.51 76.86 86.92 88.55 87.73

Table 6: NER performance on i2b2-2010 by different augmentation methods in terms of Precision, Recall and
F1-score. Bold numbers indicate the best performance in a specific setting.

Method
Small Medium Large Full

P R F1 P R F1 P R F1 P R F1
Baseline 56.92 61.69 59.21 67.88 73.93 70.78 77.12 81.99 79.48 77.49 81.83 79.60
+ MR 58.91 63.19 60.98 67.79 74.96 71.19 76.60 82.23 79.31 76.85 81.28 79.00
+ ER 57.39 61.37 59.31 69.70 74.33 71.94 76.50 82.78 79.51 77.57 82.78 80.09
+ SNR 58.87 60.82 59.83 68.92 75.67 72.14 76.93 81.91 79.34 79.09 82.78 80.90

Table 7: NER performance on VietBioNER by different augmentation methods in terms of Precision, Recall and
F1-score. Bold numbers indicate the best performance in a specific setting.
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Abstract
Named entity recognition (NER) is one of the
core technologies for knowledge acquisition
from text and has been used for knowledge ex-
traction of chemicals and medicine. As one
of the NER improvement approaches, multi-
task learning that learns a model from multi-
ple training data has been used. Among multi-
task learning, an auxiliary learning method,
which uses training data of an auxiliary task
for improving its target task, has shown higher
NER performance than conventional multi-
task learning for improving all the tasks simul-
taneously. The conventional auxiliary learn-
ing method uses only one auxiliary training
dataset. We propose Multiple Utilization of
NER Corpora Helpful for Auxiliary BLESsing
(MUNCHABLES). MUNCHABLES utilizes
multiple training datasets as auxiliary training
data by the following methods : the first one is
to fine-tune the NER model of the target task
by sequentially performing auxiliary learning
for each auxiliary training dataset, and the
other is to use all training datasets in one aux-
iliary learning. We evaluate MUNCHABLES
on eight chemical/biomedical/scientific do-
main NER tasks, where seven training datasets
are used as auxiliary training data. The exper-
iment results show that our proposed methods
achieve higher NER performance than conven-
tional multi-task learning methods on average
and that NER performance can be improved by
using multiple auxiliary training data. Further-
more, the proposed models outperform state-
of-the-art models on the datasets.

1 Introduction

Named entity recognition (NER) is a fundamen-
tal natural language processing technology for ex-
tracting named entity (NE) and technical terms
from input texts and has been put to practical
use in various situations. For example, NER is
used as one of the core technologies for struc-
turing and accumulating information on interrela-
tionships among chemical substances and physical

properties of chemical substances, which are re-
ported daily in papers and patents, to develop new
materials and products.

NER has been actively studied for a long time,
and many NER methods have been proposed. In
recent years, neural network (NN)-based meth-
ods have become dominant, and a BiLSTM-CRF
model (e.g., Huang et al. (2015)), composed of
two recurrent neural networks (RNNs) and con-
ditional random fields (CRF), and a Transformer-
based model (e.g., Lee et al. (2019)) have achieved
high performance in NER.

In addition, it has been reported that the per-
formance of an NER model is improved by
multi-task learning, which uses training data of
a task different from the target task and simulta-
neously learns features from multiple NER train-
ing datasets (Wang et al., 2019a; Crichton et al.,
2017a; Khan et al., 2020; Mehmood et al., 2020;
Wang et al., 2019b). Remarkably, Wang et al.
(2019a) have shown that, an NER in the biotech-
nology field (BioNER) with an auxiliary learning
method, which is a variant of multi-task learn-
ing, achieves higher performance in the target
task, compared to a standard multi-task learning
method. The auxiliary learning uses a task other
than the target task as an auxiliary task for im-
proving the target task performance, in contrast
the standard multi-task learning learns models for
multiple tasks to improve performance of the mul-
tiple tasks.

We propose a new auxiliary learning paradigm
that uses multiple NER datasets as auxiliary train-
ing data, Multiple Utilization of NER Corpora
Helpful for Auxiliary BLESsing (MUNCH-
ABLES), whereas existing auxiliary learning uses
only one type of auxiliary training data. Specif-
ically, we propose two types of multi-auxiliary
learning: the first one is to fine-tune the NER
model of the target task by sequentially perform-
ing auxiliary learning for each auxiliary training
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dataset (MUNCHABLES-stack model), and the
other is to use all types of training data in single
auxiliary learning. As for the latter, we propose
two models: one is to concatenate all the multiple
auxiliary training datasets and make a batch
by randomly selecting data from the auxiliary
training dataset (MUNCHABLES-concatenation
model), and the other is to change auxiliary
training datasets every epoch (MUNCHABLES-
iteration model).

We compare the proposed MUNCHABLES
models with standard multi-task learning and sin-
gle auxiliary learning on eight chemical/ biomed-
ical/ scientific domain NER tasks. As for our
proposed models, seven training datasets are used
as auxiliary training data in each task. The ex-
periment results show that the F1-scores of the
proposed models are higher than those of the
baselines on average and NER performance can
be improved by using multiple auxiliary train-
ing datasets. In addition, the proposed mod-
els achieve state-of-the-art performance in chem-
ical/biomedical/scientific NER.

2 Existing Multi-Task Learning

This section describes existing multi-task learning
methods which use training data of a different task
other than the target task. We first outline the
NER model used as the base model, and then de-
scribe an extension of the NER model to multi-
task learning, where multiple tasks are trained si-
multaneously. In this multi-task learning, the tar-
get task and the other tasks are treated equally.
Then, we explain an existing auxiliary learning
model, which uses training data for a different task
from the target task as auxiliary training data.

2.1 Multi-Task Learning Model
In this study, we use the BiLSTM-CRF model pro-
posed by Huang et al. (2015) as our baseline NER
model. The BiLSTM-CRF model is a sequence
labeling model composed of bi-directional LSTM
and CRF.

The BiLSTM-CRM model first computes the in-
termediate representation of each word in an input
sentence using bidirectional LSTM. Let an input
sentence be w = w1, w2, · · · , wN and the embed-
ding vectors outputted by an embedding layer be
x = x1,x2, · · · ,xN. The intermediate representa-
tion ei of the word wi is calculated as follows:

−→
hi = LSTM (f)(xi,

−−→
hi−1), (1)

←−
hi = LSTM (b)(xi,

←−−
hi+1), (2)

hi = [
−→
hi;
←−
hi], (3)

ei = W(e)hi, (4)

where → and ← denote forward and back-
ward directions, respectively, and LSTM (f) and
LSTM (b) are forward and backward LSTMs, re-
spectively. “;” denotes the concatenation of vec-
tors. W(e) ∈ Rk×d is a weight matrix, d is the
dimension of the hidden state vector hi, and k is
the number of labels to be identified.

Then, the intermediate representations e com-
puted by the bi-directional LSTM are fed to the
CRF layer to obtain a label sequence. The
score function for the label sequence y =
(y1, y2, · · · , yN ) is defined by using the score ma-
trix P = (e1, e2, · · · eN)T , which is converted
from the intermediate representations e, and the
transition score matrix A as follows:

s(e,y) =

N∑

i=0

Ayi,yi+1 +

N∑

i=1

Pi,yi , (5)

where Ai,j represents the transition score from the
label i to the label j. The output label sequence y∗

is obtained by finding y that maximizes the score
as follows:

y∗ = arg max
ỹ∈Yw

s(e, ỹ), (6)

where Yw is the set of all possible label sequences
for the input sentence w.

Using the score function, the output probability
of the label sequence y is defined by the softmax
function as follows:

p(y|w) =
exp(s(e,y))∑

ỹ∈Yw
exp(s(e, ỹ))

. (7)

In training, the parameters that minimize the fol-
lowing loss function are obtained:

L = −
∑

(w,ŷ)∈D

log(p(ŷ|w)), (8)

where D is a training dataset.
Figure 1 shows an overview of the BiLSTM-

CRF model extended for multi-task learning. In
the model, the word embedding layer and BiL-
STM layer are shared by all the training datasets
and the weights of these layers are the same on all
the tasks. On the other hand, the CRF layer is pre-
pared for each dataset and the weights of the CRF
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Figure 1: Overview of a multi-task learning model

layer are not shared. The objective function of the
multi-task learning model is defined as follows:

Loss =
1

M

M∑

i=1

Li, (9)

where Li (i = 1, 2, · · ·M) is the loss in the CRF
layer for each training dataset (see Eq. 8), and M
is the number of training datasets.

In the multi-task learning model, training data
for the target task and that for the other tasks are
treated equally, and thus an NER model common
to all the tasks is learned. Larger datasets require
more batches during training. In inference, NER is
performed by using the CRF layer corresponding
to the target task in the learned NER model.

2.2 Auxiliary Learning Model

Wang et al. (2019a) have proposed an auxiliary
learning method, which is a multi-task learning
method that distinguishes between training data
for the target task (main training data) and that for
the other task (auxiliary training data), and have
improved NER performance for the target task.
The auxiliary learning model is trained by using
a main batch composed of main training data and
an auxiliary batch composed of auxiliary training
data. In each iteration, the model parameters are
updated by the auxiliary batch first, and then by
the main batch. This alternating updates by the
main and auxiliary batches are repeated until the
loss on the main training data converges.

Algorithm 1 shows the algorithm for the aux-
iliary learning method. In Algorithm 1, the sub-
scripts denote the target task (main) and the
auxiliary task (aux). Epoch and Iteration
are the number of epochs and the number of
iterations for the main task, respectively, and
BatchSize is the batch size. The number of it-
erations for each epoch is the total number of the
main training data divided by the batch size (i.e.,
Iteration = |Dmain|/BatchSize). The extract

Algorithm 1 Algorithm of an existing auxiliary
learning method
Data: main training dataset Dmain, auxiliary training

dataset Daux

1: for i = 1 to EPOCH do
2: for j = 1 to ITERATION do
3: Batchmain = extract(Dmain, BatchSize)
4: Batchaux = extract(Daux, BatchSize)
5: train(Model, Batchaux)
6: train(Model, Batchmain)
7: end for
8: is_convergemain(Model)

9: end for

Algorithm 2 Algorithm of the MUNCHABLES-
concatenation model
Data: main training dataset Dmain, M auxiliary training

datasets D
(1)
aux, D

(2)
aux, · · · , D(M)

aux

1: Daux = [D
(1)
aux;D

(2)
aux; · · · ;D(M)

aux ]
2: for i = 1 to EPOCH do
3: for j = 1 to ITERATION do
4: Batchmain = extract(Dmain, BatchSize)
5: Batchaux = extract(Daux, BatchSize)
6: train(Model, Batchaux)
7: train(Model, Batchmain)
8: end for
9: is_convergemain(Model)

10: end for

function in lines 4 and 5 creates a batch by extract-
ing Batchsize data from the training dataset, and
the train function in lines 6 and 7 updates the pa-
rameters of the NER model Model by using the
batch data. The is_convergemain function in line
8 judges whether to stop training or not according
to the loss on the target task.

3 MUNCHABLES: Multi-Auxiliary
Learning

An existing auxiliary learning method uses
only one auxiliary training dataset. In this
section, we propose a new auxiliary learn-
ing paradigm, multi-auxiliary learning MUNCH-
ABLES, that utilizes multiple training datasets
as auxiliary training data. We first propose two
MUNCHABLES models that use multiple aux-
iliary training datasets in single auxiliary learn-
ing (MUNCHABLES-concatenation model and
MUNCHABLES-iteration model), and then pro-
pose a MUNCHABLES model that sequentially
fine-tunes a main model by auxiliary learning with
each auxiliary training dataset (MUNCHABLES-
stack model).

3.1 MUNCHABLES-Concatenation Model
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Algorithm 3 Algorithm of the MUNCHABLES-
iteration model
Data: main training dataset Dmain, M auxiliary training

datasets D
(1)
aux, D

(2)
aux, · · · , D(M)

aux

1: for i = 1 to EPOCH do
2: for k = 1 to M do
3: for j = 1 to ITERATION do
4: Batchmain = extract(Dmain, BatchSize)

5: Batchaux = extract(D
(k)
aux, BatchSize)

6: train(Model, Batchaux)
7: train(Model, Batchmain)
8: end for
9: end for

10: is_convergemain(Model)

11: end for

The MUNCHABLES-concatenation model is a
multi-auxiliary learning model that concatenates
all the multiple auxiliary training datasets and
treats the concatenated training data as one aux-
iliary training dataset in single auxiliary learn-
ing. Algorithm 2 shows the algorithm of the
MUNCHABLES-concatenation model. Just like
the existing single auxiliary learning model, the
MUNCHABLES-concatenation model creates a
main batch from the main training data and an aux-
iliary batch from the concatenated auxiliary train-
ing data. Then, the updates of model parameters
with the auxiliary batch and with the main batch
are repeated alternately until the loss on the main
training dataset converges. The difference from
the existing single auxiliary learning model is that
an auxiliary batch is created from the concatenated
data of multiple auxiliary training datasets, and
thus an auxiliary batch can contain multiple types
of auxiliary training data.

3.2 MUNCHABLES-Iteration Model
The MUNCHABLES-iteration model is a multi-
auxiliary learning model which changes train-
ing datasets used as an auxiliary training dataset
every epoch. Algorithm 3 shows algorithm
of the MUNCHABLES-iteration model. The
MUNCHABLES-iteration model alternately re-
peats parameter updates with the main batch cre-
ated from the main training dataset and those with
the auxiliary batch created from an auxiliary train-
ing dataset until the loss on the main training
dataset converges as well as auxiliary learning
models described so far. The difference from the
MUNCHABLES-concatenation model is that an
auxiliary batch in the MUNCHABLES-iteration
model is created from a specific auxiliary training
dataset and the source auxiliary training dataset is

Algorithm 4 Algorithm of the MUNCHABLES-
stack model
Data: main training dataset Dmain, M auxiliary training

datasets D
(1)
aux, D

(2)
aux, · · · , D(M)

aux

1: for k = 1 to M do
2: for i = 1 to EPOCH do
3: for j = 1 to ITERATION do
4: Batchmain = extract(Dmain, BatchSize)

5: Batchaux = extract(D
(k)
aux, BatchSize)

6: train(Model, Batchaux)
7: train(Model, Batchmain)
8: end for
9: is_convergemain(Model)

10: end for
11: end for

switched every epoch.

3.3 MUNCHABLES-Stack Model

The MUNCHABLES-stack model is a multi-
auxiliary learning model that fine-tunes a main
model as many as the number of auxiliary train-
ing datasets by sequential auxiliary learning with
each auxiliary training dataset. Each auxiliary
learning is performed by using a specific auxil-
iary training dataset as well as the existing sin-
gle auxiliary learning. When the loss on the
main training dataset converges, auxiliary data
is switched to a new auxiliary training dataset
and subsequently the main model is fine-tuned
using the new auxiliary training dataset. Al-
gorithm 4 shows the outline and algorithm of
the MUNCHABLES-stack model, respectively.
While, in the MUNCHABLES-concatenation
model and MUNCHABLES-iteration model, a
main model is trained only once (i.e., convergence
is only once), in the MUNCHABLES-stack model,
a main model is trained as many as the number of
auxiliary training datasets.

4 Experiment

4.1 Experiment Settings

We evaluated our proposed models on eight
chemical/biomedical/scientific domain NER tasks.
Table 1 shows each NER dataset. We compared
our three proposed models, the MUNCHABLES-
concatenation model (MUNCH.-Conc), the
MUNCHABLES-iteration model (MUNCH.-Iter),
and the MUNCHABLES-stack model (MUNCH.-
Stack), with three baseline models, the single
task learning model (SingleTask), the standard
multi-task learning model (MultiTask), and the ex-
isting single auxiliary learning model (SingleAux),
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which are described in Section 2. MultiTask learns
one NER model from all the eight datasets. Our
three MUNCHABLES models use all the datasets
other than the target task (i.e., seven datasets) as
auxiliary training data. SingleAux selected an
auxiliary training dataset on the development data
of the main task. Specifically, SingleAux used the
model that achieved the best performance (i.e.,
F1-score) on the development data among seven
models each of which is trained by single auxiliary
learning with a training dataset for a task other
than the target task, for testing. In MUNCH.-Iter
and MUNCH.-Stack, the seven auxiliary training
datasets were randomly sorted on condition that
auxiliary datasets with the same NE type are not
consecutive. We discuss the order of auxiliary
training datasets in Section 5.1.

We implemented each NER model by extending
the open framework FLAIR (Akbik et al., 2019).
For word embeddings, we used Contextual String
Embeddings (Akbik et al., 2018) and FastText (Bo-
janowski et al., 2017) provided by FLAIR, both
of which were trained from the PubMed abstracts,
a corpus of medical literature. The dimension of
the BiLSTM layer was set to 256. We used the
SGD optimizer, where a learning rate was adjusted
by the following scheduling policy: the learning
rate was reduced by a factor of two when the loss
per epoch was not less than the minimum loss so
far for four consecutive epochs, and training was
terminated when the learning rate fell below 1e-4.
We used the model at the end of training for test-
ing. In hyperparameter tuning, we tried 0.1 and
0.05 as the initial learning rate and 16 and 32 as
the batch size. Four models with these hyperpa-
rameter combinations were evaluated on the de-
velopment data, and the hyperparameter set with
the best performance was selected. In testing, we
trained an NER model from the training data and
the development data, and we reported and com-
pared the performance on the test data. NER per-
formance was evaluated by F1-score.

4.2 Experiment Results

Table 2 shows the experiment results. As can
be seen in the table, SingleAux outperforms Sin-
gleTask and MultiTask on micro and macro aver-
age F1-scores. This suggests that auxiliary learn-
ing is more effective than the multi-task learn-
ing method where the training data for the tar-
get task and the other training data are equally

treated. The observation is consistent with previ-
ously reported results. Table 2 also shows that
MUNCH.-Iter and MUNCH.-Stack achieve higher per-
formance than SingleAux on average and at least
one of the MUNCHABLES models is better than
SingleAux on all the tasks. These results experi-
mentally demonstrate that NER performance can
be improved by using multiple auxiliary training
datasets in auxiliary learning as in the proposed
models, which shows the effectiveness of the pro-
posed auxiliary learning paradigm for NER.

In MUNCH.-Iter and MUNCH.-Conc, the main
model only needs to be trained once, while
MUNCH.-Stack requires fine-tuning on each auxil-
iary training dataset individually, so the training
time for MUNCH.-Stack is longer than the other
two MUNCHABLES models. Table 2 shows that
MUNCH.-Stack achieves the best performance on
two out of the eight tasks and its micro and macro
average scores are the highest. This indicates the
necessity of MUNCH.-Stack on some NER tasks
even at longer training time.

5 Discussion

5.1 Discussion on the Order of Auxiliary
Training Datasets

The performance of MUNCH.-Iter and MUNCH.-
Stack might be affected by the order of auxiliary
training datasets (D(1)

aux, D
(2)
aux, · · · in Algorithms 3

and 4). This section discusses the impact of the
order to NER performance.

In the experiments of Section 4, the auxiliary
datasets were randomly sorted on condition that
auxiliary datasets with the same NE type are not
consecutive, in MUNCH.-Iter and MUNCH.-Stack.
However, we conjecture that, in MUNCH.-Iter and
MUNCH.-Stack, the auxiliary training dataset closer
to the end of the training of the main model have a
larger impact. Based on the conjecture, we sort the
auxiliary training datasets in order of the degree of
contribution to the performance improvement of
the target task. Hereafter, the models are denoted
as MUNCH.-Iter (sort) and MUNCH.-Stack (sort).
Specifically, we first evaluated the performance on
the development data of the single auxiliary learn-
ing model with each auxiliary training dataset,
and then sorted the auxiliary training datasets in
ascending order of its single auxiliary learning
models’ performance and used the sorted training
datasets in MUNCH.-Iter and MUNCH.-Stack.

We describe the order of auxiliary train-
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Dataset Type of NE
# of Sentences # of Words # of Annotations

Train Dev Test Train Dev Test Train Dev Test
NCBI Disease

Disease 5,424 923 940 135,701 23,969 24,497 5,134 787 960
(Doğan et al., 2014)

BC5CDR
Disease 4,560 4,581 4,797 118,170 117,453 124,750 4,182 4,246 4,424

(Li et al., 2016)
BC5CDR

Drug/Chem 4,560 4,581 4,797 118,170 117,453 124,750 5,203 5,347 5,385
(Li et al., 2016)
CHEMDNER

Drug/Chem 30,682 30,639 26,364 893,685 887,805 767,636 29,478 29,486 25,346
(Krallinger et al., 2015)

BC2GM
Gene/Protein 12,574 2,519 5,038 355,405 71,042 143,465 15,197 3,061 6,325

(Smith et al., 2008)
JNLPBA

Gene/Protein 14,690 3,856 3,856 443,653 117,213 114,709 32,178 8,575 6,241
(Kim et al., 2004)

LINNAEUS
Species 11,935 4,078 7,142 281,273 93,877 165,095 2,119 711 1,433

(Gerner et al., 2010)
s800

Species 5,733 830 1,630 147,291 22,217 42,298 2,557 384 767
(Pafilis et al., 2013)

Table 1: NER datasets

NCBI- BC5CDR BC5CDR CHEMD BC2GM JNLPBA LINN s800 MA. MI.
Disease Disease Chem NER AEUS AVG. AVG.

SingleTask 87.56 86.65 94.12 92.25 83.63 77.31 88.06 75.41 85.62 88.46
MultiTask 87.72 86.12 94.53 92.00 83.44 77.86 89.06 76.71 85.93 88.44
SingleAux 88.41 86.53 94.27 92.29 83.24 77.71 88.88 76.80 86.02 88.63

MUNCH.-Conc 89.14 86.73 94.23 92.36 82.57 77.48 89.46 76.42 86.05 88.49
MUNCH.-Iter 88.33 86.85 94.52 92.18 82.90 77.78 88.98 77.20 86.09 88.52

MUNCH.-Stack 87.69 86.98 94.33 92.32 83.80 77.62 89.42 76.65 86.10 88.67

Table 2: Experiment results (F1-score (%)). MA. AVG. and MI. AVG. indicate macro average and micro average,
respectively. Each bold font value indicates the best result of each task.

Batch Size 16 32
Learning Rate 0.05 0.1 0.05 0.1

NCBI-Disease 89.98 90.03 89.69 90.08
BC5CDR Disease 89.95 90.08 89.87 89.93

Single BC5CDR Chem 90.05 90.16 90.00 90.03
Aux BC2GM 89.95 89.92 89.88 89.91

JNLPBA 89.90 89.93 89.88 89.89
LINNAEUS 90.15 90.02 89.90 90.04

s800 89.88 90.01 89.89 89.94
MUNCH.-Iter (sort) 90.04 90.11 90.03 90.14

MUNCH.-Stack (sort) 90.24 90.07 89.75 90.14

Table 3: Tuning of hyperparameters and the order of
auxiliary training datasets of MUNCH.-Iter (sort) and
MUNCH.-Stack (sort) on the CHEMDNER task (i.e.,
F1-score (%) on the CHEMDNER development data).
In MUNCH.-Iter (sort) and MUNCH.-Stack (sort), the
best result is shown in bold font value.

ing datasets in MUNCH.-Iter (sort) and MUNCH.-
Stack (sort) for the CHEMDNER task as an ex-
ample. Table 3 shows the performance on the
CHEMDNER development data of SingleAux with
each auxiliary NER training dataset for all combi-
nation of hyperparameters. Note that each model
is trained from only training data to evaluate the
performance on development data. As for MUNCH.-
Iter (sort) and MUNCH.-Stack (sort), the auxiliary
training datasets are sorted on the basis of the per-
formance of SingleAux with the same hyperparam-

Model MUNCH.-Iter MUNCH.-Stack
Sort w/o w/ w/o w/

NCBI-Disease 88.33 88.50 87.69 87.90
BC5CDR Disease 86.85 86.85 86.98 86.86
BC5CDR Chem 94.52 94.33 94.33 94.47
CHEMDNER 92.18 92.39 92.32 92.35

BC2GM 82.90 83.59 83.80 83.84
JNLPBA 77.78 77.28 77.62 77.21

LINNAEUS 88.98 88.82 89.42 88.87
s800 77.20 76.36 76.65 76.46

MA. AVG. 86.09 86.02 86.10 86.00
MI. AVG. 88.52 88.64 88.67 88.64

Table 4: Impact of the order of auxiliary training
datasets. Each bold font value indicates the better re-
sult with or without sorting.

eter setting. From the table, for MUNCH.-Iter (sort),
the batch size and learning rate were set to 32 and
0.1, respectively, and the order of the auxiliary
training datasets was set to “JNLPBA→ BC2GM
→ BC5CDR-Disease→ s800→ BC5CDR-Chem
→ LINNAEUS → NCBI-Disease.” For MUNCH.-
Stack (sort), the batch size and learning rate were
set to 16 and 0.05, respectively, and the order of
the auxiliary training datasets was set to “s800
→ JNLPBA → BC5CDR-Disease → BC2GM
→ NCBI-Disease → LINNAEUS → BC5CDR-
Chem.”

Table 4 shows the performance of MUNCH.-Iter,
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NCBI- BC5CDR BC5CDR CHEMDNER BC2GM JNLPBA LINNAEUS s800
Disease Disease Chem

SingleAux (reimpl) 88.41 86.53 94.27 92.29 83.24 77.71 88.88 76.80
BioBERT 89.36 86.56 93.44 91.41 84.4 77.59 89.81 75.31
HanPaNE - - - 92.57 - - - -
SciBERT 88.57 - - - - 77.28 - -

BioMegatron 87.0 88.5 92.5 - - - - -
SciFive 88.46 87.62 94.61 91.56 83.57 77.55 - 76.33

PubMedBERT (PubMed) 87.82 85.62 93.33 - 84.52 79.10 - -
PubMedBERT (+PMC) 88.04 85.76 93.34 - 84.37 79.16 - -

MUNCH.-Conc 89.14 86.73 94.23 92.36 82.57 77.48 89.46 76.42
MUNCH.-Iter 88.33 86.85 94.52 92.18 82.90 77.78 88.98 77.20

MUNCH.-Stack 87.69 86.98 94.33 92.32 83.80 77.62 89.42 76.65

Table 5: Comparison with previous results (F-measure (%)). These results are BioBERT (Lee et al., 2019), Han-
PaNE (Watanabe et al., 2019), SciBERT (Beltagy et al., 2019), BioMegatron (Shin et al., 2020), SciFive (Phan
et al., 2021), and PubMedBERT (Gu et al., 2021). Each bold font value indicates the best result of each task.

MUNCH.-Iter (sort), MUNCH.-Stack, and MUNCH.-
Stack (sort) on each test data. Table 4 shows
that MUNCH.-Iter (sort) obtained a higher micro av-
erage than MUNCH.-Iter while the macro average
of MUNCH.-Iter (sort) and the micro and macro
averages of MUNCH.-Stack (sort) are worse than
those of MUNCH.-Iter and MUNCH.-Stack, respec-
tively. The results indicate that the performance of
MUNCH.-Iter and MUNCH.-Stack are affected by the
order of auxiliary training datasets and the perfor-
mance could be improved by reordering auxiliary
training datasets in ascending order of the perfor-
mance on the development data of SingleAux on
some NER tasks. We conjecture that sorting order
of auxiliary training datasets might be affected by
similarity of development data and test data. We
will leave its further analysis for future work.

6 Related Work

Previous Methods MUNCHABLES common
v.s. Method MA. AVG. Iter Stack tasks
BioBERT 85.99 86.09 86.10 8
HanPaNE 92.57 92.18 92.32 1
SciBERT 82.93 83.05 82.66 2

BioMegatron 89.33 89.90 89.67 3
SciFive 85.67 85.68 85.63 7

PubMedBERT (PubMed) 86.08 86.08 86.08 5
PubMedBERT (+PMC) 86.13 86.08 86.08 5

Table 6: Summary of macro average F-measure (%).
The common tasks indicates the number of tasks used
by both of our MUNCHABLES and previous methods.
We compared our MUNCHABLES methods with pre-
vious methods in terms of macro average F-measure
on the common tasks. The bold font indicates that a
MUNCHABLES model is better than the correspond-
ing previous result.

6.1 Comparison with Previous Results

We compared our MUNCHABLES models with
previous results1 including state-of-the-art meth-
ods. Table 5 shows the results, and Table 6
shows a summary of the comparison, where we
report macro average F-measure on the common
tasks used by both of the MUNCHABLES and
previous methods. As can be seen in Tables 5
and 6, in general, our MUNCHABLES models
obtain competitive or better NER performance
than previous results. These results show that
our MUNCHABLES models achieve state-of-the-
art performance on chemical/biomedical/scientific
NER tasks. Another remarkable point is MUNCH-
ABLES can be combined with the previous work.
In other words, in order to improve the previous
work, we can use MUNCHABLES in the previous
work.

v.s. BioBERT BioBERT (Lee et al., 2019) is
a BERT-based pre-training model trained with
biomedical domain text. We compared BioBERT
v1.0 with PubMed + PMC for its pre-training with
our MUNCHABLES models. The macro aver-
age of BioBERT was 85.99 and those of MUNCH.-
Iter and MUNCH.-Stack are 86.09 and 86.10. Our
MUNCHABLES models obtained a higher perfor-
mance than BioBERT.

v.s. HanPaNE HanPaNE (Watanabe et al.,
2019) is a BiLSTM-CRF NER model that jointly
learns an LSTM-based chemical compound para-
phrase model through multi-task learning. Han-
PaNE showed 92.57 F-measure on CHEMDNER,
which is the state-of-the-art performance on the

1If results obtained by different parameters were reported,
we listed the results of the model that showed the best macro
average F-measure on the NER datasets.
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dataset. MUNCH.-Stack and MUNCH.-Iter are worse
than HanPaNE. However, our MUNCHABLES
model is compatible with HanPaNE and the mod-
els must complement each other. Therefore, we ex-
pect higher performance by combining MUNCH-
ABLES with HanPaNE.

v.s. SciBERT SciBERT (Beltagy et al., 2019)
is a BERT-based pre-training model trained with
scientific domain text. SciBERT was evaluated on
NCBI-Diseases and JNLPBA, and the macro av-
erage was 82.93. MUNCH.-Iter obtained a higher
average (i.e., 83.05) than SciBERT.

v.s. BioMegatron BioMegatron (Shin et al.,
2020) is a biomedical adaptation of a transformer
model called Megatron-LM (Shoeybi et al., 2020).
BioMegatron was evaluated on NCBI-Disease,
BC5CDR Disease, and BC5CDR Chem. The
macro average of BioMegatron with a 50k biomed-
ical domain vocabularies and 345m parameters
was 89.33, whereas MUNCH.-Iter and MUNCH.-
Stack showed 89.90 and 89.67, which are higher
than BioMegatron.

v.s. SciFive SciFive (Phan et al., 2021) is
a domain-specific Text-to-Text Transfer Trans-
former (T5) (Raffel et al., 2020) model that has
been pre-trained on large biomedical corpora. Sci-
Five was evaluated on seven tasks out of the eight
tasks except for LINNAEUS. The macro aver-
age F-measure of SciFive with PMC pre-training
data was 85.67, whereas MUNCH.-Iter and MUNCH.-
Stack were 85.68 and 85.63.

v.s. PubMedBERT PubMedBERT (Gu et al.,
2021) is a BERT-based model trained with
biomedical domain text from scratch. PubMed-
BERT (PubMed) was trained with only PubMed
and PubMedBERT (+PMC) was trained with
PubMed and PMC and these two models were
evaluated on NCBI-Disease, BC5CDR Disease,
BC5CDR Chem, BC2GM, and JNLPBA for NER.
The macro average of PubMedBER (PubMed) was
86.08 and that of PubMedBERT (+PMC) was
86.13. MUNCH.-Iter and MUNCH.-Stack show the
comparable accuracy as PubMedBERT (PubMed),
however they showed lower accuracy than Pub-
MedBERT (+PMC). We think that this differ-
ence was caused by the pretraining data size.
The MUNCHABLES models were pretrained only
with PubMed. Therefore, further improvement by
increasing the amount of pretraining data is ex-

pected. Furthermore, the MUNCHABLES can be
incorporated into PubMedBERT, therefore, we ex-
pect higher performance by enhancing PubMed-
BERT with MUNCHABLES.

6.2 Multi-Task Learning

Multi-task learning is employed to boost the per-
formance of NLP systems (Liu et al., 2015; Luong
et al., 2016; Dong et al., 2015; Hashimoto et al.,
2017), including NER (Liu et al., 2018). Multi-
task learning of sequence labeling with language
models was proposed (Rei, 2017). Aguilar et al.
(2018) and Cao et al. (2018) proposed multi-task
learning of NER with word segmentation. Peng
and Dredze (2017) proposed multi-task learning
that leverages the performance of domain adapta-
tion. Clark et al. (2018) proposed multi-task learn-
ing of NER with several NLP tasks such as POS
tagging and parsing. Crichton et al. (2017b) and
Wang et al. (2018) proposed multi-task learning
of several tasks of biomedical NLP to increase
NER performance. Watanabe et al. (2019) pro-
posed multi-task learning of NER with chemical
compound paraphrase.

Sampling methods for multi-task learning have
also been proposed. Guo et al. (2019) is a two-
stage mulit-task pipeline, where the first stage
automatically selects the most useful auxiliary
tasks via a Beta-Bernoulli multi-armed bandit with
Thompson Sampling and the second stage learns
the training mixing ratio of these selected auxil-
iary tasks. Kung et al. (2021) proposed a sampling
method for training samples of auxiliary tasks
based on the assumption that the more similar to
the target task is, the more benefit is obtained for
the target task.

7 Conclusion

This paper proposed a new auxiliary learning
paradigm for NER, MUNCHABLES, that uti-
lizes multiple training datasets as auxiliary train-
ing data for improving the performance of its
target task. The experiments on eight chem-
ical/biomedical/scientific domain NER datasets,
showed that our proposed models achieved higher
performance on average than conventional multi-
task learning methods and an auxiliary learn-
ing method using only one auxiliary train-
ing dataset. Moreover, our proposed mod-
els achieved the state-of-the-art performance on
chemical/biomedical/scientific NER tasks.
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Abstract

Self-supervised pre-training methods have
brought remarkable breakthroughs in the un-
derstanding of text, image, and speech. Recent
developments in genomics has also adopted
these pre-training methods for genome un-
derstanding. However, they focus only on
understanding haploid sequences, which hin-
ders their applicability towards understanding
genetic variations, also known as single nu-
cleotide polymorphisms (SNPs), which is cru-
cial for genome-wide association study. In
this paper, we introduce SNP2Vec, a scalable
self-supervised pre-training approach for un-
derstanding SNP. We apply SNP2Vec to per-
form long-sequence genomics modeling, and
we evaluate the effectiveness of our approach
on predicting Alzheimer’s disease risk in a Chi-
nese cohort. Our approach significantly out-
performs existing polygenic risk score methods
and all other baselines, including the model
that is trained entirely with haploid sequences.
We release our code and dataset on https:
//github.com/HLTCHKUST/snp2vec.

1 Introduction

Self-supervised pre-training has become an indis-
pensable step for almost all natural language pro-
cessing (NLP) tasks (Devlin et al., 2019; Liu et al.,
2019; Yang et al., 2019). Pre-trained language mod-
els, thanks to the usage of massive text corpora,
are effective in handling data scarcity and gener-
alizing to unseen examples (Brown et al., 2020;

⇤These authors contributed equally.

Cahyawijaya et al., 2021; Wilie et al., 2020; Yu
et al., 2021; Liu et al., 2021; Winata et al., 2021).
Inspired by the success of pre-trained language
models, pre-trained genomic models have been pro-
posed to cope with genomic sequence prediction
tasks (Zaheer et al., 2020; Ji et al., 2021). How-
ever, these models only focus on modeling the four
nucleobases (i.e., A, T, C, and G), while ignoring
genomic variations in the pre-training stage. Al-
though they are effective in haploid pattern analy-
sis, such as promoter region and chromatin-profile
prediction, they fail to tackle more complex and
challenging tasks, such as genome-wide associa-
tion study (GWAS) (The Wellcome Trust Case Con-
trol Consortium, 2007; Corvin et al., 2010; Bush
and Moore, 2012), which require an in-depth un-
derstanding of long genomic sequences and the
genomic variation between a homologous chromo-
some pair.

To address these shortcomings, we introduce
a self-supervised pre-training approach called
SNP2Vec, which leverages the single-nucleotide
polymorphism (SNP, pronounced ‘snip’) informa-
tion gathered from a large-scale SNP database to
inject genomic variations in the pre-training stage.
SNP2Vec enables the model to learn the seman-
tics of a diploid sequence (genotype) pattern in
a diploid cell. We apply SNP2Vec to a linear-
attention model, Linformer (Wang et al., 2020), to
allow the model to encode long genomic sequences
for Alzheimer’s disease risk prediction in a Chinese
cohort. We compare SNP2Vec with non-pretrained
models, as well as an existing strong baseline poly-
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genic risk scoring (PRS) model, to demonstrate the
effectiveness of our approach.

Our contributions are summarized as follows:

• We are the first to introduce a scalable self-
supervised pre-training approach (SNP2Vec)
to learn genomic variations, which is popular
for genome-wide association study.

• We demonstrate a method for modeling long
diploid sequences with a length of >20,000
base pairs (bps) using an attention-based
model within a single forward pass.

• We demonstrate the effectiveness of SNP2Vec,
which significantly outperforms all the base-
lines, including a widely-used polygenic risk
scoring (PRS) method, by 5-7% accuracy and
AUROC for the Alzheimer’s disease predic-
tion task in a Chinese elderly cohort.

• We conduct comprehensive analyses to show
the effectiveness of SNP encoding and Byte
Pair Encoding (BPE) tokenization compared
to the other commonly used methods for ge-
nomics modeling.

2 Related Works

2.1 Genome-Wide Association Study

To this day, predicting the risk of hereditary dis-
eases from a given genotype is done through
genome-wide Associaction Study (GWAS) by ap-
plying a polygenic risk score (PRS). PRS utilizes
GWAS data to identify important single nucleotide
variations (SNVs) over a certain range from the
gene of interest. The SNVs are first filtered ac-
cording to a statistical measure to reduce the bias
towards a certain population and the filtered SNVs
are then used to build a classifier, which can be
applied to a new genotype to determine the like-
lihood of getting the disease. This method has
been applied by many works and has provided valu-
able insights for researchers to diseases including
heart attack, diabetes, and different types of can-
cer (Lello et al., 2019). Moreover, PRS model has
also been used in research and clinical practice for
Alzheimer’s disease (Zhou et al., 2021). Never-
theless, all these methods fail to incorporate the
patterns of the genomics sequence that determines
the actual function. This is likely to lead the model
towards non-representative bias, especially when
the experimental data is small.

2.2 Statistical Modeling for Genomics
Tokenization in Genomics k-mer (synonymous
to n-gram) tokenization is the most commonly used
tokenization method in existing genome modelling
works (Min et al., 2017; Shen et al., 2018). Gapped
k-mer tokenization (Ghandi et al., 2014; Shrikumar
et al., 2019) is a more efficient variant of k-mer
tokenization by introducing the gap parameter L,
which constitutes the stride between each k-mer
window. However, the gapped k-mer approach will
lead to the loss of some information when L is
larger than k. In recent years, subword tokeniza-
tion approaches (Sennrich et al., 2015; Kudo and
Richardson, 2018) have also been explored in ge-
nomics (Zaheer et al., 2020).

Machine Learning in Genomics The support
vector machine (SVM) is a traditional machine
learning approach used to quickly and accurately
interpret the nonlinear gapped k-mer (Shrikumar
et al., 2019). Hill et al. (2018) leverage a deep re-
current neural network (RNN) to discover complex
biological rules to decipher RNA protein-coding
potential. Zhuang et al. (2019) incorporate con-
volutional neural network (CNN) to predict en-
hancer–promoter interactions with DNA sequence
data. Shen et al. (2018) introduce a RNN to predict
transcription factor binding sites. They treat each
k-mer as a word and pre-train a word representation
model though word2vec algorithm (Mikolov et al.,
2013). Zaheer et al. (2020) propose BigBird and
pre-train it on the human reference genome and
improves the performance on downstream tasks.

2.3 Self-Supervised Pre-training
Recently, using self-supervised pre-training models
on large scale unlabeled data and then fine-tuning
them using a small amount of labeled data has be-
come the norm in machine learning. BERT (Devlin
et al., 2019) is a deep bidirectional transformer pre-
trained on BooksCorpus (Zhu et al., 2015) (800M
words) and English Wikipedia (2500M words) for
language understanding. Liu et al. (2019) intro-
duces Roberta, which has a similar architecture as
BERT but trained on a much larger corpus (160GB
of text) and consequently achieves better perfor-
mance. In recent years, pre-training generative
models (Radford et al., 2019; Raffel et al., 2019;
Lewis et al., 2019) has significantly improved the
performance of various language generation tasks
such as machine translation, question answering,
conversational AI, etc.
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Self-supervised learning approaches have also
been adopted in genomics (Zaheer et al., 2020;
Ji et al., 2021) and proteomics (Madani et al.,
2020; Elnaggar et al., 2021). These methods pre-
train models using large-scale unlabelled datasets
such as the human reference genome from the
Genome Reference Consortium (GRC) (Church
et al., 2011; Schneider et al., 2017) and protein
sequence databases such as SWISS-PROT and
TrEMBL (Boeckmann et al., 2003). In this paper,
we focus on genomics and conduct the human refer-
ence genome for pre-training. Genomics data does
not have the same structure as human languages; it
has no known syntax or grammatical rules and it
consists of very long sequences with only a number
of differences between each human subject.

3 SNP2Vec

Existing pre-training methods in genomics, such as
BigBird (Zaheer et al., 2020) and DNABERT (Ji
et al., 2021), are only optimized to understand the
pattern of a haploid sequence (haplotype) based
on the reference genome. This hinders the model
from learning genomic variations, which is essen-
tial for understanding traits in humans. In contrast
to prior works in genomics pre-training, we de-
velop SNP2Vec to enable pre-training for encoding
and understanding patterns of genomic variations
in a diploid sequence. Figure 1 depicts the overall
structure of the SNP2Vec pre-training method. We
elaborate on our SNP2Vec method in 3 subsections:
1) SNP Encoding, i.e., how we encode a diploid
sequence as a sequence of SNP tokens; 2) Self-
Supervised SNP Dataset, i.e., how we construct
a self-supervised dataset using the SNP token; 3)
Self-supervised SNP Pre-training, i.e., how we per-
form self-supervised pre-training for learning the
sequence pattern of SNP tokens.

3.1 Preliminaries

What are haploid and diploid sequences? A
diploid is a cell or organism that has paired chro-
mosomes, one from each parent 1. Human cells
are mostly diploid, except for the sex cells. In this
sense, a diploid sequence (genotype) refers to a pair
of homologous sequences (allele) inside the diploid
chromosome, while a haploid sequence (haplotype)
refers to the DNA sequence from the specific allele
of the diploid sequence. The haploid sequence is

1https://www.genome.gov/
genetics-glossary/Diploid

suitable for understanding the regulatory function
of a DNA pattern (Zhou and Troyanskaya, 2015;
Ouyang et al., 2008), such as determining a binding
site for a certain type of protein, as it provides the
representation of the actual nucleotides. A diploid
sequence, on the other hand, is more suitable for
understanding the phenotype (Levy et al., 2007;
Wang et al., 2008) over population since it allows
understanding of the genomic variations between
two homologous DNA sequences, which tells the
dosage information and the gene expression level
of a variation. These genomic variations are gath-
ered by comparing them to a genome reference
sequence, and they can be categorized based on its
dosage, i.e., wild-type (normal), heterozygous, or
homozygous, and based on their differences, i.e.,
substitution, insertion, and deletion. The depiction
of haploids and diploids along with their variations
is shown in Figure 2.

How do we get the haploid and diploid se-
quence? As most human cells are predominantly
diploid, performing genome sequencing on such
homologous chromosome pair will produce a
diploid sequence rather than a haploid sequence,
because the primer binds to both of the homol-
ogous regions from each chromosome (Ye et al.,
2012). Extracting haploid sequences from a diploid
sequence requires an additional step through an es-
timation process called phasing (Stephens et al.,
2001). Despite their effectiveness, the quality of
phasing methods (Browning and Browning, 2007,
2009; Patterson et al., 2014) is not perfect and tends
to decrease significantly especially when the gap
between the SNPs is large (Choi et al., 2018).

3.2 SNP Encoding

We first extend the nucleotide tokens from 5 to-
ken types ‘A’, ‘T’, ‘C’, ‘G’, and ‘N’ into 11 tokens
by adding 6 insertion-deletion (indel) tokens ‘AI’,
‘TI’, ‘CI’, ‘GI’, ‘NI’, and ‘DEL’, where ‘XI’ to-
ken represents any insertion after the nucleotide
‘X’, and ‘DEL’ represents the nucleotide deletion.
There can be many different possibility for inser-
tion, e.g., a nucleotide ‘T’ can be inserted into
“TG”, “TGGG”, or “TAAA”; therefore we aggre-
gate all the insertions into a single token to reduce
the sparsity of the indel representaton as indel oc-
curs relatively rarely compared to substitution, with
an around 1:5 ratio (Chen et al., 2009). To encode
a diploid sequence, we construct all the combina-
tions with replacement (nCR

r ) of the 11 haploid
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A/G C/C A/AIG/G C/T ......
C/C A/Del T/T A/A ......

G/G T/TC/A G/GI ...... A/A
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Figure 1: SNP2Vec Pre-training Pipeline. SNP2Vec merges information from reference genome and SNP database
to form a chromosome matrix which is then utilized to construst SNP pre-training dataset following the SNP
encoding’s token format. This pre-training dataset is employed to train a genome language model through the
masked language modeling task.

Figure 2: Diploid sequence variations. The box on the
top-left shows the wild-type sequence, while others are
its variations. H1 and H2 denote the haploid sequence
for each parent allele. D represents the diploid sequence
of the two alleles.

and indel tokens with n = 11 and r = 2, produc-
ing a total of 66 types of SNP tokens consisting
of wild-type, heterozygous, and homozygous vari-
ation tokens. The resulting SNP tokens are rep-
resented as ‘X1/X2”, where ‘X1’ and ‘X2’ denote
aligned nucleotide or indel tokens from the two
alleles ordered alphabetically. A depiction of the
SNP tokens is shown in Figure 3. To reduce the size
and facilitate more straightforward representation
for downstream processes such as pre-processing,
tokenization, and modeling, we map the SNP to-
kens into a single character representation. The
mapping of the SNP token into a single character
representation is shown in Appendix A.

By incorporating the SNP encoding, variant call-

ing information gathered from the DNA sequencing
machine can be directly converted into a sequence
of SNP tokens, that are then used for the model
fine-tuning and inference. However, this is not di-
rectly applicable for self-supervised pre-training
since DNA sequencing data is hard to obtain and
it is unethical to share publicly as it contains very
sensitive and personal information of the human
subject. In the next section, we discuss in detail
how we can construct an inexpensive and reliable
pre-training dataset to perform self-supervised pre-
training on the SNP tokens by utilizing publicly
available genomics data sources.

3.3 Self-Supervised SNP Dataset
Prior self-supervised pre-training approaches in ge-
nomics (Zaheer et al., 2020; Ji et al., 2021) only
utilize the human reference genome (Church et al.,
2011; Schneider et al., 2017) as the unlabelled data
for haploid genomics pre-training, the latter does
not capture any genomic variations. We extend
these haploid modeling techniques into a diploid
modeling method, which allows the model to learn
patterns of genomic variations by generating unla-
belled pre-training data for learning SNP tokens.
More specifically, we use the genome sequence
from the human reference genome and genome
variation from a large-scale SNP database, namely
dbSNP (Smigielski et al., 2000), to generate the
pre-training data.

Human reference genome The human reference
genome is a genome sequence derived from the
DNA collected from a number of people (Pollard
et al., 2017), which was first released in 2000
and is periodically updated. There are two most
commonly used versions of the human reference
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Figure 3: SNP tokens consist of a total of 66 types
of token covering all possible variations in a diploid
sequence including wild-types, heterozygous variations,
and homozygous variations.

genome, namely GRCh37 (Church et al., 2011) 2

and GRCh38 (Schneider et al., 2017) 3. A human
reference genome consists of the genome sequence
information for all human chromosomes with ⇠3B
sequence length in total. Most of the positions are
mapped and represented as either ‘A’, ‘T’, ‘C’, or
‘G’, while the others are unmapped and flagged
with the unknown (‘N’) token.

dbSNP dbSNP (Smigielski et al., 2000) 4 is a
central public repository of human SNPs. dbSNP
covers a broad collection of simple genetic vari-
ations with a length of variation 50 bps long,
which includes single-base nucleotide substitutions,
small-scale multi-base deletions, and small-scale
multi-base insertions. A single SNP in the db-
SNP contains the following information: chromo-
some number, position in the chromosome, SNP
identifier, reference sequence (REF), alternative
sequence(s) (ALTS), probability of the REF and
ALTS, and other metadata. The REF is a single-
base or multi-base sequence that comes from the
human reference genome used for detecting the
SNPs. The ALTS can consist of one or more alter-
native variations and each can represent a substitu-
tion, a deletion, or an insertion.

Dataset Construction We construct a pre-
training dataset consisting of sequences of SNP to-

2https://www.ncbi.nlm.nih.gov/
assembly/GCF_000001405.13/

3https://www.ncbi.nlm.nih.gov/
assembly/GCF_000001405.26/

4https://www.ncbi.nlm.nih.gov/
projects/SNP/snp_summary.cgi

kens by combining the sequence information from
the human reference genome and the genomic vari-
ations from the dbSNP. For each chromosome, we
generate an 11⇥N matrix, where N is equal to the
length of the corresponding chromosome and 11
represents the probability of each nucleotide and
indel token. We name this matrix a chromosome
matrix. We fill the chromosome matrix using all
SNPs labelled as COMMON in the dbSNP by filling
the corresponding matrix position with the REF
and ALTS probability of the corresponding SNP
record. Since the SNPs from the dbSNP do not
cover all of the genome positions, we fill up all the
other gap positions with a probability of 1 to the
nucleotide token in the corresponding position on
the human reference genome.

For constructing the self-supervised pre-training
dataset, we closely follow the setup in the typi-
cal NLP pre-training dataset construction pipeline.
Specifically, we convert the chromosome matrix
into a set of segments S where each segment s 2 S
comprises of a number of SNP tokens. To construct
the sentences S, we sample multiple sequences
from different positions of a chromosome. For
each position in the sequence, we apply a sampling
function F to collect ‘X1’ and ‘X2’ (the nucleotide
or indel tokens on the corresponding position) and
construct the SNP token “X1/X2”. The dataset con-
struction method can be applied to all the chromo-
some pairs except for the sex chromosome, which
is always haploid. The details of our dataset con-
struction approach is shown in Algorithm 1.

3.4 Self-Supervised SNP Pre-training

Inspired by BERT (Devlin et al., 2019), SNP2Vec
is trained using the masked language model-
ing (MLM) objective using a transformer-based
model (Vaswani et al., 2017). The goal of MLM is
to predict the representations of the masked tokens
given their neighbouring sequence as the context.
As complex genomic tasks, such as disease risk
prediction, require the understanding long-genome
sequence (>1000 bps), we apply two methods to
process long input sequences. First, we apply a
transformer variant with a linear-attention mecha-
nism, which enables the model to reduce the com-
putational complexity from O(N2) to O(N). Sec-
ond, we apply a BPE tokenization (Sennrich et al.,
2015) to encode the sequence of SNP tokens to
compress the sequence via aggregation of neigh-
bouring tokens. Unlike k-mer (Min et al., 2017; Ji
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Algorithm 1 Self-Supervised Pre-training dataset
construction for diploid SNP Encoding
Require: C: chromosome matrix
Require: f : SNP sampling function
Require: T : number of iterations
Require: K: start position threshold
Require: Linf : lower bound of segment length
Require: Lsup: upper bound of segment length

1: Initialize S = ;
2: P = sample T positions from range [0 . . . K]
3: for all p 2 P do
4: while p < |C| do
5: l ⇠ U(Linf , Lsup)
6: z = segment from p to p + L in C
7: s = Sample SNP tokens using f from

each position in z
8: S = S [ s
9: p = p + l

10: end while
11: end for

et al., 2021) and gapped k-mer (Ghandi et al., 2014;
Shrikumar et al., 2019) tokenizations, BPE tok-
enization can merge dynamic-length tokens based
on their co-occurrences efficiently without losing
any information.

4 Experiment Settings

4.1 Dataset

For building the pre-training data, we utilize
GRCh37 as the human reference genome and db-
SNP version 153 5 as the SNP database. We utilize
a weighted random sampling based on the proba-
bility of SNPs on the corresponding position as the
sampling function f . For the downstream-task, we
construct a dataset of genome sequences for predict-
ing late-onset Alzheimer’s disease (LOAD) (Rabi-
novici, 2019) on a Chinese Cohort from 624 Hong
Kong elderly with a minimum age of 65. The sub-
jects are diagnosed with Alzheimer’s by a medical
professional through the Montreal Cognitive As-
sessment (MoCA) test (Nasreddine et al., 2005) ad-
justed for the demographic information. Out of 624
subjects, 384 are labelled as Alzheimer’s disease
carriers (ADs) and 240 are labelled as non-carriers
(NCs). For the genome sequence, we collect se-
quencing data from the APOE region located in
chromosome 19 from each subject, which is known

5https://ftp.ncbi.nih.gov/snp/archive/
b153/00readme.txt

to be highly correlated with Alzheimer’s disease in
the Chinese cohort (Zhou et al., 2019, 2020). We
use BWA-MEM (Li, 2013) assembler to align the
sequencing data with the human reference genome.

4.2 Training and Evaluation Setting
For our experiment, we build a BPE tokenizer with
a vocabulary size of 32,000 tokens. We pre-train a
6-layers linear-attention transformer-based model,
Linformer (Wang et al., 2020), using a maximum
sequence length of 4,096 tokens, a sequence pro-
jection length k of 128 tokens, and a model dimen-
sion size of 512. For simplicity, we refer to our
pre-trained SNP2Vec model as Dipformer. The
detail hyperparameters of the BPE tokenizer and
the Dipformer model are described in Appendix B.
We run MLM pre-training for 200,000 steps with a
15% token replacement rate, where we replace with
[MASK] 80% of the time, replace with a random
token 10% of the time, and keep the token as is
10% of the time. More detail about the pre-training
hyperparameter setting is shown in Appendix C.

For the fine-tuning, we apply SNP encoding to
the sequencing data, apply BPE tokenization, and
add a [CLS] token as the prefix of the sequence
to gather the sequence representation for predict-
ing the risk of having Alzheimer’s disease. We
apply fine-tuning for three input sequence length
settings, i.e., only APOE gene with 3,611 bps (
APOE only), APOE with additional 5,000 bps up-
stream and downstream (APOE+10k), and APOE
with additional 10,000 bps upstream and down-
stream (APOE + 20k). For each experiment, we
apply 10-fold cross validation to ensure the result is
significance. We evaluate the model performance
using three evaluation metrics: accuracy, area un-
der the ROC curve (AUROC), and area under the
precision-recall curve (AUPRC). More detail about
the fine-tuning setup is described in Appendix D.

4.3 Baselines
To evaluate the effectiveness of the SNP encoding,
we build two different deep learning models using
haploid token representation. First, we incorporate
DeepSEA (Zhou and Troyanskaya, 2015), a CNN-
based model develop for short sequence chromatin
profiling tasks (⇠200-1000 bps), and then we build
another Linformer model pre-trained with the hu-
man reference genome using haploid tokens, called
Hapformer. For the haploid token fine-tuning, we
generate the haploid sequence from the aligned
sequencing data. We generate the variant calling
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Models Acc AUROC AUPRC

DeepSEA 0.591 0.579 0.703
PLINK PRS 0.592 0.607 0.705
Hapformer 0.572 0.615 0.715

Dipformer 0.643 0.673 0.734

Table 1: Results of our model and baselines. We refer
the pre-trained SNP2Vec model as Dipformer.

data with GATK HaplotypeCaller (McKenna et al.,
2010; DePristo et al., 2011) and apply phasing
with Beagle (Browning and Browning, 2007, 2009).
During fine-tuning, we feed each haploid sequence
to the model and fuse the representation using a
linear transformation. We also incorporate a logis-
tic regression model from PLINK (Purcell et al.,
2007), which is a widely used approach for PRS.

5 Results

The results of our model and baselines are shown
in Table 1. We find that Dipformer is able to outper-
form existing strong baselines, such as DeepSEA
and PLINK PRS, by a large margin. This confirms
the effectiveness of our SNP2Vec pre-training, and
the ability of our Dipformer to capture relevant
features for AD prediction. Interestingly, Hap-
former, which leverages large amounts of genomic
sequences for pre-training, only performs compa-
rably to DeepSEA and PLINK PRS. Moreover, by
learning genomic variations in a diploid sequence
during the pre-training, Dipformer significantly out-
performs Hapformer with an around 5-7% improve-
ment in terms of accuracy and AUROC metrics.
This shows that simply using an enormous amount
of pre-training data might not necessarily improve
the AD prediction, and an effective genomics pre-
training approach is essential to guarantee full use
of the unlabelled genomics data. More detail on
our results is shown in Appendix E.

6 Discussion

6.1 Effect of Different Tokenization Methods
in Genomics

In this section, we study different tokenization
methods for genome modeling, and explore their
effectiveness in terms of capturing genomic pat-
terns and features. We compare BPE tokenization
with other common methods, such as k-mer and
gapped k-mer (gkm) with various gap parameters.
To achive this, we conduct experiments on the chro-
matin profiling dataset from DeepSEA, which con-

Figure 6: Performance efficiency trade-off of using dif-
ferent tokenization approaches. The score is averaged
over the three models (Linear, CNN, and Transformer).
The size of the dots represents the vocabulary size of
the tokenization method.

sists of 4,863,024 chromatin profiles (4,400,000
training, 8000 validation, and 455,024 test) with
919 labels (690 transcription factor (TF) binding
sites, 125 DNase marks, and 104 Histone marks).
Three different models are incorporated in this ex-
periment: a linear model with bag-of-word (BoW)
representation, a CNN-based model following the
DeepSEA architecture, and a transformer model.
The models need to predict the TF, DNase, and
Histone labels based on the input sequences us-
ing various tokenization methods. Hence, for the
same model, a more effective tokenization method
will lead to a higher prediction accuracy. Addition-
ally, we use the average length of the tokenized
sequences to measure the efficiency of different to-
kenization methods as it determines the input size
for the model.

Table 2 provides the effectiveness and averaged
token length of different tokenization methods in
genome modeling. We find that, on the Linear BoW
model, BPE significantly outperforms all other
methods except 5-mer. On the CNN model, BPE
remarkably surpasses all gapped k-mer methods ex-
cept for the gkm (5,6). On the Transformer model,
BPE performs similarly to 3-mer and gkm (5,6),
and significantly outperforms 1-mer and other gkm
methods. Moreover, in terms of the averaged score
across all three models, BPE performs comparably
well to 3-mer, and remarkably outperforms 1-mer
and all gkm methods.

Figure 6 illustrates the trade-off between the
performance and efficiency of different tokeniza-
tion methods. We can see that compared to k-mer
methods, BPE performs comparably to 3-mer and
slightly worse than 5-mer, but it is much more ef-
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Tokenization 1-mer 3-mer 5-mer gkm (5,6) gkm (6,10) gkm (6,14) gkm (7,14) BPE
Avg. Token Length 500 498 496 83 50 36 36 81.19

BoW Linear 0.499 0.698 0.817 0.771 0.759 0.749 0.753 0.783*
CNN (DeepSEA) 0.890 0.903 0.898 0.808 0.764 0.749 0.751 0.811*
Transformer 0.727 0.788 0.825 0.785 0.771 0.761 0.762 0.789*

Average 0.706 0.796 0.847 0.788 0.765 0.753 0.755 0.795*

Table 2: Comparison of different tokenization methods in genome modeling (numbers denote the accuracy score),
where gkm (k,l) denotes the gapped k-mer tokenization with the gap parameter l constituting the stride between
each k-mer window. * denotes that BPE significantly outperforms the underlined baselines with a p-value < 0.01.

Figure 4: 10-folds AUROC Performance of Dipformer
with and without pre-training on the Alzheimer’s disease
risk prediction over different sequence length input.

Figure 5: 10-folds AUROC performance of pre-trained
Hapformer and Dipformer on the Alzheimer’s disease risk
prediction over different sequence length input.

ficient due to a much shorter average length. In
addition, BPE remarkably outperforms gkm meth-
ods with comparable or slightly worse efficiency.
Furthermore, from the size of the dots, we can see
that BPE has a much larger vocabulary size com-
pared to other methods, which indicates that BPE
can potentially capture richer genomics patterns.

6.2 Effect of Pre-training for Disease Risk
Prediction

In this section, we focus on exploring the effec-
tiveness of pre-training for disease risk prediction.
Figure 4 illustrates the 10-fold AUROC results of
our Dipformer model with and without pre-training
on Alzheimer’s disease risk prediction. The dashes
in the figure represent the average AUROC for all
10-fold results. As shown in Figure 4, the aver-
age AUROC scores for pre-trained Dipformer sig-
nificantly outperform the Dipformer without pre-
training in all sequence length settings, APOE +
10k, and APOE + 20. Table 3 presents the quan-
titative results with additional metrics. The accu-
racy, AUROC, and AUPRC scores of pre-trained
Dipformer consistently outperform the non-pre-
trained Dipformer in all sequence length settings.
By increasing the sequence length, the non-pre-

trained Dipformer performs slightly better, while
the pre-trained Dipformer improves by a large mar-
gin. This shows the importance of pre-training for
understanding long-sequence features.

6.3 Effect of the SNP Encoding in Genomics

To study the effect of the SNP encoding, we pre-
train and fine-tune a model with the same genomics
data but using haploid tokens called Hapformer, as
mentioned in the Section 4. Figure 5 shows the 10-
fold AUROC results of pre-trained Hapformer and
Dipformer on the AD risk prediction over different
sequence length inputs. Among all three sequence
length settings, Dipformer achieves better average
AUROC scores than Hapformer with a p-value of
0.046 for the APOE + 20k setting, which indicates
that the improvement of SNP encoding is signifi-
cant. Meanwhile, the results in Table 3 shows that
Dipformer also surpasses Hapformer in all other
evaluation metrics. In addition, we also observe
that both Hapformer and Dipformer achieve bet-
ter results when the input sequence is longer. This
shows that employing long sequence is essential for
handling complex genomics tasks such as disease
risk prediction.
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Model Accuracy AUROC AUPRC

Without Pre-training

Dipformer (APOE only) 0.567 0.532 0.667
Dipformer (APOE + 10k) 0.571 0.520 0.608
Dipformer (APOE + 20k) 0.588 0.551 0.668

With Pre-training

Hapformer (APOE only) 0.524 0.491 0.623
Hapformer (APOE + 10k) 0.565 0.591 0.705
Hapformer (APOE + 20k) 0.572 0.615 0.715

Dipformer (APOE only) 0.611 0.576 0.687
Dipformer (APOE + 10k) 0.574 0.612 0.710
Dipformer (APOE + 20k) 0.643 0.673 0.734

Table 3: Performance of Dipformer and Hapformer on
the Alzheimer’s disease risk prediction over different
lengths of the input sequences.

7 Conclusion

In this paper, we introduce SNP2Vec, a self-
supervised pre-training method for understanding
genomic variations in a diploid sequence. Unlike
prior methods in genomics, SNP2Vec represents
each genomics position with a SNP token which
allows the model to capture genomic variations
which is suitable for understanding complex ge-
nomics prediction tasks such as predicting pheno-
type. By utilizing SNP2Vec, we pre-train a Lin-
former model called Dipformer and evaluate it for
predicting late-onset Alzheimer’s disease risk in a
Chinese cohort. Experimental results suggest that
Dipformer significantly improves the prediction
quality by 5-7% Accuracy and AUROC over all
other baselines including the widely used polygenic
risk score model from PLINK, the haploid-variant
of Dipformer, and a CNN-based genomics model
called DeepSEA.

8 Future Work

For future works, we expect to focus on model
explainability by using multiple analysis methods,
such as analyzing the attention behaviour, analyz-
ing the gradient saliency map, etc, to gather and ver-
ify insights from the model. Evaluation on larger
scale dataset is also necessary to further demostrate
the effectiveness of SNP2Vec. Additionally, adop-
tion of SNP2Vec to other hereditary disorders and
other complex genomics tasks is also an essential
direction for future works.
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A Mapping of SNP Tokens

As our resulting SNP tokens are represented as
‘X1/X2”, to reduce the size and facilitate more
straightforward representation for the downstream
process in the NLP pipeline, such as pre-processing,
tokenization, and modeling, we map all SNP tokens
into a single character representation. The mapping
of the SNP tokens into a single character represen-
tation is shown in Table 4. We use non-alphabetical
characters as there are 66 SNP tokens in total, more
than the available alphabetical characters, which
consists of 52 characters (lower and upper case
from ‘A’ to ‘Z’) in total. Also note that, all the
SNP tokens related to the unkown token ‘N’ except
‘N/N’ (such as ‘A/N’, ‘G/NI’, ‘N/NI’, ‘NI/NI’, etc)
are never been used since there is no actual SNP
record corresponding to the unknown token ‘N’.
The combinations of all ‘N’ and ‘NI’ tokens are
listed on the table only for completion.

B Model Hyperparameters

We develop two Linformer (Wang et al., 2020)
models, i.e., Dipformer and Hapformer, which is
pre-trained using our proposed SNP tokens and
the original nucleotide tokens, respectively. The
two models have the same hyperparameter settings
resulting in an equal number of parameters. We
list all the hyperparameters of our Dipformer and
Hapformer models in Table 5.

C Pre-Training Setup

During the pre-training phase, we build the BPE
tokenizer with a vocab size of 32,000 for both the
SNP tokens and nucleotide tokens datasets. We
perform pre-training on both Dipformer and Hap-
former models for 200,000 steps using masked lan-
guage modeling with the cross entropy loss. During
the pre-training, we apply a masking strategy simi-
lar to BERT (Devlin et al., 2019) with a 15% token
replacement rate, where we replace with [MASK]
80% of the time, replace with a random token 10%
of the time, and keep the token as is 10% of the time.
We run the pre-training using 5 units of 2080Ti
GPUs and an Intel(R) Xeon(R) Silver 4210 CPU.
We use the same hyperparameter settings for pre-
training both the Dipformer and Hapformer models.
The hyperparameters of our pre-training are shown
in Table 6.

D Fine-Tuning Setup

We fine-tune all models on Alzheimer’s disease
risk prediction on a Chinese cohort consisting of
624 subjects in total, 384 of which are labelled
as Alzheimer’s disease carriers (ADs) while 240
others are non-carriers (NCs). For predicting
Alzheimer’s disease, we append a [CLS] token
as the prefix of the sequence. During the fine-
tuning, we take the output of the [CLS] token
and perform a linear transformation on it to get
the disease risk prediction. We evaluate the per-
formance of all models using accuracy, area un-
derthe ROC curve (AUROC), and area under the
precision-recall curve (AUPRC). We show all the
hyperparameters of the fine-tuning phase in Table 7.
We experiment with different learning rate for each
model and find that the best setting is achieved
when using a learning rate of 1e-4 for models that
are not pre-trained (non-pre-trained Dipformer and
DeepSEA) and a learning rate of 1e-5 for all pre-
trained models (Dipformer and Hapformer).

E Detailed Results

In this section, we show the distribution of the 10-
fold results from our experiment in the Alzheimer’s
disease risk prediction task for all models (Dip-
former, Hapformer, DeepSEA, and PLINK) on
each evaluation metric. Figure 7 shows the dis-
tribution of the best 10-folds accuracy performance
on the Alzheimer’s disease risk prediction task. Fig-
ure 8 shows the distribution of the best 10-folds
AUROC performance on the Alzheimer’s disease
risk prediction task. Figure 9 shows the distribution
of the best 10-folds AUPRC performance on the
Alzheimer’s disease risk prediction task.
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Mapping of SNP Tokens

A/A A DEL/A L A/C ƒ AI/C 8 C/G ì CI/G ¬
C/C C DEL/AI ‘ A/G ? AI/CI ‘ C/N ∆ CI/GI T
G/G G DEL/C ⇤ A/N u AI/G k C/T $ CI/N æ
N/N N DEL/CI - A/T � AI/GI 8 C/CI f CI/NI ,
T/T T DEL/G Û A/AI � AI/N Ù C/GI ä CI/T )
AI/AI B DEL/GI ô A/CI ˙ AI/NI < C/NI � CI/TI ì
CI/CI D DEL/N f A/GI â AI/T ä C/TI ˙ G/GI ÿ
GI/GI H DEL/NI Z A/NI H AI/TI  GI/N f G/N Ÿ
NI/NI O DEL/T ê A/TI  N/NI ∑ GI/NI � G/NI °
TI/TI U DEL/TI � NI/T î N/T Í GI/T ~ G/T *
DEL/DEL X T/TI ” NI/TI ¨ N/TI ⌧ GI/TI “ G/TI Â

Table 4: Mapping of SNP tokens into a single character representation.

Hyperparams Value

#layers 6
dim 512
k 128
dropout 0.1
num heads 8
dim head 64
num embeddings 32000
single KV head False
shared KV False

Table 5: Model Hyperparameters

Hyperparams Value

batch size 240
optimizer AdamW
learning rate 1e-4
scheduler �1 1
scheduler �2 0.999991
#steps 200,000
warmup step 1000
loss fn Cross Entropy
random seed 0

Table 6: Pre-Training Hyperparameters

Hyperparams Value

batch size 16
optimizer AdamW
learning rate [1e-4..1e-6]
scheduler �1 1
scheduler �2 0.999991
#epoch 30
early stopping 3
loss fn Cross Entropy
random seed 0

Table 7: Fine-Tuning Hyperparameters

Figure 7: 10-folds accuracy performance of the best Dipformer, Hapformer, DeepSEA, and PLINK models on the
Alzheimer’s disease risk prediction.

153



Figure 8: 10-folds AUROC performance of the best Dipformer, Hapformer, DeepSEA, and PLINK models on the
Alzheimer’s disease risk prediction.

Figure 9: 10-folds AUPRC performance of the best Dipformer, Hapformer, DeepSEA, and PLINK models on the
Alzheimer’s disease risk prediction.
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Abstract

Biomedical Named Entity Recognition (BM-
NER) is one of the most important tasks in the
field of biomedical text mining. Most work
so far on this task has not focused on identi-
fication of discontinuous and overlapping en-
tities, even though they are present in signifi-
cant fractions in real-life biomedical datasets.
In this paper, we introduce a novel annotation
schema to capture complex entities, and ex-
plore the effects of distant supervision on our
deep-learning sequence labelling model. For
BMNER task, our annotation schema outper-
forms other BIO-based annotation schemes on
the same model. We also achieve higher F1-
scores than state-of-the-art models on multiple
corpora without fine-tuning embeddings, high-
lighting the efficacy of neural feature extraction
using our model.

1 Introduction
Named entity recognition (NER) consists of

identification and classification of named entities
in text. Biomedical NER (BMNER) is a crucial
problem in healthcare as it is the initial step in
solving various tasks, such as relation extraction,
semantic role labeling, and clinical decision mak-
ing (De Bruijn and Martin, 2002)(Hanisch et al.,
2003). As compared to NER in other domains, BM-
NER is a difficult task as labelled data in biomed-
ical domain is less in amount and expensive to
obtain, and it requires identification of complex
entities that are not common in other domains (Dai,
2018). Recently, deep learning approaches using
large unstructured data, such as Bi-LSTM with
CRF (Li et al., 2018) and BERT (Symeonidou et al.,
2019)(Yu et al., 2019) models have been used to
obtain state-of-the-art results on BMNER.

The most common annotation scheme for NER
is BIO tagging, where B is for Beginning of entity,
I for Inside of entity, and O for Outside of entity. A

major assumption of BIO tagging is that an entity
is composed of continuous and non-overlapping
tokens. As complex entities that defy these assump-
tions frequently occur in biomedical records, a new
scheme is needed to capture them. For this purpose,
BIOHD (Tang et al., 2013) was introduced to rep-
resent discontinuous entities that may overlap with
four new tags : (BH,IH) as shared head tags and
(BD,ID) as non-shared non-head tags. However,
this scheme fails to capture discontinuous entities
that have more than two spans. In this paper, we
propose a novel annotation schema BIODT that
overcomes this limitation of BIOHD. Our schema
includes shared non-head tags and non-shared head
tags, and hence captures entities with more than
two spans, which BIOHD fails to do.

Distant supervision is a method to generate la-
belled data from unlabelled data using existing
knowledge (Mintz et al., 2009) that is particularly
useful to create data for supervised learning algo-
rithms which require large amounts of data. We
use this method for BMNER to compensate for the
lack of labelled data in the biomedical domain. As
we are using an RNN (Recurrent Neural Network)
which requires a large amount of training data, dis-
tant supervision helps in increasing the amount of
annotated records without human effort.

In summary, the main contributions of this paper
are as follows:

1. A novel systematic tagging schema to better
capture discontinuous entities, that is signifi-
cantly better(>2%) for prediction of discon-
tinuous entities than BIOHD.

2. A distant supervision approach to biomedical
NER, that uses labelled data to generate la-
bels for unlabelled data, without the use of
external dictionaries. Our experiments show
that distant supervision methods boost the per-
formance of our model, and also outperform
state-of-the-art models.
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2 Related Work
Existing solutions for BMNER include tradi-

tional NER methods such as dictionary or rule-
based approaches, as well as supervised machine
learning methods like Markov models (Pono-
mareva et al., 2007), Conditional Random Fields
(CRFs) (Ponomareva et al., 2007)(Sun et al.,
2006)(Settles, 2004) and Support Vector Machine
(SVM) (Ju et al., 2011)(Kazama et al., 2002).
Lately, deep learning approaches using large un-
structured data, such as Bi-LSTM with CRF (Li
et al., 2018) and BERT (Symeonidou et al.,
2019)(Yu et al., 2019) models have been used
to obtain state-of-the-art results on BMNER. To
deal with scarcity of token-level annotated data
required in deep-learning models, some weak-
supervision and distant-supervision solutions have
been proposed. For the task of BMNER, Mathew
et al. (Mathew et al., 2019) introduced a weakly-
supervised data augmentation approach for iden-
tification of proteins in BioCreative Challenge VI
Track 1 dataset(Arighi et al., 2018), using a ref-
erence set of entity names from knowledge bases
like UniProt (Consortium, 2018) to identify entity
mentions on unlabelled data. In 2016, Lee et al.
proposed a bagging-based approach using active
learning with distant supervision, that uses a semi-
automatically constructed dictionary of named en-
tities from Wikipedia (Lee et al., 2016) (Song and
Kim, 2015). To the best of our knowledge, no prior
work has been done to study the effects of distant
supervision on complex entities for NER.

To deal with annotation of complex entities,
many methods have been proposed. Annotation
schemes like BIOHD (Tang et al., 2013) and
BIOHD1234 (Tang et al., 2015) were proposed
with four and ten additional tags, respectively, to
the commonly used BIO schema. These schemes
gave near state-of-the-art results with simple ma-
chine learning models. Methods such as repre-
senting sentences as hypergraphs (Lu and Roth,
2015) (Muis and Lu, 2016), transition-based mod-
els that uses specialized actions and attention mech-
anisms (Dai et al., 2020), and representing NER
task as a structured multi-label classification prob-
lem (McDonald et al., 2005) have also been ex-
plored. Additionally, a two-stage approach that
first detects all continuous parts, then combines
them to form discontiguous entities using a classi-
fier (Wang and Lu, 2019) has also been proposed.

3 Annotation Schema
We introduce a new annotation schema called

BIODT, which consists of 11 tags: the traditional
BIO tags, and 8 additional tags as described below.

1. DB, DI are shared heads of the first term in a
discontinuous entity

2. DHB, DHI are shared non-head tags of the
subsequent terms in a discontinuous entity

3. TB, TI are non-shared heads of the first term
in a discontinuous entity

4. THB, THI are non-shared non-head tags of
the subsequent terms in a discontinuous entity

Preference is given to combine shared head tags
with shared non-head tags and, similarly, for non-
shared tags. For example, in sentence 1 (Figure
1), “aortic root”, “descending root” and “dilated”
are tagged with shared tags. Similarly, in Sentence
2, “mitral”, “leaflet” and “thickened” are tagged
with non-shared tags. There are a few cases where
shared and non-shared tags can co-occur in a sen-
tence. In Sentence 3 (Figure 1), “ABD” is a shared
head tag. If tagged according to BIOHD schema,
“tenderness” and “RUQ” would be shared non-head
tags, resulting in two entities, “ABD...tenderness”
and “ABD...RUQ”, which are wrong. In our
schema, we tag “tenderness” and “RUQ” with non-
shared non-head tags(TH{B,I}), which are com-
bined with the shared head tag(D{B,I}) to form
“ABD...tenderness...RUQ”. Hence, our schema cap-
tures entities that were not captured by the BIOHD
schema.

Extracting entities from BIODT tagged sen-
tence:
Discontinuous entities can be obtained from a
BIODT tagged sentence using the following simple
rules :

• For shared tags :
1. Each shared non-head tag (DH{B,I}) is

joined to each shared head tag (D{B,I})
in the sentence.

2. If no shared head tag is present, all
shared non-head tags in the sentence are
combined to form one joined entity.

• For non-shared tags :
1. All non-shared non-head tags (TH{B,I})

are joined together.
2. If any non-shared head tag (T{B,I}) is

present, then the entity obtained from (1)
is joined to each non-shared head tag in
the sentence.
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3. If no non-shared head tag is present and
any shared head tag (D{B,I}) is present,
then the entity obtained from (1) is joined
to each shared head tag in the sentence.

4. If no head tags(shared/non-shared) are
present in the sentence, return entity ob-
tained from (1).

Figure 1: BIODT Schema Examples

4 Approach and Architecture
We use a BiLSTM-CRF network to assign labels

for NER, as presented in Figure 2. BiLSTM-CRF
is an RNN (Recurrent Neural Network), and is
formed by the combination of a BiLSTM (Bidi-
rectional Long-Short Memory) and a CRF (Con-
ditional Network Field). For each sentence, the
BiLSTM forms a vector representation for each
word, preserving backward and forward context.
This vector representation is then used as the input
to the CRF, which predicts labels for the words of
the sentence.

The labels at the CRF output layer are decoded
using the Viterbi algorithm.

4.1 Features and Embeddings
We have used a combination of GloVe word

embeddings(Pennington et al., 2014), character
embeddings and BERT (Bio+Discharge Summary
BERT) embeddings (Alsentzer et al., 2019). Addi-
tionally, we have also experimented with part-of-
speech(POS) embeddings, case(lower/upper) em-
beddings, and suffix/prefix embeddings.

4.2 Distant Supervision
We use unlabelled data to generate a larger train-

ing set using distant supervision. We trained our
baseline model on manually annotated data, then
used the model to predict labels on additional unla-
belled data to expand our training set.

Figure 2: Model Architecture

Our method is 1. train M on D1-train, 2. predict
labels on unlabelled dataset D2 and augment this
newly labelled dataset to D1-train, 3. train M on
D1-train and newly labelled D2, 4. finally, we test
M on D1-test.

Here, D1-train and D1-test are train and test
partitions of the labelled dataset respectively, D2 is
an unlabelled dataset of similar domain, and M is
our model.

5 Datasets
We experiment on two datasets from the biomed-

ical domain: ShARe 2013 (Forner et al., 2013)
and ShARe 2014 (Cappellato et al., 2014). The
datasets contain clinical free-text notes, which in-
clude discharge summaries, echo-reports, and ra-
diology reports. An annotated named entity can
contain any number of continuous spans, and it
maps to a concept in the disorder semantic group
of SNOMED-CT (Cornet and de Keizer, 2008).

Since a significant fraction(almost 10%) of the
mentions in these datasets are discontinuous(from
Table 1), an improvement in discontinuous entity
recognition will show noticeable improvement in
overall entity recognition.

ShARe 2013 ShARe 2014

#Records 298 433
#Sentences 18.7k 34.6k

#Total Mentions 11,161 19,131
#Disc. Mentions 1,090 1,710

% Disc. Mentions 9.7 8.9

Table 1: Dataset statistics for ShARe 2013 and ShARe
2014
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6 Results and Analysis
For evaluation, we have used scripts provided in

ShARe tasks to calculate F-score (F) to evaluate
the efficiency of the models in our experimentation.

Our baseline model is a BiLSTM-CRF that uses
the features and embeddings mentioned in 4.1, as
proposed by Yu et al. (Yu et al., 2019).

We faced a replication crisis while attempting to
reproduce the results presented in (Tang et al.,
2015) using the proposed BIOHD1234 schema.
Hence, we were unable to compare the perfor-
mance of our schema with that of BIOHD1234.

6.1 Model Evaluation
As can be seen from Table 2, our model outper-

forms the baseline in both annotation schemes by a
small margin. It also gives a better result than the
state-of-the-art by 1.6% and 1.1% for both datasets,
using BIODT and BIOHD schemes, respectively.
Evaluating for discontinuous entities, we find that
our model performance is similar to that of the
baseline task, with the BIOHD schema slightly un-
derperforming for the ShARe 2013 corpus.

Model Scheme ShARe 13 ShARe 14
SSVM

BIOHD 75.0 –
(Tang et al., 2013)
SSVM

BIOHD1234 78.3 –
(Tang et al., 2015)
Transition-based model

HGB 77.7 79.6
(Dai et al., 2020)
Baseline BIOHD 78.4 79.7
Distant Supervision BIOHD 78.9 80.7
Baseline BIODT 79.0 80.4
Distant Supervision BIODT 79.9 80.5

Table 2: F1-Scores of other models compared to our
model; HGB stands for Hypergraph Based

Dataset Model BIOHD BIODT

ShARe 2013
(Tang et al., 2015) 48.7 -
Baseline 46.1 51.6
D. Supervision 45.6 52.8

ShARe 2014
Baseline 40.5 44.2
D. Supervision 41.9 44.5

Table 3: F1-Scores with BIOHD and BIODT for dis-
continuous entities

6.2 Evaluation of Annotation Schema
On entire datasets, BIODT performs simi-

lar(within 1%) to BIOHD for all models. The only
case where it is not an improvement over BIOHD
is when we use our model on ShARe 2014 dataset,
where it has a 0.2% less score. As is clear from

Table 3, BIODT schema gives a significantly bet-
ter performance over BIOHD for discontinuous
entities(>3%), for all cases.

6.3 Analysis
From Table 2 and Table 3, it can be inferred

that while BIODT does not help much for NER in
entire datasets, it brings a noticeable improvement
compared to BIOHD for discontinuous entities. We
believe that for datasets with a higher fraction of
discontinuous entities, BIODT will perform better
than it has for these experiments.

From Table 2 and Table 3, it is also clear that
when used with BIODT schema, distant supervi-
sion enhances performance, both for entire datasets
and for discontinuous entities.

Limitations of BIODT
Due to the decoding rules of BIODT, some false
positives occur even on correctly predicted labels:
DB1 DI1 O O DB2 DI2 O O O
DHB1 DHI1 O O O DHB2 DHI2

Here, the original entities are :
(DB1 DI1 DHB1 DHI1) , (DB2 DI2 DHB2 DHI2)

Now, according to decoding rules, each shared non-
head term will combine to each shared head term,
hence the entities obtained will be :

1. DB1 DI1 DHB1 DHI1
2. DB1 DI1 DHB2 DHI2
3. DB2 DI2 DHB1 DHI1
4. DB2 DI2 DHB2 DHI2

Among these entities, (1) and (4) are correctly de-
coded, (2) and (3) are not. Even if our model pre-
dicts these labels correctly, they will be decoded
as false positives. We do not believe that this leads
to worse performance of BIODT as compared to
BIOHD, as BIOHD faces a similar problem.

7 Conclusion
In this paper, we introduced a novel annotation

schema to identify named entities in biomedical
data. We have also shown that for the same model,
our annotation scheme gives better performance
than other BIO-based complex annotation schemes
for discontinuous entities. We also explore the dis-
tant supervision paradigm to increase our training
set for BioNER. Using this, we have achieved state-
of-the-art results.
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Abstract
This paper proposes novel drug-protein rela-
tion extraction models that indirectly utilize
distant supervision data. Concretely, instead
of adding distant supervision data to the man-
ually annotated training data, our models in-
corporate distantly supervised models that are
relation extraction models trained with distant
supervision data. Distantly supervised learning
has been proposed to generate a large amount
of pseudo-training data at low cost. However,
there is still a problem of low prediction perfor-
mance due to the inclusion of mislabeled data.
Therefore, several methods have been proposed
to suppress the effects of noisy cases by uti-
lizing some manually annotated training data.
However, their performance is lower than that
of supervised learning on manually annotated
data because mislabeled data that cannot be
fully suppressed becomes noise when training
the model. To overcome this issue, our meth-
ods indirectly utilize distant supervision data
with manually annotated training data. The ex-
perimental results on the DrugProt corpus in
the BioCreative VII Track 1 showed that our
proposed model can consistently improve the
supervised models in different settings.

1 Introduction

Drug-protein relations are important for drug dis-
covery, metabolic, and drug response modeling,
and their textual evidence is important in the de-
velopment of evidence-based medicine. However,
since drug-protein interactions are reported in the
literature and the number of relevant articles is
rapidly increasing (Coordinators, 2016), it is diffi-
cult for pharmacologists to read every single article
to determine the interactions. Therefore, automatic
interaction extraction from text has attracted much
attention. The related shared tasks (Krallinger et al.,
2021, 2017) are being conducted at BioCreative, an
international workshop that aims to evaluate text
mining and information extraction in the biological
domain.

For drug-protein relation extraction, models us-
ing deep learning have achieved high performance.
A typical deep learning model takes as input a sen-
tence and the drug and protein mentions in the
sentence, and predicts the relationship between the
drug and the protein as expressed in the sentence.
Gu et al. (2022) extracted the relationships using a
large neural network model pretrained on a large
biomedical literature (PubMedBERT). Deep learn-
ing models suffer from the problem of the huge
cost of manually annotated training data.

A distantly supervised learning method has been
proposed by Mints et al. (2009). The method en-
ables the creation of a large amount of training data
at low cost. However, this method still has the prob-
lem of producing data with incorrect labels, which
become noise during training. Several methods
have been proposed to mitigate the effects of such
noisy examples. One of the most commonly-used
methods is multi-instance learning (Riedel et al.,
2010), where the distant supervision data is treated
as a bag of instances corresponding to pairs in the
database. Zeng et al. (2015) proposed a method
to train instances with the representation with the
highest prediction probability of the target label
in the bag. Ji et al. (2017) proposed a method to
weight instances in the bag so that correctly la-
beled instances will have large weights while noisy
cases have small weights. Beltagy et al. (2019a)
proposed a method of learning with distant supervi-
sion data by utilizing some of manually annotated
training data to learn the weights. Although such
methods show performance improvement in the dis-
tantly supervised training setting, the performance
is still lower than that of the methods trained on
manually annotated training data.

This study proposes a novel method of using dis-
tantly supervised relation extraction models for su-
pervised drug-protein relation extraction. By using
the model trained over the easy-to-create distant su-
pervision data, we aim to improve the performance
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of supervised drug-protein relation extraction while
reducing the cost of building additional manually
annotated data and the effect of noisy instances in
the distant supervision data.

Our contributions are as follows:

1. We generate distant supervision data for
drug-protein relation extraction from domain
databases. By utilizing four databases, we cre-
ate distant supervision data of the same scale
as that of general domain distant supervision
data.

2. We propose to utilizing representations ob-
tained from a distantly supervised model
for ordinary supervised training. The per-
formance in extracting relations between
drugs and proteins was consistently improved
for two models (i.e., PubMedBERT and
BioRoBERTa-large (Lewis et al., 2020)) with
different parameter sizes.

3. The proposed method showed consistent per-
formance improvement regardless of the data
size of the manually annotated training data,
indicating that it is effective for utilizing dis-
tantly supervised model to improve the extrac-
tion performance.

2 Methods

We propose a novel method for extracting drug-
protein relations from manually annotated training
data. The method uses a model trained on dis-
tant supervision data, which we call a distantly
supervised model. By utilizing the distantly su-
pervised model, we aim to improve the extraction
performance while reducing the influence of noisy
instances included in the distant supervision data.

In the following sections, we will explain the
baseline relation extraction model in Section 2.1,
the construction of distant supervision data from
databases in Section 2.2, and the methods for utiliz-
ing the distantly supervised model in Section 2.3.

2.1 Relation Extraction Model
We describe a supervised relation extraction model
that is used as the baseline in this research. The
model predicts the relation for a given entity pair
from the input sentence.

First, the mentions of target drug and protein in
the input sentence are masked with “DRUG” and

“PROTEIN”, respectively. Table 1 shows an exam-
ple of this preprocessing. The sentence contains

three drug mentions (androstenedione, oestrone,
oestrone) and one protein mention (aromatase), so
three drug-protein pairs are created and their men-
tions are replaced.

Next, the input sentence with the target protein
and drug entities is encoded with BERT (Devlin
et al., 2019) to generate a feature representation
vector h that represents the input sentence. For
this vector, we use the representation vector of
the [CLS] token since it contains the features of
the whole sentence in BERT. Finally, based on
the feature representation vector, the model then
generates a prediction vector that represents the
prediction probability for each relation by using
one fully-connected layer and the softmax func-
tion. The model predicts the relation that has the
maximum prediction probability. The optimizer is
Adam (Kingma and Ba, 2015), and the model is
trained to minimize the cross-entropy loss.

2.2 Building Distant Supervision Data

An overview of the process of building distant su-
pervision data is shown in Figure 1. In this method,
we use a medical literature database PubMed (Co-
ordinators, 2016), a drug database DrugBank (DS
et al., 2018), a protein database UniProt (Consor-
tium, 2020), and a chemical substance database
Comparative Toxicogenomics Database (CTD)
(Davis et al., 2020). From these databases, we
extract about 33 million articles, about 500 thou-
sand drug entries, and about 570 thousand protein
entries to create distant supervision data. In the fol-
lowing, we explain the process of building distant
supervision data using these databases.

First, drug and protein entities are extracted from
the medical literature in PubMed, as shown in Fig-
ure 1-(i). Sentence segmentation and entity extrac-
tion modules in SciSpacy (Neumann et al., 2019),
a tool specialized for processing biomedical and
scientific literature, are used to analyze the medi-
cal literature and extract drug entities and protein
entities as named entities in the literature.

Next, we create relational triples as shown in
Figure 1-(ii). ID relation triples are extracted from
DrugBank. Here, an ID relation triple is a triple
of drug ID, relation name, and protein ID. We cre-
ate relation triples from the ID relation triples by
mapping the IDs to their names using drug and
protein name dictionaries. The drug name dictio-
nary is created by mapping drug IDs to drug names
and its synonyms on the information in DrugBank
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Target drug Target protein Preprocessed input sentence
androstenedione aromatase The PROTEIN enzyme, which converts DRUG to oestrone, regulates the availability

of oestrogen so support the growth of hormone-dependent beast tumours.
oestrone aromatase The PROTEIN enzyme, which converts androstenedione to DRUG, regulates the

availability of oestrogen so support the growth of hormone-dependent beast tumours.
oestrogen aromatase The PROTEIN enzyme, which converts androstenedione to oestrone, regulates the

availability of DRUG so support the growth of hormone-dependent beast tumours.

Table 1: Examples of preprocessing of drug-protein pairs in the sentence The aromatase enzyme, which converts
androstenedione to oestrone, regulates the availability of oestrogen so support the growth of hormone-dependent
beast tumours. (PMID:15341993)

DrugBank DrugProt
ligand, binder, binding DIRECT-REGULATOR
partial agonist AGONIST-ACTIVATOR
inverse agonist AGONIST-INHIBITOR
blocker, partial antagonist ANTAGONIST
inducer, stimulator INDIRECT

-UPREGULATOR
product of PRODUCT-OF
activator ACTIVATOR
inhibitor INHIBITOR
agonist AGONIST
antagonist ANTAGONIST
substrate SUBSTRATE

Table 2: Mapping of relationships

and CTD. Similarly, a protein name dictionary is
created from UniProt and CTD.

Then, as shown in Figure 1-(iii), the distant super-
vision data is created by strict matching the named
entities extracted from the PubMed literature with
drug and protein names in the relation triples after
lowercasing the entities and names.

Finally, as shown in Figure 1-(iv), we map the
relation types in DrugBank, which are the original
labels of the distant supervision data, to the relation
types in the DrugProt task (Krallinger et al., 2021)
using a mapping dictionary as shown in Table 2.
We manually build the mapping dictionary based
on the relation annotation guideline (Rabal et al.,
2021) in the DrugProt corpus.

2.3 Relation Extraction Using Distantly
Supervised Models

We propose two alternatives to utilize the dis-
tantly supervised model. One is the ini-
tialization approach that initializes the super-
vised model with the distantly supervised model
(Initialization), and the other is the mixture
approach that combines representations obtained
from a fixed distantly supervised model and rep-
resentations obtained from a supervised model in
training the supervised model (Mixture).

2.3.1 Initialization
In the task of natural language processing, pre-
training on datasets close to the domain sometimes
improves the performance of the model on the tar-
get dataset. (Beltagy et al., 2019b) Following this
line, for Initialization, we perform pretrain-
ing using distant supervision data to initialize the
model for supervised learning. Specifically, we
first train the relation extraction model described in
Section 2.1 using the distant supervision data, use
the model parameters to initialize another relation
extraction model for supervised learning, and then
train the relation extraction model using manually
annotated training data.

2.3.2 Mixture
For Mixture, we pretrain a relation extraction
model explained in Section 2.1 using distant su-
pervision data to extract additional features from
the input. Similarly, another relation extraction
model is pretrained with manually annotated train-
ing data1. The two pretrained feature extraction
models, i.e., BERT, are used to mix the feature
representations. In training, the feature extraction
model pretrained on the distant supervision data is
fixed, while the feature extraction model trained on
the manually annotated training data is not fixed
and further fine-tuned2.

Predictions are made by mixing representations
obtained from the model pretrained with distant
supervision data and representations obtained from
the model that is specific to supervised training
with manually annotated training data as shown in
Figure 2. We propose two mixing methods that
use the importance weights of the representations,
which mix the representations obtained from dis-

1We find this pretraining can improve the performance in
our preliminary experiments.

2In our preliminary experiments, we tried to fine-tune the
feature extraction model pretrained on the distant supervision
data, but the performance with the model was lower than one
with fixed parameters.
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DrugProt DrugBank
DIRECT-REGULATOR ligand, binder, binding
ANTAGONIST blocker, partial antagonist
AGONIST-ACTIVATOR partial agonist

Drug：Acebutolol
Protein：ADRB1
Relation：Partial agonist

Drug：Acebutolol
Protein：ADRB1
Relation：Partial agonist

Medical literature 
database

Drug：Acebutolol
Protein：ADRB1
Relation：Partial agonist

Drugs and proteins 
database

Acebutolol possesses both ADRB1 selectivity 
and partial agonist activity (PAA).

Acebutolol possesses both ADRB1 selectivity 
and partial agonist activity (PAA).

partial agonist AGONIST-ACTIVATOR

(ⅰ) Extract technical terms (ⅱ) Create relation triples

(ⅲ) Match

(ⅳ) Map

Number of 
documents: 
33 million

Drugs: 500 thousand 
Proteins: 570 thousand

…

Dictionary

Figure 1: Overview of the creation of distant supervision data

tant supervision data with those obtained from man-
ually annotated training data.

First, as shown in Figure 2-(i), the representa-
tions hds obtained from the fixed BERT model
in the fixed pre-trained distantly supervised model
are mixed with the representations hsv from the
BERT model in another relation extraction model
that is pre-trained on the manually annotated train-
ing data. Next, as shown in Figure 2-(ii), we mix
the representations hds, hsv. In mixing the repre-
sentations, we propose two mixing methods, Add
and Concat, which are defined as follows:

hAdd = αhds + βhsv (1)

hConcat = [αhds;βhsv] (2)

[·; ·] denotes the concatenation of vectors. α and β
are the importance weights of each feature, which
are scalar-valued parameters that are trained during
training. Here, Add, as shown in Eq. (1), sums hds

and hsv after multipying the corresponding weight,
which indicate the importance, to each representa-
tion. Concat is mixed by concatenating hds and
hsv after multiplying weights to the parameters, as
shown in Eq. (2).

Finally, as shown in Figure 2-(iii), the obtained
representations, i.e., hAdd or hConcat, are used to
predict the relation between the drug and the pro-
tein with one fully connected layer (FC) and the
softmax function. The model is trained on the
manually annotated training data to minimize the
cross-entropy loss.

3 Experimental Settings

In this section, we explain the settings for the data
sets, tasks and hyper-parameter tuning.

Weighting by 
importance

BERT BERT

…

×𝛽

Representation	𝒉𝒅𝒔 𝒉𝒔𝒗

Mixture
×𝛼

Prediction：AGONIST

(ⅰ) Extract 
representations from 
pretrained feature 
extraction models

Pretrained with 
manually annotated 

training data and 
not fixed

Pretrained with 
distant supervision 

data and fixed

(ⅱ) Mix representations

(ⅲ) Predict by mixed 
representation

manually annotated 
training data

……

FC＋Softmax

Figure 2: Overview of the Mixture of the representa-
tions

We used the data set from the BioCreative VII
Track 1 - Text mining drug and chemical-protein
interactions (DrugProt) (Krallinger et al., 2021)
for the evaluation. This data set is composed of
documents annotated with drug mentions, protein
mentions, and their relations. The DrugProt corpus
consists of train, develop, and test. Since the anno-
tations for the test data are not publicly available,
this study evaluates the model on the development
data. In addition, the distant supervision data built
by the method in Section 2.2 were used to train the
model. The number of instances per relation in the
DrugProt corpus and the distant supervision data
are shown in Table 3. We followed the task setting
of DrugProt. The task is to classify a given pair of
a drug and a protein into 13 relation types or no
relation. We evaluated the performance with the F-
score on each relation type and the micro-averaged
F-score on all relation types. Micro-averaged F-
score is also shown for reference. We used the
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DrugProt Distant
train develop supervision

data
ANTAGONIST 972 218 69,234
AGONIST 659 131 89,704
AGONIST 29 10 875
-ACTIVATOR
AGONIST 13 2 1,107
-INHIBITOR
DIRECT 2,250 458 18,945
-REGULATOR
ACTIVATOR 1,429 246 31,745
INHIBITOR 5,392 1,152 173,400
INDIRECT-DOWN- 1,330 332 0
REGULATOR
INDIRECT-UP- 1,379 302 11,981
REGULATOR
PART-OF 88 625 0
PRODUCT-OF 921 158 1,565
SUBSTRATE 2,003 495 2,311
SUBSTRATE 25 3 0
_PRODUCT-OF
Total 17,288 3,765 400,867

Table 3: The number of instances per relation in the
DrugProt corpus and the distant supervision data

official evaluation script3 provided by the task or-
ganizers.

We used the Successive Halving Algorithm from
the open-source hyper-parameter auto-optimization
framework Optuna (Akiba et al., 2019) for hyper-
parameter tuning. We chose the dropout rate from
the region of [0.0, 0.5], the learning rate of Adam
from the region of [1e-6, 1e-4], the weight decay
of Adam from the region of [1e-10, 1e-3]. Hyper-
parameters are determined by a parameter search
to maximize the micro-averaged F-score on the
development data of the DrugProt corpus4.

4 Results

To evaluate the proposed method, we conducted
three experiments: evaluation of the performance
of extracting drug-protein relations, analysis of pre-
diction results, and comparison of extraction perfor-
mance on small-scale manually annotated training
data. In this section, we describe these three exper-
iments.

4.1 Drug-Protein Relation Extraction

We conducted experiments to compare the extrac-
tion performance of the proposed method with a

3https://github.com/tonifuc3m/
drugprot-evaluation-library

4This setting can cause overfitting to the development data
sets, but since this is an official development set, we decided
to report the best score to make the scores comparable to other
methods in the shared task.

baseline trained only on manually annotated train-
ing data. As the baselines, we trained relation
extraction models based on PubMedBERT and
BioRoBERTa-large, both of which were pretrained
in a domain close to the dataset, with manually an-
notated training data. BioRoBERTa-large is a large-
scale pretrained model with a parameter size ap-
proximately three times larger than PubMedBERT.
The baseline model with BioRoBERTa-large is
the same as the model by Yoon et al. (2021) that
achieved the high performance of 77.46% on the
development data without external knowledge. 5

The results are shown in Table 4. First, we
focus on the performance of the proposed meth-
ods when they are applied to the PubMedBERT
baseline model. For all the proposed methods,
the prediction performance for AGONISTand
PRODUCT-OF, which have less manually an-
notated training data, is greatly improved. This
is because the representations obtained from the
distantly supervised model can compensate for
the lack of manually annotated data. Besides,
the performance of AGONIST-ACTIVATORand
AGONIST-INHIBITOR, which have particularly
less manually annotated training data, was signifi-
cantly improved by Initialization, but not
by Mixture. This shows that the representations
obtained from the distantly supervised model with
Initializationmore directly influenced the
performance than those with Mixture. In addi-
tion, Add and Concat, which mixed the represen-
tations from the distantly supervised model data
with the representations specific to the supervised
model, improved the micro-averaged F scores by
0.6 and 0.8 points, respectively. This indicates that
Mixture is a more effective way to use distantly
supervised model than Initialization.

Next, we discuss the performance of the pro-
posed method for the BioRoBERTa baseline. Over-
all, the proposed method improves the micro-
averaged F-score by 0.5 points. Furthermore, when
we compare the F-score of each relation, the per-
formance of all relations except ACTIVATOR,
ANTAGONIST, and SUBSTRATE is improved
or maintained. From these results with two dif-
ferent BERT models, we show that the proposed

5Weger et al. (Weber et al., 2021) showed a slightly better
performance with 78.3% on the development data by adding
input start and end markers for target entities in the sentences,
instead of masking the target entities like us. Since our main
focus is not investigating a better baseline model, we leave
investigating the representation of target entities for future
work.
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method can improve the performance regardless of
the parameter size of the model.

4.2 Analysis of Prediction Results

We show the confusion matrices between gold la-
bels and predicted labels by the baseline and the
proposed method to analyze the prediction ten-
dency of the two methods, and visually check the
prediction cases. The confusion matrix is a table
that visualizes the differences in two different sets
of labels for instances. It has gold labels in the
row direction and predicted labels in the column di-
rection, and each element has the number of cases
for the pair of gold and predicted labels. For the
proposed method, we used a model that employs
Mixture with Concat, which showed the best
performance improvement from the baseline in the
approach to utilize the distantly supervised model
as shown in Section 4.1, based on PubMedBERT.
The confusion matrices of the baseline and the pro-
posed method are shown in Figure 3. The left and
right confusion matrices are for the baseline and
the proposed method, respectively.

First, we focus on the cases of different predic-
tions in relation types. We can see that the number
of cases that the proposed method mistakenly pre-
dicts INHIBITOR for DIRECT-REGULATOR
is reduced from 14 to 2. Some example cases,
where the predictions are improved by the proposed
method, are shown in Table 5. The reason for the in-
correct prediction by the baseline model is that the
sentence contains “inhibit”, “inhibited”, and “inhi-
bition”, which are important for predicting the IN-
HIBITOR type. For these cases, the baseline may
predict the relations as INHIBITOR even though
the sentence indicated DIRECT-REGULATOR
between DRUG and PROTEIN entities. The rea-
son why the proposed method was able to correctly
predict such cases may be that the proposed method
uses representation obtained from distantly super-
vised models that are trained on large-scale distant
supervision data, and thus places more emphasis
on the context than on word-level expressions.

Conversely, the number of cases in which
the proposed method predicted INHIBITOR
for the instances with the gold INDIRECT-
DOWNREGULATOR type has increased from 19
to 25. The cases where the baseline made a correct
prediction and the proposed method made a wrong
prediction are shown in Table 6. The reason why
the proposed method made such incorrect predic-

tions in these cases may also be due to the existence
of inhibit, inhibited, and inhibition in the sentences,
which are important for predicting INHIBITOR,
similarly to the baseline’s wrong predictions for the
cases in Table 5. This is because the sentence con-
tains “inhibit”, “inhibited”, and “inhibition”, which
are important for predicting both INHIBITOR
and INDIRECT-DOWNREGULATOR. Further-
more, the context of the cases is similar because
these types are both related to the cases that drugs
inhibit proteins. Therefore, the proposed method
is likely to make INHIBITOR predictions based
on such keywords for cases that the prediction is
difficult with the context, without much consider-
ation on the differences in the actions of drugs on
proteins.

Then, we focus on the cases where the miss pre-
diction is made between a relation type and a neg-
ative type. We can see that the proposed method
reduces the number of cases in which the nega-
tive examples are mistakenly predicted as the IN-
HIBITOR type from 204 to 178, the number of
cases in which the negative examples are mistak-
enly predicted as PRODUCT-OF from 70 to 44,
and the number of cases in which the negative ex-
amples are mistakenly predicted as SUBSTRATE
from 142 to 86. The cases, where the baseline incor-
rectly predicted the negative cases as PRODUCT-
OF while the proposed method correctly predicted
them, are shown in Table 7. The numbers of im-
proved cases and example cases suggest that the
proposed method is more context-sensitive in its
prediction than the baseline model.

These results suggest that the proposed method
places more emphasis on contextual expression
than on word expressions in making predictions
compared to the baseline models. However, for
cases where it is difficult to make predictions based
on context, we found that the proposed method
made incorrect predictions.

4.3 Performance Comparison with
Small-Scale Manually Annotated Training
Data

This section examines the effectiveness of the pro-
posed method in training with small-scale manu-
ally annotated training data. We aim to improve the
performance of drug-protein interaction extraction
while reducing the cost of creating additional man-
ually annotated training data by utilizing distant
supervision data that have low creation costs. In
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PubMedBERT BioRoBERTa #Manually-
Manual Distant + Init + Mix + Mix Manual + Mix annotated

data data (Add) (Concat) data (Concat) instances
INDIRECT 76.7 0.0 74.6 77.7 78.7 79.3 79.9 1,330
-DOWNREGULATOR
INDIRECT-UPREGULATOR 73.3 1.9 75.1 73.7 73.6 75.6 76.2 1,379
DIRECT-REGULATOR 65.9 6.1 62.1 66.9 67.7 66.9 69.4 2,250
ACTIVATOR 77.3 5.2 70.6 77.5 76.7 75.7 73.8 1,429
INHIBITOR 84.2 29.4 84.7 84.6 84.3 85.1 86.1 5,392
AGONIST 75.5 6.7 79.7 78.2 77.0 76.1 77.2 659
AGONIST-ACTIVATOR 0.0 0.0 46.2 0.0 0.0 0.0 0.0 29
AGONIST-INHIBITOR 0.0 0.0 80.0 0.0 0.0 0.0 0.0 13
ANTAGONIST 90.6 26.0 89.6 92.2 91.8 91.7 90.2 972
PRODUCT-OF 59.0 10.6 63.7 62.9 62.5 61.2 62.0 921
SUBSTRATE 69.5 13.1 69.1 68.4 69.9 72.7 71.8 2,003
SUBSTRATE_PRODUCT-OF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 25
PART-OF 71.7 0.0 70.6 72.2 71.7 72.8 74.4 886
Macro-averaged F-score 57.2 7.6 66.6 58.0 58.0 58.2 58.5 —
Micro-averaged F-score 76.2 16.6 75.6 76.8 77.0 77.5 78.0 —

Table 4: Relation extraction performance on the development data set. +Init, +Mix (Add), and +Mix (Concat)
denote Initialization, Add of Mixture, and Concat of Mixture, respectively

DRUG inhibit ( 125 ) i - PROTEIN binding to recombinant rat eta receptors.
N - ( diphenylmethyl ) - 2 - phenyl - 4 - quinazolinamine ( DRUG ), n - ( 2, 2 - diphenylethyl )
- 2 - phenyl - 4 - quinazolinamine ( sori - 20040 ), and n - ( 3, 3 - diphenylpropyl ) - 2 - phenyl
- 4 - quinazolinamine ( sori - 20041 ) partially inhibited [ ( 125 ) i ] 3beta - ( 4’- iodophenyl )
tropan - 2beta - carboxylic acid methyl ester ( rti - 55 ) binding, slowed the dissociation rate
of [ ( 125 ) i ] rti - 55 from the PROTEIN, and partially inhibited [ ( 3 ) h ] dopamine uptake.
DRUG ( parent compound ), has moderate affinity for the PROTEIN ( competitive inhibition ).

Table 5: Improved cases with wrong predictions by the baseline model. The baseline model mistakenly predicted
INHIBITOR for DIRECT-REGULATOR for the DRUG and PROTEIN pairs.

Section 4.1, we trained models using all manually
annotated training data and confirmed that the pro-
posed method can improve the performance of the
baseline models. To verify the effectiveness of the
proposed method in training with a small amount
of manually annotated training data, we trained
with only a small portion of the manually anno-
tated training data and compared the performance
of relation extraction between the PubMedBERT
baseline model and the model with the proposed
method. We checked the performance of the pro-
posed method on the development data when the
model was trained with the small number of cases,
we chose the number from [3, 5, 7, 10, 20, 50, 100,
200, 500, 1,000], for each relation in the manually
annotated training data. For the proposed method,
we used a model that mixes feature representations
with Concat, which showed the best performance
improvement from the baseline with Section 4.1.

The results are shown in Figure 4. As in the case
of Section 4.1, we did not obtain a significant per-
formance improvement over the baseline as we saw
when training with all manually annotated training

data, but the performance consistently improved
for all the cases. This indicates that the proposed
method can improve performance by using repre-
sentations obtained from the distantly supervised
model, regardless of the number of cases of manu-
ally annotated training data.

5 Conclusions

We aimed to improve the performance of drug-
protein relation extraction by creating distant su-
pervision data at low cost and utilizing the model
pre-trained on the data while reducing the noise
contained in the distant supervision data. We pro-
posed two methods of utilizing distant supervision
data. Both methods improved the prediction perfor-
mance from the baseline for relation types with less
manually annotated training data. In addition, the
method that mixes representations also improved
the F-scores for many relation types, some of them
have a large amount of manually annotated training
data, as well as the micro-averaged F-score, demon-
strating the effectiveness of the proposed method.
In addition, we showed that the performance im-
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Figure 3: The confusion matrices (left: baseline, right: proposed method)

The upregulation of calpain, PROTEIN and caspase - 3 activity were further inhibited
by treatment with DRUG in the presence of ald.
The mechanism of action of DRUG was related to the inhibition of the cleavage of pro
- caspase - 1, PROTEIN and pro - il - 18 which in turn suppressed the activation of
nlrp3 inflammasome.

Table 6: Deteriorated cases with wrong predictions by the proposed model. The model wrongly predicted
INHIBITOR, instead of INDIRECT-DOWNREGULATOR, for the DRUG and PROTEIN pairs.
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Figure 4: Micro-averaged F-scores for the number of
manually annotated training instances for each relation
type

provement was independent of the parameter size
of the model and the number of cases of manually
annotated training data.

To improve the extraction performance, we plan
to investigate the Mixture method for its way of
mixing representations and pretraing.
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Abstract
Cancer immunology research involves several
important cell and protein factors. Extract-
ing the information of such cells and proteins
and the interactions between them from text
are crucial in text mining for cancer immunol-
ogy research. However, there are few avail-
able datasets for these entities, and the amount
of annotated documents is not sufficient com-
pared with other major named entity types. In
this work, we introduce our automatically anno-
tated dataset of key named entities, i.e., T-cells,
cytokines, and transcription factors, which en-
gages the recent cancer immunotherapy. The
entities are annotated based on the UniProtKB
knowledge base using dictionary matching. We
build a neural named entity recognition (NER)
model to be trained on this dataset and evaluate
it on a manually-annotated data. Experimen-
tal results show that we can achieve a promis-
ing NER performance even though our data is
automatically annotated. Our dataset also en-
hances the NER performance when combined
with existing data, especially gaining improve-
ment in yet investigated named entities such as
cytokines and transcription factors.

1 Introduction

Cancer immunology research has a central focus on
T lymphocytes (T-cells), which engage the immune
system in fighting against cancer (Luckheeram
et al., 2012; Waldman et al., 2020; Kim et al., 2021).
The development of T-cells can be guided by cy-
tokines and transcription factors (Hosokawa and
Rothenberg, 2018). Transcription factors (TF) are
nuclear proteins that bind specific gene sequences
and involved in decision-making processes dur-
ing T-cell differentiation (Naito et al., 2011; Xia
et al., 2019). Meanwhile, cytokines are signal-
ing molecules secreted and sensed by immune and
other cell types (Kveler et al., 2018). Extracting
T-cell, cytokine, and TF entities and the interac-
tions between them can be crucial for text mining
in cancer immunology research.

However, there are few existing datasets contain-
ing these entities to train text mining models. At the
core of text mining tasks, the named entity recogni-
tion (NER) task also lacks such datasets for training
NER models to detect these named entities, which
may limit the development of text mining systems
in this cancer immunology research field. There
is an existing T-cell related named entity dataset
called TCRE (Czech and Hammerbacher, 2019),
but the amount of annotated data is also limited
to only 89 documents. Several knowledge bases
related to immune system have been proposed such
as immuneXpresso (Kveler et al., 2018) and DES-
Tcell (AlSaieedi et al., 2021), which contain cell
type and cytokine information, but they lack utiliz-
ing and evaluating with modern NER models on
these named entities.

In this paper, as a step to fill these gaps and
promote the development of text mining systems
on these named entities in cancer immunology re-
search articles, we present our automatically anno-
tated dataset containing named entities of T-cell,
cytokine and TF, which are important for mining
and understanding cancer immunology research
articles. The entities in the dataset are automati-
cally annotated using dictionary matching based
on the UniProtKB (UniProt-Consortium, 2021),
a knowledgebase of protein sequences with func-
tional information.1 From the annotations of cy-
tokine and TF entries in UniProtKB, a dictionary
is constructed to annotate cytokine and TF named
entities in their referenced PubMed articles. Addi-
tionally, we utilized the existing JNLPBA corpus,
which contains manually annotated protein named
entities, to annotate cytokine and TF entities. We
build a NER model based on the span-based model
with pre-trained BERT. We trained the NER model
on our automatically annotated dataset and evalu-
ated the model on an existing manually annotated
T-cell related named entity TCRE dataset (Czech

1https://www.uniprot.org/uniprot/
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Item cytokine TF
# UniProtKB entries 1,001 3,418
# Dictionary size 6,859 20,055
# Collected articles 585 1,903

Table 1: UniProtKB entries and annotated data

and Hammerbacher, 2019). We achieve a promis-
ing result that the NER model trained on our au-
tomatically annotated data gains a slightly lower
performance than a supervised NER model trained
on a manually annotated data, although our data
is automatically annotated. Furthermore, our data
enhances NER performance when combined with
the existing manually annotated data.

2 Approach

We present our datasets containing three named
entity types: cell_type, cytokine, and transcription
factor (TF). The datasets are automatically anno-
tated using dictionary matching with the entries in
the UniProtKB in two different ways.

2.1 UniProtKB
Cytokine and TF queries From the UniProtKB,
we obtain entries by querying cytokine. We fil-
tered the options to keep only Reviewed annotations
(manually annotated, added by expert biocuration
team) and for Human organism. Similarly, we con-
ducted for transcription factor. They are equivalent
to the following queries.

• cytokine AND reviewed:yes AND organ-
ism:"Homo sapiens (Human) [9606]".

• transcription factor AND reviewed:yes AND
organism:"Homo sapiens (Human) [9606]"

UniProtKB entries We obtained 1,001 entries
for cytokine and 3,418 entries for TF from UniPro-
tKB. Each entry contains protein names, gene
names, and referenced PubMed articles, etc.

UniProtKB-dictionary We built a dictionary
containing protein and gene names of the cytokine
and TF entries in UniProtKB, which we named
UniProtKB-dictionary.

Collecting PubMed references For each UniPro-
tKB entry, there is a list of referenced PubMed ar-
ticles. We collect the referenced articles’ abstract
texts from PubMed for each entry. Since there is
a large number of references, we only collect the

Data #Docs. #Entities
CT CY TF

KB-T-cell 386 340 744 2,891
Dic-T-cell 761 2,686 1,752 2,686
TCRE 89 1,006 235 114

Table 2: Statistics of the datasets (Docs: documents;
CT (cell type), CY (cytokine), TF (transcription factor))

abstracts that contain a large number (≥ k) of cy-
tokine/TF protein and gene names (we set k = 20,
which we based on several preliminary experiments
to remove abstracts containing few annotations).
We present the statistics of UniProtKB entries and
related annotated data in Table 1.

2.2 Automatically Annotated Datasets

We constructed two automatically annotated
datasets using the UniProtKB-dictionary. The
statistics for automatically annotated datasets are
presented in Table 2.

2.2.1 Knowledge-based Annotation
(KB-T-cell)

Annotating cytokine and TF From the UniPro-
tKB dictionary, we identify the position of each
name in the collected articles by strict text match-
ing to annotate cytokine and TF named entities.

Annotating cell_type We found that
JNLPBA (Collier and Kim, 2004) is a large
manually annotated dataset for NER, which
contains named entities of cell_type, protein, etc.
Therefore, we utilized the JNLPBA data to train
a NER model to predict cell_type named entities
in the collected articles. We build a neural-based
NER method with span-based and pre-trained
BERT model, which we present in §3. These
cell_type entities are combined with the cytokine
and TF named entities, and we named KB-T-cell.

2.2.2 Dictionary-based Re-annotation
(Dic-T-cell)

Since the JNLPBA dataset contains protein enti-
ties while CT and TF are proteins, we utilized the
annotated protein names in the JNLPBA to anno-
tate cytokine and TF entities. Specifically, if an
annotated protein name in the JNLPBA is included
in the UniProtKB-dictionary, we re-annotate it as
cytokine or TF, correspondingly. We ignored doc-
uments which do not contain any matched CT/TF
entity. We named this dataset as Dic-T-cell.
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3 NER model

We explain the NER model to be trained on the an-
notated datasets. We build a neural-based NER
model using a span-based method (Lee et al.,
2017; Luan et al., 2018) and finetuned pre-trained
BERT (Devlin et al., 2019). Specifically, each sen-
tence is split into sub-word sequences, which are
passed through the BERT layer for contextual rep-
resentations. Then, for each span (i.e., a sequence
of continuous words in a sentence), its representa-
tion is calculated by concatenating the representa-
tions of the first, last, and averaged sub-words of
the span, which follows (Sohrab and Miwa, 2018a;
Trieu et al., 2020). Finally, each span representa-
tion is passed to classifiers to predict named entity
types for each span.

4 Experiments

4.1 Data
We used our datasets KB-T-cell and Dic-T-cell to
train NER models using the NER model introduced
in §3 and evaluated NER performance.

TCRE For evaluation data, we employed the
TCRE (Czech and Hammerbacher, 2019), an ex-
isting manually annotated data which contains 89
documents of cell_type, cytokine, and TF named
entities. We utilized this data for training super-
vised NER models and for evaluation. The original
TCRE dataset contains a mixture of both abstract
and full-text documents. For the scope of this pa-
per, we aim at utilizing only abstracts from both
UniProtKB’s references and JNLPBA data. There-
fore, we used only the abstract documents and the
abstract section of full-text documents from the
TCRE data.

The data statistics of the datasets are presented
in Table 2.

4.2 Settings
Cross validation We conducted k-fold cross val-
idation evaluation on the TCRE dataset. Since the
TCRE data size is quite small, we set k = 3 to
ensure a reasonable amount of data in the test set.
For each fold, we further randomly split the train-
ing set into train/development sets so that we can
tune hyper-parameters to get the best models on the
development set. Finally, all of our reported results
are based on the TCRE test set in each fold.

NER training settings Our model was imple-
mented on PyTorch (Paszke et al., 2017). We

used the BERT model from the PyTorch Pretrained
BERT repository2 as our BERT layer. We em-
ployed the pre-trained SciBERT model (Beltagy
et al., 2019) trained on large-scale biomedical texts.
The model is trained on multiple GPUs in the
AI Bridging Cloud Infrastructure (ABCI)3. We
train the model with the Adam optimizer (Kingma
and Ba, 2015), gradient clipping, dropout, and L2
regularization. The model is trained with early-
stopping, and the training mini-batch size is set as
16.

Evaluation settings We compared the following
NER models, which mostly differ in the training
data settings.

1. Matching-NER: we created a baseline using
dictionary matching. The dictionary is built
from the entity’s texts of the JNLPBA train-
ing data (for cell_type) and the UniProtKB-
dictionary for cytokine and TF.

2. Supervised-NER: we used the training set of
the TCRE data to train the NER model.

3. KB-NER, Dic-NER, KB-Dic-NER: we train
the NER models on our annotated datasets:
KB-T-cell, Dic-T-cell, and merged the KB-T-
cell and Dic-T-cell, respectively.

4. Enhanced-KB-NER, Enhanced-Dic-NER,
Enhanced-KB-Dic-NER: we merge the train-
ing set of the TCRE with the KB-T-cell, Dic-
T-cell, and merged KB-T-cell and Dic-T-cell,
respectively, to train NER models.

The results are reported based on the commonly
used micro-averaged precision (P), recall (R), and
F-score (F) metrics at entity level.

4.3 Results

We compare the results of different NER models
on each data fold in Table 3.

Enhancement Using our automatically anno-
tated dataset, we achieved the best perfor-
mance with 2-5% point improvements in F-
score (Enhanced-KB-NER) in comparison with the
Supervised-NER in all of the data folds.

2https://github.com/huggingface/
pytorch-pretrained-BERT/tree/34cf67fd6c

3https://abci.ai/
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Model Fold-1 Fold-2 Fold-3
P R F P R F P R F

Matching-NER 39.88 66.16 49.76 39.54 68.63 50.17 38.05 69.27 49.12
Supervised-NER 68.67 66.92 67.78 70.92 70.75 70.84 73.36 74.23 73.80
KB-NER 64.55 62.09 63.29 71.34 54.01 61.48 63.85 57.21 60.35
Dic-NER 63.19 61.58 62.37 66.67 60.38 63.37 67.00 64.30 65.62
KB-Dic-NER 65.33 66.16 65.74 71.74 62.26 66.67 67.07 65.48 66.27
Enhanced-KB-NER 72.98 73.54 73.26 75.12 76.89 75.99 75.71 75.89 75.80
Enhanced-Dic-NER 71.11 72.02 71.55 70.14 73.11 71.59 73.23 75.65 74.42
Enhanced-KB-Dic-NER 72.18 73.28 72.73 72.86 72.17 72.51 74.13 75.18 74.65

Table 3: Comparison NER results of the models (the best scores are in bold)

Model Fold-1 Fold-2 Fold-3
CT CY TF CT CY TF CT CY TF

Matching-NER 65.18 1.45 15.07 66.42 6.00 18.44 65.96 6.86 5.97
Supervised-NER 71.22 56.64 41.18 76.36 56.36 32.14 76.15 65.45 57.78
KB-NER 69.57 31.46 52.38 73.70 18.95 0.00 70.79 20.95 8.00
Dic-NER 72.81 3.33 0.00 79.50 5.56 3.03 76.00 13.19 0.00
KB-Dic-NER 73.62 22.54 35.29 79.21 8.33 0.00 78.06 18.69 8.00
Enhanced-KB-NER 76.32 62.50 63.77 82.16 60.66 43.48 80.65 68.91 21.74
Enhanced-Dic-NER 77.49 55.32 18.18 81.61 36.51 39.44 79.21 60.34 27.03
Enhanced-KB-Dic-NER 77.55 64.08 30.77 81.33 41.44 37.68 80.06 63.64 15.79

Table 4: Results on each entity type in F-score (%). The underline scores are higher than the Supervised-NER’s.

Supervised vs. unsupervised When training
NER models on our automatically annotated
datasets (KB-NER, Dic-NER, KB-Dic-NER), the
performance is lower than the Supervised-NER,
which is trained on a time-consuming manually an-
notated data. The degraded performance is about
5-7% points in F-score, which are acceptable con-
sidering that our datasets are automatically anno-
tated. We can further improve the quality of our
datasets in future work, such as filtering noisy an-
notations.

Dictionary matching Since our automatically
annotated data is based on the dictionary built from
the UniProtKB and JNLPBA, we may raise a ques-
tion whether using only the dictionary with the
same vocabulary is still enough. The results of
KB-NER and Dic-NER show that our automati-
cally annotated data can improve from 11-15% in
comparison with the Matching-NER.

KB vs Dic Table 3 also shows that the NER mod-
els based on the KB-T-cell (KB-NER, Enhanced-
KB-NER) obtain higher performance than those
based on the Dic-T-cell (Dic-NER, Enhanced-Dic-
NER). When combining these two datasets, the
performance decreased even though the data size

of the Dic-T-cell is mostly double of the KB-T-cell,
which indicates that we need to investigate a better
combination. Another possible direction can be
filtering noisy annotations of the Dic-T-cell.

4.4 Analyses and Discussions

We further investigate the detailed performance on
each entity type: cell_type, cytokine, and TF. The
results from Table 4 show that the Enhanced-KB-
NER achieves improvements on all entity types
except for the TF entity type in Fold-3.

Comparing the performance among the entity
types between the Supervised-NER and the en-
hanced models, the CT type performance gains
improvement (3-5% points) in most cases. The rea-
son may come from the quality of the CT type
in the large manually annotated JNLPBA data.
Meanwhile, the improvement of the CY type is
3-6% points, and the improvement of TF is 11-22%
points. When training only on our automatically
annotated datasets (KB-NER, Dic-NER), we still
obtain the higher performance for the CT type. We
obtain some reasonable performance in cytokines
(lower than the Supervised-NER but much better
than the Matching-NER).
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Limitation The performance of CY and TF from
KB-NER and Dic-NER is low in most cases. There
is no correct TF prediction (Dic-NER in Fold-1
and Fold-3, KB-NER in Fold-2). For CY, the per-
formance is also low from Dic-NER (3% to 13%
F-score), but it is slightly better in KB-NER (18%
to 31% F-score). These results show a challenge
to extract CY and TF entities based on only our
automatically annotated corpus. This work is our
first investigation in utilizing the UniProtKB and
the existing JNLPBA corpus for our research goal
in extracting T-cell related entities, and we accept
this limitation in this first version. It is required to
conduct further investigation and improvement es-
pecially for these CY and TF types in future work.

Future work We would like to improve the per-
formance of CY and TF. We also plan to con-
duct the evaluation not only on the TCRE task
but other NER tasks such as JNLPBA (Collier
and Kim, 2004), NCBI (Doğan et al., 2014), and
BC5CDR (Li et al., 2016). Additionally, we intend
to extend our corpus for other tasks such as relation
and event extraction on these T-cell named entities.

5 Related Work

Distant supervision methods for NER have been in-
vestigated in several previous works. (Shang et al.,
2018) revised the LSTM-CRF NER model (Lam-
ple et al., 2016) and utilized the MeSH database
for chemical and disease entities. Some methods
are proposed to reduce noisy annotations for Chi-
nese NER(Yang et al., 2018), or general domain
OntoNotes (Liang et al., 2020; Meng et al., 2021).

The span-based method has been used to build
our NER model in this work. The method was pro-
posed and employed in previous work (Lee et al.,
2017; Luan et al., 2018; Sohrab and Miwa, 2018b;
Trieu et al., 2020), which have shown the advan-
tages in extracting nested or continuous text se-
quences and successful in many sequence labeling
tasks such as NER or coreference resolution.

Immunotherapy has achieved remarkable ad-
vances in recent years and can be important cancer
treatment in future (Falzone et al., 2018; Zhang and
Chen, 2018; Kruger et al., 2019). However, there
are few related work or annotated datasets in text
mining on this domain. immuneXpresso (Kveler
et al., 2018) is a text mining engine related to mam-
malian immune system, and NER is evaluated on
cells and cytokine using dictionary matching. DES-
Tcell (AlSaieedi et al., 2021) is a knowledgebase

containing concepts of T-cell and other types of
drugs, diseases, genes, etc in PubMed documents.
However, it lacks utilizing novel text mining meth-
ods in the creation and evaluation the extracted data
including NER tasks.

For the datasets used in our work, TCRE is
manually annotated by Czech and Hammerbacher
(2019) containing cell_type, cytokine, and TF enti-
ties, which are closed to our goal, and we used for
our evaluation. A limitation of the TCRE is that it
contains only 89 documents, which is insufficient
to train powerful NER models. Therefore, our an-
notation method in this work can advance the task
in extracting T-cell named entities. JNLPBA (Col-
lier and Kim, 2004) contains manually annotated
cell_type and protein entities. Meanwhile, UniPro-
tKB (UniProt-Consortium, 2021) is a large and use-
ful knowledgebase containing protein sequences
annotated by experts with corresponding PubMed
references. The UniProtKB and JNLPBA are lever-
aged to build our corpus.

6 Conclusion

We introduce our automatically annotated dataset
for NER containing cell_type, cytokine, and TF
entities, which are important in cancer immunol-
ogy research, using a distant supervision method.
The dataset is automatically annotated based on
the entries in the UniProtKB knowledge base. We
built a dictionary of the protein and gene names
of cytokines and TF from the UniProtKB annota-
tions. We then collected referenced PubMed arti-
cles and annotated these names in the texts using
text matching with the dictionary entries. Addi-
tionally, we utilized the large manually annotated
JNLPBA dataset, which contains cell_type and
protein named entities to build our dataset. We
trained NER models on our automatically anno-
tated dataset and evaluated them on a manually
annotated T-cell corpus. The results show that our
automatically annotated dataset helps to improve
the NER performance by extracting more named
entities of cytokines and TF accurately. For future
work, we plan to improve and extend our dataset to
extract interactions or events related to these enti-
ties for text mining in cancer immunology research.
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Abstract

We present a deep learning based information
extraction system that can extract the design
and results of a published abstract describing
a Randomized Controlled Trial (RCT). In con-
trast to other approaches, our system does not
regard the PICO elements as flat objects or la-
bels but as structured objects. We thus model
the task as the one of filling a set of templates
and slots; our two-step approach recognizes
relevant slot candidates as a first step and as-
signs them to a corresponding template as sec-
ond step, relying on a learned pairwise scor-
ing function that models the compatibility of
the different slot values. We evaluate the ap-
proach on a dataset of 211 manually annotated
abstracts for Type 2 Diabetes and Glaucoma,
showing the positive impact of modelling intra-
template entity compatibility. As main bene-
fit, our approach yields a structured object for
every RCT abstract that supports the aggrega-
tion and summarization of clinical trial results
across published studies and can facilitate the
task of creating a systematic review or meta-
analysis.

1 Introduction

The evidence based medicine (EBM) paradigm
(Sackett et al., 1996) propagates that individual
medical decisions are taken on the basis of the best
available clinical evidence. The activity of sum-
marizing the existing body of evidence is a core
activity to support EBM and its most prominent
instrument is the systematic review. Creating a
systematic review involves a high effort, involv-
ing on average 67.3 weeks and involving 5 authors
per review on average (Borah et al., 2017). Keep-
ing systematic reviews up to date involves an even
much higher and continuous effort (Koch, 2006;
Beller et al., 2013).

Thus, there is increased interest in partially
automatizing the creation of systematic reviews
(O’Connor et al., 2019). A significant hindrance

for the automation of systematic reviews is that
data needs to be extracted by hand from published
studies. This problem could be alleviated if publi-
cations were machine readable, or could be turned
into a structured, machine readable form by infor-
mation extraction methods (Liu et al., 2016; Wu
et al., 2020).

The methods that so far have been applied to
the automatic extraction of information from clini-
cal trial publications follow the PICO framework
and attempt to extract the Population, Interven-
tion, Comparator and Outcomes from a publication.
Most approaches formalize the task as a tagging
or classification problem. Some approaches for
instance attempt to tag spans in the text and label
them with the PICO elements (e.g. (Trenta et al.,
2015)). Others classify complete text segments into
these classes (Boudin et al., 2010; Jin and Szolovits,
2018).

However, the PICO elements denote structured
objects rather than plain tags or classes. An in-
tervention is described by a drug, frequency of
administration, administration route, dose, etc. An
outcome is described by a certain increase or de-
crease of a value from a baseline condition, refers
to a certain primary or secondary endpoint, and
there are outcomes for each arm of a trial that need
to be compared to each other. In spite of being
structured objects, most previous work treats these
elements as flat and unstructured. Treating them as
such makes the automatic aggregation and summa-
rization of results challenging if not impossible.

Towards treating information extraction from
clinical publications as a problem of predicting
structured elements, we model the task as a tem-
plate extraction task in which each template con-
sists of a number of slots to be extracted. In Table
1 we provide an overview of all the templates we
consider in this work and the number and types of
slots they have.

Towards extracting these templates and thus a
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structured representation of a clinical trial and its
results, we present a novel deep learning architec-
ture. The architecture first labels spans of text as
candidate slot fillers of a particular slot in a first
step. In a second step, the filler is assigned to an
instance of a template. With this two-step architec-
ture, we can transform each clinical trial abstract
into a structured representation that supports down-
stream aggregation of results.

As there can be multiple interventions, arms
and outcomes in a given study, an important chal-
lenge is to predict how many instances of each
template occur in a given clinical trial publication.
We leave this subpart of the problem for future
work and assume that the number of interventions,
arms and outcomes is known a priori. This assump-
tion is reasonable as this information is typically
contained in existing registries for trials such as
https://www.clinicaltrials.gov/.

When assigning slot fillers to templates, it is
important to model the dependencies between the
different slots as some values might be compatible
while others not. We model this compatibility by a
trained function that predicts a compatibility score.

In summary our contributions are as follows:

• We propose a new approach to extracting evi-
dence from clinical trial publications that con-
sists in instantiating a set of pre-defined tem-
plates. As a result, the key findings of a clini-
cal trial can be represented in a fully struc-
tured and machine-readable form that sup-
ports down-stream aggregation. To the best of
out knowledge, we present the first template-
filling IE approach in the clinical trial domain.

• We present a novel two-step deep learning
based architecture that first recognizes slot
candidates and then assigns these candidates
to instances of templates. At a second step,
candidates for slot fillers are assigned to a
template instance.

• We show that it is possible to extract fine
grained candidates of slot fillers from 37
classes yielding very good results of micro
F1 = 76.21% on the Glaucoma and F1 =
76.49% the Type 2 Diabetes Mellitus (T2DM)
dataset (Sanchez-Graillet et al., 2021), respec-
tively.

• We introduce an intra-template entity compat-
ibility optimization procedure for distributing

entities to template instance of the same type.
We show the impact of including a function
for scoring the compatibility of slot assign-
ments, and show that it improves extraction
results in terms of F-Measure by 6.34% and
3.95% on the Glaucoma and T2DM dataset,
respectively.

2 Related Work

The template extraction and slot filling task we
address is related to the field of event extraction
(Frisoni et al., 2021) where the goal is to extract
so called event triggers and the arguments of the
events. Our templates can be seen as complex
events and our slots as arguments thereof.

Wang et al. (2020) adopt the question answering
paradigm to extract events from biomedical texts.
They introduce two different types of questions
for extracting event triggers and event arguments.
However, in their approach the extraction of event
arguments also relies on the extraction of event
triggers.

Adel et al. (2018) introduce a framework for task-
independent template-based information extraction.
Their approach first identifies text spans represent-
ing slot-fillers as in our approach. However, their
system relies on the successful identification of an-
chor spans representing template instances as they
cast the assignment of slot-fillers to template in-
stances as a binary classification between anchor
spans and other text spans. The slot filling system
proposed by Zhang et al. (2017) is a neural architec-
ture that can exploit the combination of semantic
similarity-based attention and position-based atten-
tion. The authors address a relation extraction task
and develop a large corpus of annotated relations,
TACRED (Zhang et al., 2017).

More recent work has framed the task of rela-
tion extraction in the biomedical field as a slot
filling task as well (Papanikolaou and Bennett,
2021). However, the work is limited to extracting
binary relationships (drug-drug, compound-drug
and compound-disease).

Early work on extracting information from text
describing clinical trials has focused on the clas-
sification of sentences into sections of papers de-
scribing Randomized Controlled Trials (RCTs), e.g.
Methods, Results, etc. (McKnight and Srinivasan,
2003; Hirohata et al., 2008; Chung, 2009). Such
systems tackle a very coarse-grained information
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Template Name #Slots Slots
Arm 7 AdverseEffect, FinalNumPatientsArm, Intervention, NumPatientsLeftArm, Num-

berPatientsArm, Outcome, RelFinalNumPatientsArm,
ClinicalTrial 15 analysesHealthCondition, AllocationRatio, AnalysisApproach, Arm, CTDesign,

CTduration, ConclusionComment, DiffBetweenGroups, EvidQualityIndicator, Fi-
nalNumberPatientsCT, NumPatientsLeftCT, NumberPatientsCT, ObjectiveDescrip-
tion, Population, RelNumPatientsLeftCT

DiffBetweenGroups 8 ConfIntervalDiff, DiffGroupAbsValue, DiffGroupRelValue, Outcome1, Outcome2,
PvalueDiff, StandardDevDiff, StandardErrorDiff

Endpoint 4 AggregationMethod, BaselineUnit, EndPointDescription, MeasurementDevice
Intervention 5 Duration, Frequency, Interval, Medication, RelativeFreqTime
Medication 6 ApplicationCondition, DeliveryMethod, DoseDescription, DoseUnit, DoseValue,

Drug
Outcome 26 BaselineValue, ChangeValue, ConfIntervalBL, ConfIntervalChangeValue, Con-

fIntervalNumAffected, ConfIntervalResValue, Endpoint, NumberAffected, Ob-
servedResult, PValueBL, PValueChangeValue, PValueNumAffected, PValueRes-
Value, PercentageAffected, RelativeChangeValue, ResultMeasuredValue, SdDe-
vBL, SdDevChangeValue, SdDevNumAffected, SdDevResValue, SdErrorBL, SdEr-
rorChangeValue, SdErrorNumAffected, SdErrorResValue, SubGroupDescription,
TimePoint

Population 7 in AvgAge, Country, Ethnicity, Gender, MaxAge, MinAge, Precondition
Publication 6 describes, Author, Journal, PMID, PublicationYear, Title

Table 1: Template types and corresponding slots

extraction task as they do not extract the actual con-
tent or results of a published RCT, but only extract
correspondences between content and the standard
sections used to describe a clinical trial in a pub-
lication. Such a sentence classification task can
support the indexation and thus retrieval of infor-
mation from a published RCT, but does not support
the use case we consider, i.e. the aggregation of
evidence across published trials.

Beyond the classification of sentences into sec-
tions of an article, other authors have considered
the classification of sentences into PICO elements,
that is classifying a sentence in a published clinical
trial with respect to whether it describes the Pop-
ulation, Intervention, Comparator or an Outcome
(Demner-Fushman and Lin, 2007; Chung, 2009;
Boudin et al., 2010; Jin and Szolovits, 2018). Such
approaches are able to extract information at a more
detailed granularity, but they still do not support
aggregation of evidence across studies as the mere
classification of sentences with respect to PICO
elements does not provide a semantic structure that
can be used to describe the key results of a study.

The work by Trenta et al. (2015) goes one step
further in that it tags spans of text in an RCT ab-
stract into the PICO classes, considering the fol-
lowing classes: patient group, intervention, arm,
control arm, measured outcome, etc. Trenta et al.
(2015) rely on maximum entropy models and use
integer linear programming to define constraints
on the classified tokens, e.g., such that Results can
not occur in the Methods section. They show that

their approach is able to extract evidence tables
from RCT abstracts. Yet, the different spans ex-
tracted are only indirectly related to each other
in the model of Trenta et al. (2015). This gap is
addressed by the approach of Nye et al. (2020),
which beyond extracting PICO elements (interven-
tion arms, outcome measures, results) also relates
the different snippets to each other, yielding a rela-
tional structure.

Inspired by the work of Trenta et al. (2015) as
well as Nye et al. (2020) we go one step further
in extracting a complete structured object from an
RCT abstract comprising of nine main template
types with overall 85 slots. To our knowledge,
this is thus the most fine-grained representation
that so far has been considered by an information
extraction system in the clinical domain.

3 Model

As already mentioned in the introduction, our pro-
posed model consists of a two-step architecture.
The first component, the entity extraction (EE)
module, identifies spans of slot filler candidates
(SFCs). We assume that we have a set of tem-
plate types T = t1, ..., t|L| which correspond to
the template types depicted in Table 1, where L
denotes the number of template types. We refer to
the slot j of template ti as si,j . The set of all slots
is S =

⋃
i,j{si,j} and the set of slots of template

type t is St =
⋃

j{st,j}.
The set of all SFCs extracted within an abstract

is denoted by E . Formally speaking, the entity
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extraction module implements a function fEE that
maps each slot filler candidate into a slot type, i.e.
fEE : E → S.

The second component, the template assignment
(TA) module, maps each slot filler to a particular in-
stance of a template. Hereby, we can have multiple
instances of a given template type. For instance, in
the general case a clinical study might describe mul-
tiple interventions, multiple endpoints and multiple
outcomes. We denote the i-th instance of template
t by T

(t)
i . The set of all template instances is thus

θ =
⋃{T (t)

i } and the number of template instances
of template type t is denoted by mt. The second
component thus realizes a function fTA : E → θ.
We denote the template type to which SFC ej has
been assigned to as yej .

Take the following sentence as an example:
Mean 24-h IOP with BTFC was significantly lower
than with latanoprost (18.9 vs 21.2 mmHg; p <
0.001). The first component would recognize the
spans 18.9 and 21.2 and map them both to the slot
type ResultMeasuredValue. Then the TA
module assignes these identifies SFCs to template
instances of type Outcome, together with other
SCFs extracted from other sentences.

Note that both modules fully specify a mapping
from entities detected in the clinical trial abstract
to fully instantiated templates, where fEE iden-
tifies and classifies text spans into slots and fEA

identifies the appropriate instance of a template.
We describe both modules in more detail sub-

sequently. In particular, as the assignment of text
spans to slots and template instances should not be
modelled completely independently, we introduce
an additional component that computes an overall
score for a given template instance that quantifies
the compatibility of the assigned text spans to all of
the slots of the template instance. These scores can
be regarded as factors as used in factor graph mod-
els (Kschischang et al., 2001). In order to reduce
the complexity, we model the interaction between
different slots in a pairwise fashion, limiting the
scope of these factors to two slots.

3.1 Entity Extraction Module

The entity extraction module identifies token spans
in the input document which either represent named
entities or literals. The extracted token spans are
later assigned to slots by the module described
in section 3.2. We represent documents D by a
sequence of sentences (s1, . . . , snS ) where each

sentence si in turn is represented by a sequence of
tokens (w

(si)
1 , . . . , w

(si)
nsi

) , where nS denotes the
number of sentences in document D and nsi de-
notes the number of tokens of sentence si. We
adopt the Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2019)
architecture for computing contextualized token
representations within the input document. A
BERT layer is a stack of K identical Transform-
ers (Vaswani et al., 2017) which captures pairwise
token dependencies via an attention mechanism.
Since most BERT implementations limit the length
of input sequences by kmax, we split the sequence
of sentences of the input document into nC subse-
quences (chunks) if the number of tokens of the
document exceeds this upper bound. We use the
special token [SEP ] to separate sentences within
a given chunk ci and prepend the special token
[CLS] to each chunk which allows for capturing
global context information for each chunk. The
output for chunk ci of the K-th Transformer of the
BERT layer is a sequence of contextualized vectors
h
(ci)
1 , . . . ,h

(ci)
nci
∈ Rdbert , where the vector h

(ci)
j

represents the j-th token of chunk ci, dbert denotes
the dimension of the BERT model and nci denotes
the number of tokens in chunk ci.

Entity extraction is implemented through two
dense layers which independently predict which
tokens are start and/or end positions of entities
which are referenced by a slot. This is achieved
by using the set of slots S as entity types. Then
the predicted entity type indirectly specifies the
type of the template the entity has to be assigned to
since no pair of template types shares the same set
of slots. More formally, the two dense layers are
given by

ŷ
(ci)
j,start = softmax(Wstarth

(ci)
j + bstart) (1)

ŷ
(ci)
j,end = softmax(Wendh

(ci)
j + bend) (2)

where Wstart,Wend ∈ R(|S|+1)×dbert ,
bstart,bend,∈ Rdbert .

The prediction of the slot is performed as fol-
lows:

ŷ
(ci)
j,start = argmax ŷ

(ci)
j,start

ŷ
(ci)
j,end = argmax ŷ

(ci)
j,end

At inference time we join the predicted start and
end positions by assigning the closest predicted end
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position pend of type t within the same sentence to
each predicted start position pstart of type t under
the constraint pstart <= pend.

Finally we compute a vector representation ek
for each extracted SFC ek by summing the vectors
hci
j of the corresponding start and end tokens of

the SFC, followed by a dense layer with a ReLu
activation function (Agarap, 2018).

3.2 Template Assignment Module
The TA module described in this section assigns
each SFC ej ∈ E extracted by the entity extraction
module to a template in θ. As we know the slot yej
that ej has been assigned to, the template type t of
yej determines the subset θt of template instances
in the set θ that ej can be assigned to. This reduces
the search space considerably and essentially al-
lows us to model the template assignment task as
the one of inducing a partition.

Let’s assume that SFCs are grouped into |L|
disjoint subsets E1, . . . , E|L| according to their type
t, that is:

Et = {ej ∈ E | yej ∈ St}, t ∈ L (3)

The task of template assignment can be reduced
to the task of partitioning each set Et into a partition
Pt = {T (t)

1 , . . . , T (t)
mt } of Et where each set T (t)

i

contains the SFCs assigned to template instance
T
(t)
i .
We call a partition Pt of the set Et valid if each

SFC ej ∈ Et is assigned to exactly one partition
T (t)
i ∈ Pt and we denote the set of all valid parti-

tions for the set Et as Ut.
We propose a pairwise intra-template entity com-

patibility optimization objective which measures
the joint compatibility of the SFCs within the sets
T (t)
i of a partition. Let q : E × E → [0, 1] de-

note the function which measures the compatibility
between two SFCs ej , ek, where q(ej , ek) = 1
means maximal compatibility and q(ej , ek) = 0
means minimal compatibility. Note that we as-
sume that q is symmetric in its arguments, i.e.,
q(ej , ek) = q(ek, ej). Then the mean pairwise en-
tity compatibility score h(T (t)

i ) for the set T (t)
i is

given by

h(T (t)
i ) =

1
mt!

2(mt−2)!

∑

ej ,ek∈T (t)
i ,j<k

q(ej , ek) (4)

and the compatibility score for partition Pt is the
sum of the mean pairwise compatibility scores of

each template set T (t)
i ∈ Pt:
∑

T (t)
i ∈Pt

h(T (t)
i ) (5)

Given these definitions, we seek the partition P̂t ∈
Ut which maximizes the compatibility score de-
fined by Eq. (5). Hence the optimization problem
proposed by our approach is given by

P̂t = arg max
Pt∈Ut

∑

T (t)
i ∈Pt

h(T (t)
i ) (6)

for all template types t ∈ L. For arbitrary large
entity sets Et, the sets Ut of valid partitions can
become very large because of the combinatorial
explosion, and hence finding the exact solution
of the optimization problem defined by Eq. (6)
can become intractable. Therefore we propose an
approximate optimization method based on beam
search which maintains a set B(z)t of nB candidate
solutions in each iteration z which are gradually re-
fined. We define a candidate solution i for template
type t as a pair (E(i)t ,P(i)

t ), where P(i)
t denotes the

candidate partition and E(i)t ⊆ Et denotes the set of
entities of that candidate solution which are not yet
assigned to any template set T (t)

i ∈ P(i)
t . In each

iteration z, we compute all successors of all can-
didate solutions (E(i)t ,P(i)

t ) ∈ B(z)t by assigning
an entity ej ∈ E(i)t to a template set T (t)

i ∈ P(i)
t ,

which yields a set of new candidate solutions B̃(z)t .
Next we rank all candidate solutions in B̃(z)t by
computing the mean intra-template entity compat-
ibility score defined by Eq (5) for each candidate
partition of the respective candidate solutions and
keep only the best nB ones, which yields the new
beam B(z+1)

t for the next iteration. After all entities
for template type t have been assigned to a tem-
plate after Z iterations, the partitionP(i)

t of the best
ranked final candidate solution (E(i)t ,P(i)

t ) ∈ B(Z)
t

is returned. The initial seed sets B(0)t of candidate
solutions for each template type t are given by

B(0)t = {(Et, {T (t)
i }mt

i=1)}, T (t)
i = {} (7)

More details of the optimization procedure can be
found in algorithm 1.

We implement the pairwise entity compatibility
function q(ei, ej) through summing the vector rep-
resentations ei and ej of the corresponding entities
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Data: Set of SFCs E ; entity compatibility function g;
beam size nB

Result: Partitions Pi, . . . ,P|L|
for t ∈ L do

Compute set of SFCs Et for template type t by
Eq. (3)

Compute beam seed set B(0)
t defined by Eq. (7)

z ← 0
for i ∈ {1, . . . , |Et|} do

Initialize set of successor candidate
solutions B̃(z)

t as empty set
for (E(i)t ,P(i)

t ) ∈ B(z)
t do

for ek ∈ E(i)t do
for T (t)

j ∈ P(i)
t do

Remove ek from E(i)t which
yields the set Ẽ(i)t

Add ek to set T (t)
j which

yields T̃ (t)
j

Replace T (t)
j in P(i)

t by T̃ (t)
j

which yields P̃(i)
t

Add new candidate solution
(Ẽ(i)t , P̃(i)

t ) to set B̃(z)
t

end
end

end
Rank all candidate solutions in B̃(z)

t by Eq.
(5)

Keep the best ranked nB candidate solutions
from B̃(z)

t which yields new batch B̃(z)
t

z ← z + 1
end
Get best ranked candidate solution (Ê(i)t , P̂(i)

t )

from B(|Et|)
t

Pt ← P̂(i)
t

end
Algorithm 1: Pseudo-code of our proposed ap-
proximate optimization method for maximizing
the mean intra-template entity compatibility
when assigning the extracted entities to tem-
plates

followed by a dense layer with sigmoid activation
function. More formally:

q̂(ei, ej) = σ(wcomp ⊙ (ei + ej) + bcomp) (8)

where wcomp ∈ Rdbert , bcomp ∈ R and ⊙ denotes
the scalar product of two vectors.

3.3 Model Training

We train the model in end-to-end fashion by jointly
minimizing the loss of the EE module and the TA
module. The loss LEE of the EE module is given
by the cross entropy between the predicted SFC
start position ŷ

(ci)
j,start and ground truth SFC start

position y
(ci)
j,start plus the cross entropy between

predicted SFC end positions ŷ(ci)
j,end and the ground

truth SFC end positions y(ci)
j,end.

The loss LTA of the TA module is given by the
cross entropy between the ground truth compatibil-
ity scores q∗(ei, ej) and the predicted compatibility
scores q̂(ei, ej) for all pairs of SFCs (ei, ej) in a
given training set. If two SFCs ei are assigned
to the same template instance in the gold standard,
then q∗(ei, ej) = 1, otherwise q∗(ei, ej) = 0, Note
that we only consider pairs of slot-filler candidates
which are assigned to the same template type.

The complete model is trained by minimizing the
loss LEE +LTA with respect to model parameters
which are given by the parameters of the BERT
encoder, the parameters of the dense layers defined
by (1), (2), (8) and the parameters of the layer
which is used to compute the vector representation
ek of the SFCs.

4 Experiments

We conduct experiments on two public datasets
(Sanchez-Graillet et al., 2021) which contain RCT
abstracts from the Glaucoma and Type 2 Diabetes
Mellitus (T2DM) domain, respectively. The cor-
pora of both datasets are annotated at two levels: At
the first level, salient entities which describe com-
ponents of the PICO elements are annotated. The
second level comprises template-based annotations
of complex PICO elements and their interactions.

4.1 Experimental Setting

In all our experiments, we use a BERT model pre-
trained on biomedical and life sciences literature
abstracts 1. We use the same train/validation/test
split as in (Sanchez-Graillet et al., 2021), Table 2
shows the number of abstracts included in the train,
validation and test sets of the respective datasets.
All models are trained with the AdamW optimizer
(Loshchilov and Hutter, 2017) for 30 epochs with
an inital learning rate of 3 ∗ 10−5 and with a lin-
ear warm-up phase over the first 10% of training
steps. Further, we use batches of exactly one ab-
stract and set the beam size of the intra-template
compatibility optimization algorithm depicted in 1
to 50.

We score a predicted SFC as correct if there is
a SFC in the corresponding sentence in the test set
with the same label, start and end position. Further,
we use the Hungarian algorithm (Kuhn, 1955) for
aligning predicted and ground truth templates for

1https://tfhub.dev/google/experts/bert/pubmed/2
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Table 2: Number of abstracts in the train, validation and test sets

# Abstracts training set # Abstracts validation set # Abstracts test set
Glaucoma 69 17 21
T2DM 68 16 20

each template class, using the pairwise micro F1 as
optimization objective.

As a baseline, we implement a greedy assign-
ment approach to assign SFCs to template in-
stances: Given the set Et of extracted SFCs for
template type t, we repeatedly loop over the tem-
plate instances T k

t , randomly pick a SFC from ET ,
assign this entity to T k

t and remove it from Et. This
is repeated until the set Et is empty, i.e., all SFCs
for template type t have been assigned.

4.2 Results

Extraction of slot filler candidates: Our ap-
proach can extract 37 types of slot filler candi-
dates (see Table 1). The results in terms of Pre-
cision, Recall and F-Measure for all slot types are
given in Table 8 in the Appendix. Overall, the
model yields a micro-averaged F-Measure of 0.80
(P=0.80, R=0.73) on the Glaucoma dataset as well
as F=0.76 (P=0.80, R=0.73) on the T2DM dataset.
Table 3 shows the top 10 slot types with the best
extraction results. Similarly, table 4 shows the five
slot types with the worst prediction results.

Template extraction: Table 8 in the Appendix
shows the prediction results of the SFCs on the
Glaucoma and T2DM test sets. The entries "-" in-
dicate that the corresponding slots are not used in
the respective data set. Table 5 shows the aggre-
gated results over each template type by averaging
the F-values for all slots of the corresponding tem-
plate. Note that Table 5 only contains template
types which could have more than one instance,
whereas Table 1 shows all template types. Over-
all, our proposed model yields a micro F1 score of
62.27% on the Glaucoma corpus and 64.38% on
the T2DM corpus, with a gain of 6,34% in micro-
averaged F1 compared to greedy assignment on
the Glaucoma dataset and 3,95% on the T2DM
dataset, showing the superiority of our proposed
intra-template entity compatibility (ITC) algorithm.
For both datasets, the instances of template Arm are
extracted best with mean F1 of 91% and 93% on
the Glaucoma and T2DM dataset, respectively. The
templates types that have the worst performance are
Endpoint for the Glaucoma dataset (mean F=48%)

Table 3: Top 10 slot types for the Glaucoma and T2DM
datasets

Slot Name F1

Glaucoma
PMID 1.00
PublicationYear 1.00
RelativeChangeValue 1.00
SdErrorChangeValue 1.00
Title 0.94
SdDevResValue 0.94
NumberPatientsCT 0.93
ChangeValue 0.92
HealthCondition 0.91
NumberPatientsArm 0.91

T2DM
NumberAffected 1.00
PMID 1.00
PublicationYear 1.00
Journal 0.97
PercentageAffected 0.95
Author 0.94
NumberPatientsArm 0.93
NumberPatientsCT 0.93
ChangeValue 0.90
CTDesign 0.88

Table 4: Slot types with the worst prediction results for
the Glaucoma and T2DM datasets

Slot Name F1

Glaucoma
ObservedResult 0.00
Drug 0.27
Precondition 0.28
PointDescription 0.32
ObjectiveDescrip- 0.49

T2DM
ConfIntervalDiff 0.00
ObservedResult 0.00
SdDevChangeValue 0.25
SdDevBL 0.38
Precondition 0.41
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Table 5: Aggregated slot-filling results (mean F1 and overall micro F1) (ITC=Intra-Template Compatibility)
Glaucoma T2DM

Greedy Assignment ITC Greedy assignment ITC
DiffBetweenGroups 0.58 0.64 0.47 0.48
Arm 0.85 0.91 0.93 0.93
Intervention 0.53 0.73 0.68 0.58
Medication 0.89 0.89 0.57 0.77
Outcome 0.41 0.61 0.47 0.44
Endpoint 0.51 0.48 0.56 0.60
Micro Average 0.56 0.62 0.60 0.64

and Outcome for the T2DM dataset (mean F=44%).
On the Glaucoma dataset, for four out of six

template types, our proposed ITC algorithm yields
better performance than the greedy assignment in
terms of mean F1, for one template type (Medi-
cation) the performance is equal and for one out
of six template types the performance is worse.
On the T2DM dataset, for three out of six tem-
plate types our ITC algorithm performs better than
greedy assignment, for one template type (Arm)
the performance is equal and and for two out out
six template types the performance is worse.

We also conducted a study simulating perfect en-
tity extraction by performing the second step with
gold standard SFCs. The results in Table 6 show
that results are significantly better with perfect SFC
identification, yielding an increase of more than
0.20 points in micro averaged F-Measure for the
Glaucoma dataset and more than 0.15 points on the
T2DM dataset. This shows the importance of good
entity recognition and extraction models.

Table 7 shows the effect of the beam size on the
template extraction results. Overall, we see that the
beam size has a negligible effect on the results.

Case study: As a case study, we compare the
predicted structure to the gold standard structure
for one published clinical trial in the test set of the
T2DM corpus. We cherry pick the study with the
best results in terms of micro-averaged F1, that is
F1 = 0.85. The selected paper is the publication
by Shankar et al. (2017). Table 10 contrasts the in-
stances of templates specified in the gold standard
vs. the instances of templates extracted by our ap-
proach. Overall, the results are very good, clearly
showing the potential of our approach and hinting
at the fact that the task can be solved to a satisfac-
tory extent. Regarding the Population studied in
the paper, our method can extract a corresponding

condition, but is not able to explicitly extract the
countries in which the population was recruited
(USA, Australia). With except of the health condi-
tion (type 2 diabetes mellitus), all other elements
describing the characteristics of the Clinical Trial
are extracted correctly. Most of the relevant end-
points are extracted correctly, albeit not always the
correct units are extracted. Two endpoints are con-
flated into one: fasting plasma glucose and 2 - h
post - meal glucose with the result that one end-
point has a unit (mg/dl) but no endpoint description.
The medications for the two arms (sinagliptin vs.
placebo) are extracted correctly. The dose value
of sinagliptin is mistaken for the dose value of the
placebo unfortunately. Most of the outcome val-
ues are extracted correctly, but the percentage of
patients affected is not extracted. The p values re-
porting significance of results when comparing the
two arms / groups are extracted perfectly.

Table 11 shows the instances of templates speci-
fied in the gold standard vs. the instances of tem-
plates extracted by our approach for the abstract
from the T2DM test set with the worst prediction
result in terms of micro F1 = 0.57. The corre-
sponding publication can be found in (Klein et al.,
2014). Although our system gets the Publication
metadata, the Clinical Trial design, Arms and Med-
ications right to a great extent, it makes a number
of important errors in the categories Endpoints and
Outcomes.

5 Conclusion

We have presented a twp-step neural architecture
based on a transformer model that can induce a
structured representation from an abstract describ-
ing a Randomized Controlled Trial (RCT). The
architecture performs extraction of candidate slot
fillers as a first step by identifying spans of 37
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Table 6: Aggregated slot-filling results comparing the settings with perfect entity recognition using gold standard
entity annotations and entity recognition by our model (mean F1 and overall micro F1)

Glaucoma T2DM
Ground Truth SFCs Predicted SFCs Ground Truth SFCs Predicted SFCs

DiffBetweenGroups 0.87 0.64 0.77 0.48
Arm 1.00 0.91 1.00 0.93
Intervention 0.83 0.73 1.00 0.58
Medication 0.92 0.89 0.93 0.77
Outcome 0.69 0.61 0.59 0.44
Endpoint 0.90 0.48 0.82 0.60
Micro Average 0.83 0.62 0.81 0.64

Table 7: Effect of the beam size on template extraction results (mean F1 and overall micro F1)

Glaucoma T2DM
10 20 30 40 50 10 20 30 40 50

DiffBetweenGroups 0.64 0.60 0.60 0.60 0.64 0.50 0.48 0.48 0.47 0.48
Arm 0.91 0.91 0.91 0.91 0.91 0.93 0.93 0.93 0.93 0.93
Intervention 0.73 0.73 0.73 0.73 0.72 0.58 0.58 0.58 0.58 0.58
Medication 0.89 0.89 0.89 0.89 0.77 0.77 0.79 0.79 0.77 0.77
Outcome 0.58 0.61 0.57 0.56 0.61 0.42 0.43 0.42 0.43 0.44
Enpoint 0.48 0.48 0.48 0.48 0.48 0.62 0.61 0.60 0.62 0.60
Micro Average 0.62 0.62 0.62 0.62 0.62 0.64 0.64 0.64 0.64 0.64

different classes. At a second step, it assigns the
extracted candidate slot fillers into nine main tem-
plates. We have shown that our approach can ex-
tract candidate slot fillers reliably, yielding micro
F-Measures of 76.21% and 76.49% on our Glau-
coma and T2DM dataset, respectively. In terms
of extraction of templates, our approach yields mi-
cro F-measures of 62.27% and 64.38% averaged
over all slots on our Glaucoma and T2DM dataset,
respectively. The structure of our templates is in-
spired by the C-TrO ontology (Sanchez-Graillet
et al., 2019) and induces the most fine-grained and
accurate representation of a published RCT that
has been considered so far by any information ex-
traction system. In future work we intend to show
that our information extraction approach indeed
supports the aggregation of results across clinical
trials. Further, we plan to use the intra-template
compatibility scores to infer the number of tem-
plate instance for template types which could have
several instances. This can be regarded as an ad-
ditional layer on top of our proposed optimization
algorithm. In addition, we plan to predict links
between template instances.
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A Supplementary Material

Table 8: Results of the slot-filler candidate extraction on the Glaucoma and T2DM test sets

Glaucoma T2DM
Slot Name Precision Recall F1 Precision Recall F1

analysesHealthCondition 0.97 0.86 0.91 0.64 0.58 0.61
Author 1.00 1.00 1.00 0.88 1.00 0.94
BaselineUnit 0.62 0.48 0.54 0.81 0.81 0.81
BaselineValue 0.90 0.67 0.77 0.80 0.60 0.69
CTDesign 0.76 0.83 0.79 0.85 0.91 0.88
CTduration 0.84 0.94 0.89 0.80 0.84 0.82
ChangeValue 0.97 0.88 0.92 0.90 0.90 0.90
ConclusionComment 0.85 0.79 0.81 0.83 0.31 0.45
ConfIntervalDiff - - - 0.00 0.00 0.00
Country 0.81 0.89 0.85 0.89 0.44 0.59
DiffGroupAbsValue 0.75 0.67 0.71 0.84 0.70 0.76
DoseUnit 0.61 0.82 0.70 0.84 0.80 0.82
DoseValue 0.72 0.68 0.70 0.87 0.73 0.80
Drug 0.40 0.21 0.27 0.84 0.76 0.80
EndPointDescription 0.32 0.33 0.32 0.68 0.80 0.74
Frequency 0.89 0.71 0.79 0.71 0.57 0.63
Journal 0.76 0.76 0.76 1.00 0.95 0.97
NumberAffected 0.63 1.00 0.77 1.00 1.00 1.00
NumberPatientsArm 0.88 0.94 0.91 1.00 0.87 0.93
NumberPatientsCT 0.93 0.93 0.93 0.93 0.93 0.93
ObjectiveDescription 0.56 0.43 0.49 0.50 0.44 0.47
ObservedResult 0.00 0.00 0.00 0.00 0.00 0.00
PMID 1.00 1.00 1.00 1.00 1.00 1.00
PValueChangeValue 0.50 0.75 0.60 0.83 0.45 0.59
PercentageAffected 0.82 0.95 0.88 0.96 0.94 0.95
Precondition 0.42 0.22 0.29 0.57 0.32 0.41
PublicationYear 1.00 1.00 1.00 1.00 1.00 1.00
PvalueDiff 0.49 0.68 0.57 0.82 0.94 0.88
RelativeChangeValue 1.00 1.00 1.00 - - -
RelativeFreqTime 0.44 0.67 0.53 - - -
ResultMeasuredValue 0.85 0.79 0.82 0.75 0.95 0.84
SdDevBL 1.00 0.67 0.80 0.60 0.27 0.38
SdDevChangeValue 0.89 0.67 0.76 0.22 0.29 0.25
SdDevResValue 0.87 1.00 0.93 0.41 1.00 0.58
SdErrorChangeValue 1.00 1.00 1.00 - - -
TimePoint 0.60 0.71 0.65 0.63 0.57 0.60
Title 1.00 0.88 0.94 0.77 0.77 0.77
micro average: 0.80 0.73 0.76 0.80 0.73 0.77
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Table 9: F1 scores of the assignment of slot-filler candidates to template instances on the Glaucoma and T2DM test
sets. The ITC (Intra-Template Compatibility) columns show the results of our proposed method

Glaucoma T2DM
Slot Name Greedy Assignment ITC Greedy Assignment ITC

DiffBetweenGroups
ConfIntervalDiff - - 0.00 0.00
PvalueDiff 0.57 0.57 0.83 0.83
DiffGroupAbsValue 0.59 0.71 0.58 0.62
mean 0.58 0.64 0.47 0.48

Arm
NumberPatientsArm 0.85 0.91 0.93 0.92
mean 0.85 0.91 0.93 0.93

Intervention
Frequency 0.79 0.79 0.68 0.58
RelativeFreqTime 0.27 0.67 - -
mean 0.53 0.73 0.68 0.58

Medication
Drug 0.37 0.34 0.73 0.83
DoseValue 0.70 0.65 0.46 0.63
DoseUnit 0.71 0.79 0.49 0.87
mean 0.89 0.89 0.57 0.77

Outcome
ResultMeasuredValue 0.44 0.41 0.61 0.56
TimePoint 0.55 0.50 0.55 0.35
PValueChangeValue 0.40 0.42 0.59 0.59
PercentageAffected 0.65 0.65 0.72 0.89
SdErrorChangeValue 0.29 1.00 - -
BaselineValue 0.39 0.69 0.34 0.46
SdDevBL 0.56 0.80 0.25 0.13
RelativeChangeValue 0.00 1.00 - -
ChangeValue 0.79 0.73 0.73 0.71
SdDevResValue 0.37 0.74 0.42 0.42
NumberAffected 0.46 0.46 0.88 0.50
SdDevChangeValue 0.48 0.57 0.13 0.25
ObservedResult 0.00 0.00 0.00 0.00
mean 0.41 0.61 0.47 0.44

Endpoint
EndPointDescription 0.29 0.28 0.56 0.63
BaselineUnit 0.73 0.68 0.55 0.57
mean 0.51 0.48 0.60 0.64
micro average 0.56 0.62 0.60 0.64
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Gold Standard Predicted
Population

Country usa, australia
Precondition chinese patients with type 2 diabetes

mellitus receiving stable insulin therapy
alone or in combination with metformin

patients with inadequate glycemic con-
trol on insulin ( glycated hemoglobin
(hba1c) at 7.5% and at 11% )

Publication
Author shankar rr | bao y | han p | hu j | ma j |

peng y | wu f | xu l | engel ss | jia w
engel ss | shankar rr | bao y | han p | hu j
| ma j | peng y | wu f | xu l | jia w

Journal j diabetes investig j diabetes invest ig .
PMID 27740719 27740719
PublicationYear 2017 2017
Tile sitagliptin added to stable insulin ther-

apy with or without metformin in chi-
nese patients with type 2 diabetes .

sitagliptin added to stable insulin ther-
apy with or without metformin in chi-
nese patients with type 2 diabetes .

Clinical Trial
healthCondition type 2 diabetes mellitus
Design randomized randomized
Duration 24 weeks 24 weeks
NumberPatients 467 467
ObjectiveDescription we evaluated the tolerability and efficacy

of the addition of sitagliptin in chinese
patients with type 2 diabetes mellitus
receiving stable insulin therapy alone or
in combination with metformin.

we evaluated the tolerability and efficacy
of the addition of sitagliptin in chinese
patients with type 2 diabetes mellitus
receiving stable insulin therapy alone or
in combination with metformin .

Endpoints
BaselineUnit: %
EndPointDescription hba1c hba1c
EndPointDescription hba1c of < 7.0% hba1c of < 7.0%
BaselineUnit mg / dl mg / dl
EndPointDescription 2 - h post - meal glucose fasting plasma glucose, 2 - h post - meal

glucose
BaselineUnit mg / dl mg/dl
EndPointDescription fasting plasma glucose
BaselineUnit mg / dl
EndPointDescription hypoglycemia ( symptomatic or asymp-

tomatic)
hypoglycemia

BaselineUnit:
EndPointDescription bodyweight bodyweight

Medications
DoseUnit mg mg
DoseValue 100
Drug sitagliptin sitagliptin
DoseUnit 100
DoseValue
Drug placebo placebo

Outcomes
ChangeValue 0.7
ChangeValue 0.3 0.3
PercentageAffected 16
TimePoint week 24 week 24
PercentageAffected 8
ChangeValue 26.5 26.5
ChangeValue 14.4 14.4
ChangeValue 10.7 10.7
NumberAffected 64
PercentageAffected 27.4 27.4
NumberAffected 51
PercentageAffected 21.9 21.9, 8
ObservedResult neither group had a significant change

from baseline in bodyweight.
Differences between groups

PvalueDiff p < 0.001 p < 0.001
PvalueDiff p = 0.013 p = 0.013
PvalueDiff p < 0.001 p < 0.001

Table 10: Predicted and gold standard structures for the abstract of the clinical trial described in Shankar, R Ravi et
al. “Sitagliptin added to stable insulin therapy with or without metformin in Chinese patients with type 2 diabetes.”
Journal of diabetes investigation vol. 8,3 (2017): 321-329. doi:10.1111/jdi.12585; within one template type,
horizontal lines separate different instances of the same template type191



Gold Standard Predicted
Population

AvgAge 14 . 8
Country ohio
MaxAge 17
MinAge 10
Precondition youth treated with diet / exercise alone

or with metformin and having a hemoglo
bin a1c ( hba1c ) level of 6 . 5 - 11 %;
youth

Publication
Author battelino t; arslanian s; jacobsen lv; chat-

terjee dj; klein dj; hale pm
lopez x; neufeld n; battelino t; blumer j;
arslanian s; bone m; randell t; jacobsen
lv; chatterjee dj; hazan l; ferry r; chris-
tensen m; tsalikian e; toltzis p; de schep-
per j; wadwa rp; wintergerst k; klein dj;
barrett t; hale pm

Journal diabetes technol ther . diabetes technol ther .
PMID 25036533 25036533
PublicationYear 2014 2014

Clinical Trial
analysesHealthCondition type 2 diabetes type 2 diabetes
CTDesign randomized | double - blind randomized
CTduration 5 weeks 5 weeks

Arms
NumberPatientsArm 14 14
NumberPatientsArm 7 7

Endpoints
EndPointDescription severe hypoglycemia hba1c
EndPointDescription gastrointestinal aes
EndPointDescription hba1c
BaselineUnit % %
EndPointDescription body weight
BaselineUnit kg kg

Medications
DoseUnit mg mg
Drug liraglutide placebo | liraglutide

Outcomes
ObservedResult no serious adverse events
hasSdDevBL 35 . 6
ObservedResult were most common at lower liraglutide

doses during dose escalation .
TimePoint 5 weeks
ResultMeasuredValue 12
BaselineValue 113 . 2
ResultMeasuredValue 1 . 7 1 . 7 | 0 . 3
ChangeValue 0 . 86 0 . 86
TimePoint 5 weeks
ChangeValue 0 . 04 0 . 50 | 0 . 04
ChangeValue 0 . 50
BaselineValue 8 . 1
ChangeValue 0 . 54 0 . 54

Differences between groups
hasPvalueDiff p = 0 . 9703 p = 0 . 9703
hasPvalueDiff p = 0 . 0007 p = 0 . 0007

Table 11: Predicted and gold standard structures for the abstract of the clinical trial described in Klein, David J
et al. "Liraglutide’s safety, tolerability, pharmacokinetics, and pharmacodynamics "pediatric type 2 diabetes: a
randomized, double-blind, placebo-controlled trial" Diabetes technology & therapeutics vol. 16,19 (2014): 679-687.
doi:10.1089/dia.2013.0366; within one template type, horizontal lines separate different instances of the same
template type; "|" separates SFCs
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Abstract

This work presents the first large-scale biomed-
ical Spanish language models trained from
scratch, using large biomedical corpora con-
sisting of a total of 1.1B tokens and an EHR
corpus of 95M tokens. We compared them
against general-domain and other domain-
specific models for Spanish on three clinical
NER tasks. As main results, our models are
superior across the NER tasks, rendering them
more convenient for clinical NLP applications.
Furthermore, our findings indicate that when
enough data is available, pre-training from
scratch is better than continual pre-training
when tested on clinical tasks, raising an excit-
ing research question about which approach is
optimal. Our models and fine-tuning scripts are
publicly available at HuggingFace and GitHub.

1 Introduction and Background

The success of Transformer-based models in the
general domain (Devlin et al., 2019) soon en-
couraged the development of language models for
domain-specific scenarios (Chalkidis et al., 2020;
Gutiérrez-Fandiño et al., 2021; Tai et al., 2020;
Araci, 2019; Lee and Hsiang, 2019). Specifically,
in the biomedical domain, there has been a prolif-
eration of models (Peng et al., 2019; Beltagy et al.,
2019; Alsentzer et al., 2019; Gu et al., 2021) since
the first BioBERT (Lee et al., 2019) model was
published. Unfortunately, there is still a significant
lack of biomedical and clinical models in languages
other than English, despite the increasing efforts of
the NLP community (Névéol et al., 2014; Schnei-
der et al., 2020). Consequently, general-domain
pre-trained language models supporting Spanish,
such as mBERT (Devlin et al., 2019) and BETO
(Cañete et al., 2020), have been often used as a
proxy to build domain-specific systems in the ab-
sence of genuine alternatives. For instance, Sun
and Yang (2019) used mBERT and BioBERT on
the PharmaCoNER (Gonzalez-Agirre et al., 2019)

dataset, using a fine-tuning strategy aimed to maxi-
mize the results.

Very recently, new pre-trained clinical language
models for Spanish have been published (López-
García et al., 2021) by further pre-training the
mBERT, BETO and XLM-RoBERTa (Conneau
et al., 2020) models with a corpus of Spanish clini-
cal cases with about 64M tokens. In our work, we
go one step further to address the language gap for
Spanish and train two Transformer-based language
models from scratch. We employed biomedical and
clinical corpora (including clinical texts) gathered
by ourselves. We evaluated our models with three
different Named Entity Recognition (NER) tasks,
since NER constitutes a core task in many clinical
NLP scenarios. They obtained significant gains
over the general-domain models, and matched or
outperformed the domain-specific models in all
tasks.

2 Corpora

We built two corpora of very different sizes and
nature: an Electronic Health Record (EHR) corpus
and a biomedical one. The EHR corpus contains
95M tokens from more than 514k clinical docu-
ments (including discharge reports, clinical course
notes and X-ray reports). The biomedical corpus
includes Spanish data from a variety of sources
for a total of 1.1B tokens across 2,5M documents,
namely:

• Medical crawler:1 Crawler of more than
3,000 URLs belonging to Spanish biomedi-
cal and health domains (Carrino et al., 2021).

• Clinical cases misc.: A miscellany of medical
content, essentially clinical cases. Note that a
clinical case report is different from a scien-
tific publication where medical practitioners
share patient cases and it is also different from
a clinical note or document.

1https://zenodo.org/record/4561970
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• Scielo:2 Scientific publications written in
Spanish crawled from the Spanish SciELO
server in 2017.

• BARR2 Background:3 Biomedical Abbrevi-
ation Recognition and Resolution (BARR2)
containing Spanish clinical case study sec-
tions from a variety of clinical disciplines.

• Wikipedia (Life Sciences): Wikipedia ar-
ticles crawled on 04/01/2021 with the
Wikipedia API python library4 starting from
the "Ciencias_de_la_vida" category up to a
maximum of 5 subcategories. Multiple links
to the same article are discarded to avoid re-
peated content.

• Patents: Google Patent in Medical Domain
for Spain (Spanish). The accepted codes
(Medical Domain) for JSON files of patents
are: "A61B", "A61C","A61F", "A61H",
"A61K", "A61L","A61M", and "A61P".

• EMEA:5 Spanish-side documents extracted
from parallel corpora made out of PDF docu-
ments from the European Medicines Agency.

• Mespen (MedlinePlus):6 Spanish-side arti-
cles extracted from a collection of Spanish-
English parallel corpus consisting of biomedi-
cal scientific literature. The collection of par-
allel resources are aggregated from the Med-
linePlus source.

• PubMed: Open-access Spanish abstracts
from the PubMed repository crawled in 2017.

For each biomedical resource, we applied a
cleaning pipeline with customized operations de-
signed to read data in different formats, split it into
sentences, detect the language, remove noisy and
ill-formed sentences, deduplicate and eventually
output the data with their original document bound-
aries. Finally, to remove repetitive content, we
concatenated the entire corpus and deduplicated it
again, obtaining about 1.1B words. These prepro-
cessing steps were applied to all data except the
EHR corpus, which was left in its original form.
Table 1 shows detailed statistics of each component
of the corpus.

2https://zenodo.org/record/2541681
3https://temu.bsc.es/BARR2/downloads/

background_set.raw_text.tar.bz2
4https://github.com/martin-majlis/

Wikipedia-API/
5http://opus.nlpl.eu/download.php?f=

EMEA/v3/moses/en-es.txt.zip
6https://zenodo.org/record/3562536

Source No. tokens
Medical crawler 903,558,136
Clinical cases misc. 102,855,267
EHRs documents∗ 95,267,204
Scielo 60,007,289
BARR2 Background 24,516,442
Wikipedia (Life Sciences) 13,890,501
Patents 13,463,387
EMEA 5,377,448
Mespen (MedlinePlus) 4,166,077
PubMed 1,858,966

Table 1: List of individual sources in the training cor-
pora. The number of tokens refers to white-spaced
tokens on cleaned untokenized text. Documents from
the EHR corpus are marked with an asterisk.

3 Models Pre-training

The models presented in this work were pre-trained
from scratch employing a RoBERTa (Liu et al.,
2019) base model with 12 self-attention layers. Fol-
lowing the original training, we only used Masked
Language Modeling (MLM) as the pre-training ob-
jective with Subword Masking (SWM), as in (Liu
et al., 2019).

We tokenized the training corpus with the Byte-
Level BPE algorithm (Radford et al., 2019), em-
ployed in the original RoBERTa, and learned a
vocabulary of 50,262 tokens.

We run the training for 48 hours on 16 NVIDIA
V100 GPUs of 16GB VRAM, using Adam opti-
mizer (Kingma and Ba, 2015) with a peak learn-
ing rate of 0.0005, 10,000 warm-up steps and an
effective batch size of 2,048 sentences.7 Other
hyper-parameters were left in their default values
as in the original RoBERTa training configuration.
Training was performed at the document level, pre-
serving document boundaries.8 We performed a
train-validation split based on the number of doc-
uments, choosing a total of 2,000 documents for
the validation set, corresponding to less than 1% of
the entire corpus’ documents. We then select the
model with the lowest perplexity on the validation
set as the best model.

We used the corpora described in the pre-
vious section to produce two RoBERTa mod-
els: a biomedical language model training

7Through gradient accumulation as implemented in
Fairseq (Ott et al., 2019)

8We believe document-level training may be crucial to
promote the modelling of long-range dependencies and push
the model towards the comprehension of entire documents.
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only with the so-called biomedical resources
(bsc-bio-es),9 and a BIO-EHR language
model that uses both the biomedical and EHR cor-
pus (bsc-bio-ehr-es).10 We trained the latter
model, the biomedical-EHR, to assess if adding a
relatively small EHR data to a large-scale corpora
has a positive impact on real-world clinical NLP
tasks.

4 NER Fine-tuning

We tested and evaluated our models by fine-tuning
the NER task, a key component of information ex-
traction tasks in the clinical domain. Indeed, we
used it as a testbed to evaluate the effectiveness of
our pre-trained models. Following the usual fine-
tuning method, employed both for general-domain
models (Devlin et al., 2019; Liu et al., 2019) and
domain-specific ones (Lee et al., 2019), we added a
standard linear layer as a token classification head,
and the BIO tagging schema (Sang and Buchholz,
2000) to solve the NER tasks. During fine-tuning,
both the pre-trained model and the classification
layer’s parameters are learned with stochastic gra-
dient descent. We used an Adam (Kingma and
Ba, 2015) optimizer and searched for an optimal
learning rate out of [8e-6, 1e-5, 2e-5, 3e-5, 5e-
5] with linear decay and no warm-up steps. We
used a batch size of 32 sequences with a maximum
length of 512 tokens and a gradient accumulation
of 2 steps, resulting in a total batch size of 64.
We trained each configuration using three random
seeds. The rest of hyper-parameters were left to the
default values of HuggingFace’s codebase (Wolf
et al., 2019). The complete list of hyper-parameter
values is displayed in Appendix B.

We applied this fine-tuning strategy to three dif-
ferent NER datasets. The first two use annotations
on curated medical data (clinical cases extracted
from medical literature), whereas the last one
uses medical records from the ICTUSnet project.11

More details are given below.
PharmaCoNER (Gonzalez-Agirre et al., 2019)

is a track on chemical and drug mention recognition
from Spanish medical texts. The authors compiled
a manually classified collection of clinical case
report sections derived from open access Spanish
medical publications, named the Spanish Clinical

9https://huggingface.co/PlanTL-GOB-ES/
bsc-bio-es

10https://huggingface.co/PlanTL-GOB-ES/
bsc-bio-ehr-es

11https://ictusnet-sudoe.eu/es/

Case Corpus (SPACCC). The corpus contained a
total of 1,000 clinical cases and 396,988 words and
was manually annotated, with a total of 7,624 entity
mentions, corresponding to four different mention
types.12

CANTEMIST (Miranda-Escalada et al., 2020)
is a shared task focused on named entity recogni-
tion of tumor morphology, in Spanish. The CAN-
TEMIST corpus13 is a collection of 1,301 oncolog-
ical case reports written in Spanish, with a total of
63,016 sentences and 1,093,501 tokens.

The ICTUSnet dataset consists of 1,006 hospi-
tal discharge reports of patients admitted for stroke
from 18 different Spanish hospitals. It contains
more than 79,000 annotations for 51 different vari-
ables. The dataset is part of the ICTUSnet project,
whose main objective was the development of an
information extraction system to support domain
experts when identifying relevant information in
discharge reports.

Finally, we remark that our main goal is a head-
to-head comparison between different models to
assess the best model pre-training choice. We were
not aiming at maximizing results on the NER tasks
and therefore we decided not to use sophisticated
classification layers that might improve the perfor-
mances, such as Conditional Random Field (Laf-
ferty et al., 2001) layers on top of Bidirectional
Long Short-Term Memory Recurrent Networks
(Panchendrarajan and Amaresan, 2018). We ar-
gue that a simpler token classification layer better
evaluates the quality of model representations than
a task-specific layer. Unlike Sun and Yang (2019),
where authors fine-tuned for 200 epochs (obtain-
ing the best results using 100 epochs), we limit
the fine-tuning to 20 epochs, and we do not merge
the train and development sets in order to improve
the results. We consider that fine-tuning for 200
epochs goes against the pre-training/fine-tuning
philosophy that states that fine-tuning should be
a relatively inexpensive step (Devlin et al., 2019),
and also that fine-tuning for less epochs evaluates
better the pre-training strategy.

5 Evaluation and Results

Each fine-tuning was executed on 4 NVIDIA V100
GPUs of 16GB VRAM. It took around 0.5, 1 and

12For a detailed description, see https://temu.bsc.
es/pharmaconer/

13CANTEMIST corpus: https://doi.org/10.
5281/zenodo.3878178
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Average of all configurations Best on development set
Task Model F1 Precision Recall F1 LR Epoch

Ph
ar

m
aC

oN
E

R

bsc-bio-es* 0.89070.01 0.87360.01 0.90850.00 0.89390.01 5e-5 15
bsc-bio-ehr-es* 0.89130.01 0.87580.01 0.90730.01 0.89540.01 3e-5 10
XLM-R-Galén 0.87540.01 0.85910.02 0.89240.01 0.88830.00 5e-5 15
BETO-Galén 0.85370.02 0.83990.02 0.86800.01 0.87410.01 5e-5 20
mBERT-Galén 0.85940.01 0.84690.02 0.87220.01 0.87600.00 5e-5 15
mBERT 0.86710.01 0.85400.02 0.88090.01 0.87290.00 3e-5 13
BioBERT 0.85450.01 0.85020.01 0.85900.01 0.85330.01 2e-5 12
roberta-base-bne 0.84740.02 0.84300.02 0.85200.02 0.86800.01 5e-5 13

C
A

N
T

E
M

IS
T

bsc-bio-es* 0.82200.01 0.79390.02 0.85220.01 0.83510.00 5e-5 20
bsc-bio-ehr-es* 0.83400.01 0.81410.01 0.85510.01 0.84490.00 5e-5 20
XLM-R-Galén 0.80780.02 0.77550.02 0.84310.01 0.82590.00 5e-5 15
BETO-Galén 0.81530.01 0.79330.02 0.83870.01 0.83320.01 5e-5 20
mBERT-Galén 0.81680.01 0.79190.02 0.84350.01 0.83040.00 5e-5 20
mBERT 0.81160.01 0.79230.02 0.83190.01 0.82570.00 5e-5 16
BioBERT 0.80700.01 0.78480.02 0.83060.01 0.82190.00 5e-5 20
roberta-base-bne 0.78750.03 0.77330.03 0.80230.02 0.81610.00 5e-5 15

IC
T

U
Sn

et

bsc-bio-es* 0.87270.01 0.83590.01 0.91310.01 0.88040.00 5e-5 19
bsc-bio-ehr-es* 0.87560.00 0.84180.01 0.91220.00 0.87810.00 2e-5 18
XLM-R-Galén 0.87160.01 0.83750.01 0.90870.01 0.88090.00 5e-5 17
BETO-Galén 0.84980.01 0.82260.01 0.87910.01 0.85510.00 5e-5 20
mBERT-Galén 0.85090.01 0.82190.01 0.88200.01 0.85760.00 5e-5 17
mBERT 0.86310.01 0.83010.01 0.89890.01 0.86460.01 2e-5 20
BioBERT 0.85210.00 0.81320.01 0.89500.01 0.85030.00 2e-5 16
roberta-base-bne 0.86770.01 0.84560.01 0.89100.01 0.87690.00 5e-5 18

Table 2: Fine-tuning results of the models for each dataset on the test set. In bold, the best results for metric and
task. Subscript numbers indicate the standard deviations. Our models are marked with an asterisk.

2 hours to complete the PharmaCoNER, CAN-
TEMIST and ICTUSnet tasks, respectively.

We then report the overall best scores on the
test set, obtained by using the best model’s hyper-
parameters on the development set for each dataset
(the standard deviation is computed using all the
seeds for that configuration). Finally, we also report
the models’ average scores and standard deviations
by computing statistics across all the seeds and the
learning rates used for each dataset. The average
scores are helpful to indicate which model is more
robust to the variation of hyper-parameters, which
are the learning rate and initial seed in our case. A
higher average score and a smaller standard devi-
ation minimizes the risk of obtaining poor results
when performing an extensive hyper-parameter
search is not feasible.

We compared our models with a general-
domain Spanish model (roberta-base-bne)
(Gutiérrez-Fandiño et al., 2022), a general-domain
multilingual model that supports Spanish (mBERT),

a domain-specific English model (BioBERT), and
three domain-specific models based on continual
pre-training: mBERT-Galén (based on mBERT),
BETO-Galén (based on BETO, a general-domain
Spanish model), and XLM-R-Galén (based on
XLM-RoBERTa, a general-domain multilingual
model supporting Spanish). The results are shown
in Table 2. The last two columns report the learning
rate and epoch in which the best configuration on
the development set was achieved

Our models obtained significantly better perfor-
mances than the general-domain models, namely
mBERT and roberta-base-bne. Compared
to the domain-specific Galén models, our aver-
age models’ scores surpassed them on the clinical
NER tasks. However, when looking at the best on
development score on the ICTUSnet dataset, the
XLM-R-Galén model outperformed our models.
We also highlight that our models exhibit smaller
standard deviations. This makes them more robust
and a good option if not enough computational
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resources are available to experiment with the dif-
ferent hyper-parameter configurations.

6 Conclusions and Future Work

This work presents the first large-scale biomedical
Spanish language models trained from scratch, us-
ing a large biomedical corpora for a total of 1.1B
tokens and an EHR corpus of 95M tokens. We
fine-tuned the models on three clinical NER tasks
and compared them with both general-domain and
other available Spanish clinical models. The re-
sults show the superiority of our models across the
NER tasks, making them competitive candidates
for clinical NLP applications. Our findings demon-
strate the benefits of pre-training from scratch, as
seen in Gu et al. (2021). Regarding continual
pre-training, the benefits are not clear, especially
when continual pre-training is performed with
small data, as in the case of the mBERT-Galén,
XLM-R-Galén, and BETO-Galén (note that
mBERT outperforms mBERT-Galén in two out
of three tasks). Our work raises exciting research
questions about which pre-training approach is op-
timal to tackle challenging clinical NLP tasks. We
will devote future efforts to address the previous
question in detail by providing new models based
on continual pre-training and extending our evalua-
tion setting to a diverse range of tasks.

7 Data Availability

Our work encourages the development of Clini-
cal and Biomedical NLP applications for Spanish.
Therefore, we released our pre-trained models and
the best on dev set fine-tuned models under the
Apache License 2.0 in the HuggingFace models
hub under the following links:

Pre-trained models
• bsc-bio-es
• bsc-bio-ehr-es

Fine-tuned models
• bsc-bio-ehr-es-pharmaconer
• bsc-bio-ehr-es-cantemist
Moreover, to guarantee reproducibility, we

share the script used to fine-tuned our pre-
trained model in the official GitHub repository:
https://github.com/PlanTL-GOB-ES/
lm-biomedical-clinical-es.
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A Pre-training Hyper-parameters

The hyper-parameters used for pre-training our
models are shown in Table 3.

Hyper-parameter Value
Number of Layers 12
Hidden size 768
FNN inner hidden size 3072
Attention Heads 12
Attention Head size 64
Dropout 0.1
Attention Dropout 0.1
Warmup Steps 10k
Peak Learning Rate 5e-4
Batch Size 2,048
Weight Decay 0.01
Max Steps 125k
Learning Rate Decay Linear
Adam ϵ 1e-6
Adam β1 0.9
Adam β2 0.98
Gradient Clipping 0.0

Table 3: Hyper-parameters used for pre-training.

B Fine-tuning Hyper-parameters

The hyper-parameters used for fine-tuning the mod-
els on various tasks are shown in Table 4.

Hyper-parameter Value
Learning Rates {0.8, 1, 2, 3, 5}e-5
Learning Rate Decay Linear
Warmup Steps 0
Batch Size 64
Weight Decay 0.0
Max. Training Epochs 20
Adam ϵ 1e-8
Adam β1 0.9
Adam β2 0.999
Gradient Clipping 1.0

Table 4: Hyper-parameters used for fine-tuning.

199



Proceedings of the BioNLP 2022 workshop, Dublin, Ireland, pages 200–211
May 26, 2022. ©2022 Association for Computational Linguistics

Few-Shot Cross-lingual Transfer for Coarse-grained
De-identification of Code-Mixed Clinical Texts

Saadullah Amin1,2, Noon Pokaratsiri Goldstein1,2, Morgan K. Wixted1,2

Alejandro García-Rudolph3, Catalina Martínez-Costa4, Günter Neumann1,2

1Department of LST, Saarland University, Germany 2DFKI, SIC, Germany
3Department of Research and Innovation, Institut Guttmann, UAB, Spain

4Department Informática y Sistemas, Universidad de Murcia, IMIB-Arrixaca, Spain
{saadullah.amin,noon.pokaratsiri,morgan.wixted,guenter.neumann}@dfki.de

agarciar@guttmann.com cmartinezcosta@um.es

Abstract
Despite the advances in digital healthcare sys-
tems offering curated structured knowledge,
much of the critical information still lies in
large volumes of unlabeled and unstructured
clinical texts. These texts, which often con-
tain protected health information (PHI), are ex-
posed to information extraction tools for down-
stream applications, risking patient identifica-
tion. Existing works in de-identification rely
on using large-scale annotated corpora in En-
glish, which often are not suitable in real-
world multilingual settings. Pre-trained lan-
guage models (LM) have shown great poten-
tial for cross-lingual transfer in low-resource
settings. In this work, we empirically show
the few-shot cross-lingual transfer property
of LMs for named entity recognition (NER)
and apply it to solve a low-resource and
real-world challenge of code-mixed (Spanish-
Catalan) clinical notes de-identification in the
stroke domain. We annotate a gold evaluation
dataset to assess few-shot setting performance
where we only use a few hundred labeled ex-
amples for training. Our model improves the
zero-shot F1-score from 73.7% to 91.2% on
the gold evaluation set when adapting Multi-
lingual BERT (mBERT) (Devlin et al., 2019)
from the MEDDOCAN (Marimon et al., 2019)
corpus with our few-shot cross-lingual target
corpus. When generalized to an out-of-sample
test set, the best model achieves a human-
evaluation F1-score of 97.2%.

1 Introduction

With growing interest and innovations in data-
driven digital technologies, privacy has become
an important legal topic for the technology to be
regulations-compliant. In Europe, the General Data
Protection Regulation (GDPR) (Regulation, 2016)
requires data owners to have a legal basis for pro-
cessing personally identifiable information (PII),
which also includes the explicit consent of the sub-
jects. In cases where explicit consent is not possi-
ble, anonymization is often seen as a resorted-to

Figure 1: The process of text de-identification involves
the removal of a predefined set of direct identifiers in
text (Elliot et al., 2016). For clinical notes, this set is of-
ten the PHI categories (or types) defined by the Health
Insurance Portability and Accountability Act (HIPAA)
(Gunn et al., 2004). The example here shows a de-
identified excerpt of a patient note from the Spanish-
Catalan stroke dataset used in this study (translated into
English here for readability).

solution. Clinical texts contain rich information
about patients, including their gender, age, profes-
sion, residence, family, and history, that is useful
for record keeping and billing purposes (Johnson
et al., 2016; Shickel et al., 2017).

In this work, we focus on the task of removing
PHI from clinical texts, also called de-identification
(Fig. 1). We address a real-world challenge where
the target texts are code-mixed (Spanish-Catalan)
and domain-constrained (stroke). To avoid high an-
notation costs, we consider a more realistic setting
where we annotate a gold evaluation corpus and a
few hundred examples for training. Our approach
is motivated by strong performance of pre-trained
LMs in few-shot cross-lingual transfer for NER
with high sample efficiency (see Fig. 2) in compar-
ison to supervised or unsupervised approaches.

200



Our contributions are summarized as follows:

• We empirically show the few-shot cross-
lingual transfer property of multi-lingual pre-
trained LM, mBERT, for NER.

• We apply this property to solve a low-resource
problem of code-mixed and domain-specific
clinical note de-identification.

• We annotate a few-shot training corpus and a
gold evaluation set, minimizing annotation
costs while achieving a significant perfor-
mance boost without needing a large-scale
labeled training corpus.

2 Related Work

GDPR-compliant anonymization requires complete
and irreversible removal of any information that
may lead to a subject’s data being identified (di-
rectly or indirectly) from a dataset (Elliot et al.,
2016). However, de-identification is limited to re-
moving specific predefined direct identifiers; fur-
ther replacement of such direct identifiers with
pseudonyms is referred to as pseudonymization
(Alfalahi et al., 2012). Generally, de-identification
can be seen as a subset of anonymization despite
interchangeable usage of the terms in the literature
(Chevrier et al., 2019). We focus on solving the
problem of de-identification in the clinical domain
as a sequence labeling task, specifically named en-
tity recognition (NER) (Lample et al., 2016).

2.1 Clinical De-identification

2014 i2b2/UTHealth (Stubbs and Uzuner, 2015),
and the 2016 CEGS N-GRID (Stubbs et al., 2017)
shared tasks explore the challenges of clinical
de-identification on diabetic patient records and
psychiatric intake records respectively. Earlier
works include machine learning and rule-based ap-
proaches (Meystre et al., 2010; Yogarajan et al.,
2018), with Liu et al. (2017) and Dernoncourt et al.
(2017) being the first to propose neural architec-
tures. Friedrich et al. (2019) propose an adversarial
approach to learn privacy-preserving text represen-
tations; Yang et al. (2019) use domain-specific em-
beddings trained on unlabeled corpora. While most
works have mainly focused on English, some ef-
forts have been made for Swedish (Velupillai et al.,
2009; Alfalahi et al., 2012) and Spanish (with a
synthetic dataset at the MEDDOCAN shared task
(Marimon et al., 2019)).

As outlined in Lison et al. (2021), a significant
challenge in clinical text de-identification is the
lack of labeled data. Hartman et al. (2020) show
that a small number of manually labeled PHI exam-
ples can significantly improve performance. Prior
works in few-shot NER consider the problem where
a model is trained on one or more source domains
and tested on unseen domains with a few labeled
examples per class, some of which with entity tags
different from those in the source domains (Yang
and Katiyar, 2020). Models are trained with proto-
typical methods, noisy supervised pre-training, or
self-labeling (Huang et al., 2020).

We consider a setting where the target and source
domains share the same entity (PHI) tags, but with
a few labeled examples in the target domain (or
language). A similar setup has been employed in
few-shot question answering (Ram et al., 2021).

3 Problem Statement

We approach the de-identification problem as an
NER task. Given an input sentence x with N
words: x = [xi]i=1:N , we feed it to an encoder
fφ : RN → RN×d to obtain a sequence of hidden
representations h = [hi]i=1:N

h = fφ(x).

We feed h into the NER classifier which is a linear
classification layer with the softmax activation
function to predict the PHI label of x:

pθ(Y|x) = softmax(WTh+ b).

pθ(Y|x) ∈ RN×|P| is the probability distribution
of PHI labels for sentence x and P is the PHI label
set. θ = [φ,W ∈ Rd×|P|,b ∈ R|P|] denote the
set of learnable parameters and d being the hidden
dimension. The model is trained to minimize the
per-sample negative log-likelihood:

L = − 1

N

N∑

i=1

log pθ(Yi = yi|xi). (1)

For pre-trained LMs, this setting corresponds to
NER fine-tuning (Wu and Dredze, 2019). When
we jointly fine-tune on more than one NER dataset,
we refer to it as multi-task learning.
Definition 1 (Few-Shot NER). Given an entity
label set P , we define the task of few-shot NER
as having access to K ≤ M labeled sentences
containing each element p ∈ P at least once, where
K is a small number (e.g., in [50, 500]) and M is
orders of magnitude larger (e.g., ≥ 1000).
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Figure 2: Few-shot cross-lingual NER transfer of mBERT. We compare different transfer learning scenarios
from English (EN) to Spanish (ES) for two pairs of datasets as preliminary study to investigate the effectiveness of
the few-shot cross-lingual transfer in mBERT: CoNLL-2003 to CoNLL-2002 (left) and i2b2-2014 to MEDDOCAN
(right). We use supervised fine-tuning on the full training set of the target language (ES) as the upper bound and
the zero-shot score of the model (pre-trained only on the source language (EN) training set) as the lower bound
for target language (ES) performance. We then consider 50, 100, 250, and 500 examples from the target language
as few-shot training corpora and train the models for 15 epochs. The models without any pre-training on the
source corpus (scratch) eventually outperform the lower bound as the number of examples grow; with sufficient
epochs, the model with only 50 target-language samples reaches more than 10% gain in de-identification task (right:
scratch-50). However, we find the cross-lingual transfer-learning strategy to be most sample efficient when pre-
trained on source language—50-shot performance (left & right: pretrain-50) comparable to 500-shot (left & right:
scratch-500). We apply this strategy to address the real-world challenges of Spanish-Catalan de-identification.

Definition 2 (Few-Shot NER Transfer). Given
an NER dataset in a source domain (or language),
we define the task of few-shot cross-domain (or
cross-lingual) NER transfer as adapting a model
trained on the source domain (or language) to a
target domain (or language) with access to a few-
shot corpus (Definition 1).

This setting is different from prior studies in
NER transfer including few-shot (Huang et al.,
2020), unsupervised (Keung et al., 2020), and semi-
supervised NER (Amin and Neumann, 2021).

3.1 Few-Shot Cross-Lingual Transfer

mBERT (Devlin et al., 2019) has been shown to
achieve strong performance for zero-shot cross-
lingual transfer tasks, including NER (Wu and
Dredze, 2019; Pires et al., 2019). Adversarial learn-
ing has been applied with limited gains (Keung
et al., 2019) in unsupervised approaches to improve
zero-shot NER transfer, whereas feature alignments
have shown better results (Wang et al., 2020). Meta-
learning with minimal resources (Wu et al., 2020b)
and word-to-word translation (Wu et al., 2020a)
have shown further performance gains. The cur-
rent state-of-the-art approach (Chen et al., 2021)
combines token-level adversarial learning with self-
labeled data selection and knowledge distillation.

CONLL (EN)→ CONLL (ES) F1

Pires et al. (2019) 73.59
Wu and Dredze (2019) 74.96

Keung et al. (2019) 74.30
Wang et al. (2020) 75.77
Wu et al. (2020b) 77.30
Wu et al. (2020a) 76.75
Chen et al. (2021) 79.00

few-50 (or pretrain-50) 78.30

Table 1: Cross-lingual transfer results on CoNLL. few-
50 represents our fine-tuning of EN trained mBERT
with 50 random labeled samples from ES.

To investigate the few-shot transferability of
mBERT, we consider two pairs of datasets with
English as the source language and Spanish as the
target language: the CoNLL-2003/CoNLL-2002
(Tjong Kim Sang, 2002a,b) in the general domain
and i2b2/MEDDOCAN (Stubbs and Uzuner, 2015;
Marimon et al., 2019) in the clinical domain. We
report results of our preliminary study in Fig. 2.
We observed that with as few as 50 random la-
beled training samples from the target language,
we obtain substantial gains for both datasets, with
near state-of-the-art on CoNLL (Table 1). We re-
fer to this as few-shot cross-lingual transfer prop-
erty of mBERT for NER. Our study highlights that
the property holds for different domains (general
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Figure 3: Our few-shot cross-lingual transfer strategy
for clinical text de-identification.

and clinical), where the latter focuses on the de-
identification task. We leave a large-scale study
on more datasets with different languages and do-
mains as future work.

Compared to supervised (unsupervised) meth-
ods, which use complete labeled (unlabeled) tar-
get data, our few-shot approach is sample-efficient
and alleviates the need of complex pipelines (Wu
et al., 2020b,a; Chen et al., 2021) and large-scale
annotations. Furthermore, Keung et al. (2020) high-
lights the spurious effects of using source data as
a development set and recommends using target
data as a development set for model selection in
NER transfer. Our findings and those in Hartman
et al. (2020) motivate us to (a) propose an optimal
few-shot cross-lingual transfer strategy (outlined in
Fig. 3), (b) annotate a target development set, and
(c) construct an annotated few-shot target corpus
for effective cross-lingual transfer learning.

4 Data and Annotation

Our dataset consists of stroke patient records col-
lected at Instiut Guttmann.1 Table 2 summarizes
the raw data statistics and Table A.1 in Appendix A
describes the topics present in the texts. We
set aside 100 randomly sampled notes for out-of-
sample generalizability evaluation and consider the
remaining notes for our development and few-shot
corpora sampling; 396k sentences are tokenized in
the process.

Following the protocol in Gao et al. (2021)
for constructing manually annotated distantly su-
pervised relation extraction test sets, we train
mBERT on the MEDDOCAN corpus, using coarse-
grained PHI categories {DATE, AGE, LOCATION,
NAME, CONTACT, PROFESSION, ID} with the
BIO scheme (Farber et al., 2008), for evaluation
and few-shot training data selection. We use the
trained model to make predictions on the dataset
and observe that the model predicts PHI on only

1https://www.guttmann.com/ca/
institut-universitari-guttmann-uab

Patients Notes ES CA Other

1,500 327,775 42.8% 53.0% 4.2%

Table 2: Raw statistics of the Spanish (ES)-Catalan
(CA) data from stroke domain.

50k out of the 396k sentences. A dataset of 5000
sentences (< 2% of raw sentences) is constructed
from a mix of randomly sampled 2500 sentences
from this 50k and 2500 from the remaining sen-
tences. We split the dataset into two partitions
of 2500 sentences for independent annotation by
two annotators. The annotation is performed one
sentence at a time by applying one of the 7 coarse-
grained PHI labels to each token using the T2NER-
ANNOTATE toolkit (Amin and Neumann, 2021).
Each annotator’s confidence level between 1-5 is
recorded for the token-level labels for each sample.
To record the inter-annotator agreement, we use
token-level Cohen’s kappa (Cohen, 1960) statistic
reaching a value of 0.898. In total, the two anno-
tators agreed on 3924 sentences, resulting in our
final evaluation set. To save annotation costs for de-
veloping a few-shot target corpus, we resolved the
disagreements to obtain a 384-sentence few-shot
corpus for training (see Appendix B for annotation
details).

Our source dataset (the MEDDOCAN corpus)
consists of 1000 synthetically generated clinical
case studies in Spanish (Marimon et al., 2019).
The corpus was selected manually by a practicing
physician and augmented with PHI from discharge
summaries and clinical records. In contrast, our
target corpus focuses on the stroke domain and con-
tains PHI from real-world records. Since the target
data is code-mixed between Spanish and Catalan,
with the majority (53%) being Catalan, the trans-
fer from Spanish source data (MEDDOCAN) is
cross-lingual.2

5 Experiments and Results

We conduct our experiments with the T2NER
framework (Amin and Neumann, 2021).3 For the
baseline, we consider zero-shot performance on the
evaluation set of the mBERT encoder fine-tuned on
the MEDDOCAN training set consisting of 16,299
samples. We then fine-tune it on the few-shot tar-

2Although similar, Spanish and Catalan are distinct lan-
guages. The domain of MEDDOCAN is missing an explicit
mention in Marimon et al. (2019).

3https://github.com/suamin/T2NER
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Transfer Strategy Precision Recall F1

FINE-TUNE (M) 80.1 68.2 73.7
FINE-TUNE (M)→ FINE-TUNE (F) 83.5 94.2 88.6

MULTI-TASK (M + F) 86.0 93.3 89.5
MULTI-TASK (M + F)→ FINE-TUNE (F) 87.7 95.0 91.2

Table 3: Results on the development set from the code-mixed stroke data. M denotes the MEDDOCAN (Marimon
et al., 2019) training set (source) normalized to 7 PHIs (see Appendix C) at sentence level and F denotes our
few-shot target corpus. Here multi-task learning refers to the joint fine-tuning on two datasets.

get corpus as outlined in Fig. 3. Following the
multi-task learning (Lin et al., 2018) approach in
T2NER, we jointly fine-tune mBERT on the MED-
DOCAN and few-shot target corpora. Since the
few-shot corpus is much smaller, the multi-task
learning helps the model transfer. It further acts as
a regularization approach by sharing parameters be-
tween the datasets. To improve performance on the
target data, we further fine-tune with the few-shot
target corpus after the first step of fine-tuning to
have improved target performance; for the model
to be an expert in target (Cao et al., 2020). All the
models are trained for 3 epochs with a learning rate
of 3e-5 and linear warm-up of 10%. For few-shot
fine-tuning only, the model is trained for 25 epochs.

Table 3 shows our results. Fine-tuning the base-
line mBERT model with the few-shot target cor-
pus improves the F1-score from 73.7% to 88.6%,
a substantial gain of 14.9%, highlighting the ef-
fectiveness of few-shot cross-lingual transfer with
mBERT. The significant increase in recall (26%
points) compared to precision (3.4% points) sug-
gests an increase in the model’s capacity to rec-
ognize domain-specific entities. Multi-task fine-
tuning improves the F1-score to 89.5%; further
fine-tuning on the few-shot target corpus boosts the
best model’s performance to 91.2%. Fig. 4 shows
per-PHI-label scores on the development set, along
with their frequency. The model performs almost
perfectly on DATE and AGE, since most DATE
and AGE labeled segments are similar between
Spanish and Catalan as they are simple numbers
(for DATE) and numbers followed by the word (for
AGE; ‘edad’ in both Spanish and Catalan). There
are some differences in time expressions, e.g., day
of the week, as the words are distinctly dissimi-
lar. However, structurally there is only a slight
difference. Further, the model struggles with the
ID class due to low sample size (5 instances in the
few-shot corpus), and it is generally challenging
to disambiguate between an alphanumeric string

Figure 4: NER metrics on the evaluation set for each
entity type with their frequency (dev/few-train).

and a PHI ID, as also noted by the ID class’ high
recall. Our error analysis reveals high false posi-
tives for the PROFESSION label in Catalan, e.g.:
‘Coloma de Gramenet’ (a LOCATION) and ‘Dialo-
gant’ (being able to communicate) are both labeled
as PROFESSION.

To test the model’s generalizability, we tokenize
the 100 out-of-sample notes into sentences and
make predictions with our best model. The re-
sulting annotated sentences are reconstructed into
patient notes, which are manually evaluated by two
reviewers (one external and one annotator) for oc-
currences of true and false positives and negatives.
The model achieves precision, recall, and F1-scores
of 95.1%, 99.3%, and 97.1% respectively on the
out-of-sample notes, highlighting the effectiveness
of our approach.

6 Conclusion

We address the task of clinical notes de-
identification in a low-resource scenario. By inves-
tigating the few-shot cross-lingual transfer property
of mBERT, we propose a strategy that significantly
boosts zero-shot performance while keeping the
number of required annotated samples low. Our
results highlight the effectiveness of the proposed
strategy for the task with a potential for future ap-
plications in other low-resource scenarios.
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A Additional Dataset Details

In addition to the 7 coarse-grained PHI entities in
(Stubbs and Uzuner, 2015), our dataset contains
cross-sentence recurring entities about topics that
may be of interest in the clinical domain. These
topics are grouped by their potential clinical appli-
cation areas and are summarized in Table A.1.

Topic Areas Subcategories

Diagnostics &
Treatments

Ischemic vs Hemorrhagic
Affected areas and vessels
Comorbidities
Medication history
Associated lifestyle factors
Treatments and interventions

Symptoms &
Monitoring

Vital signs
Lab results and cultures
Pain and comfort
Bladder and bowel controls

Long-term Care &
Discharge Planning

Mobility
Cognitive ability
Nutrition
Psychosocial factors

Table A.1: Topics and subcategories in the corpus.

The label frequency distribution, as noted in
Fig. 4, is consistent with general characteristics
of medical notes, which usually highlight notable
events such as symptom onsets, procedures, admis-
sions, transfers, and discharges, in addition to the
date of each documentation. As a result, they tend
to contain a higher frequency for the DATE PHI. In
addition, the lower occurrence of the NAME PHI
compared to the AGE and LOCATION entities is
consistent with how healthcare providers usually
communicate patient’s information.

Healthcare providers are trained to refer to pa-
tients simply by their age, gender, and the appropri-
ate diagnosis to avoid inadvertently sharing HIPAA-
sensitive information, e.g., "a 60-year-old male
with ischemic stroke admitted on [DATE] from [LO-
CATION] (...)". The patient’s name may be used at
the beginning of a medical note; however, subse-
quent anaphoric references are often accomplished
via pronouns, omitting the NAME entity in the
process. In addition, as it is applicable to Spanish
medical records, nominative pronouns anaphori-
cally referencing a patient may be omitted as they
are grammatical in Spanish.

We avoid releasing our dataset due to presence
of real PHI information. We will consider replac-
ing the real PHI with synthetic ones, similar to
MEDDOCAN, for a GDPR-compliant release.
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Description Observation

Sentences annotated by annotator (A) 4400
Sentences annotated by annotator (B) 4343

Sentences annotated and revised by (A, B) 4314
Agreements 3924
Disagreements 390
Token-level Cohen’s Kappa score 0.898

DEVELOPMENT CORPUS 3924

w entity mentions 1493
w/o entity mentions 2431

FEW-SHOT TARGET CORPUS 384

w entity mentions 369
w/o entity mentions 15

Table A.2: Dataset annotation and final statistics.

B Annotation

B.1 Annotator Profile

Two graduate research assistants completed the an-
notation of the dataset. Both annotators have at a
minimum CEFR4 B2-C1 Spanish (Castilian) profi-
ciency. One annotator also has clinical experience
in the cardiovascular and cerebrovascular specialty,
including knowledge of Spanish medical terminol-
ogy. Neither annotator has formal training in Cata-
lan; both have prior experience working with text
data in the language in this domain.

B.2 Annotation Guidelines

The annotation process followed criteria for each
entity as described in Stubbs and Uzuner (2015).
The 7 entities: AGE, CONTACT, DATE, ID, LO-
CATION, NAME, and PROFESSION represent a
larger granularity of the 18 HIPAA-defined PHI
(Stubbs and Uzuner, 2015). We examined the train-
ing sets of i2b2 (Stubbs and Uzuner, 2015) and
MEDDOCAN (Marimon et al., 2019) and adapted
the i2b2 annotation guidelines to create our own an-
notation guidelines. This step was necessary since
we only focused on coarse-grained PHI types com-
pared to fine-grained types considered in these two
datasets. The adjusted guidelines utilized in this
annotation process are summarized in Table A.5.

B.3 Annotation Procedure

Both annotators reviewed and revised their work
without discussion or knowledge of the other
annotator’s work. In cross-revision, the reviewing
annotator only made corrections when labeling

4https://www.coe.int/en/

Annotator Sample sentence Explanation

A

“Actualmente reside en
XXXX-Xxxx Xxxxxxxx,
Treballadora Social.”
[Currently resides in
XXXX-Xxxxx Xxxxxxxx,
social worker.]

The underlined words
are grouped as a single word token.
From the context it’s clear
that ‘XXXX’ belongs to ‘LOCATION’
and ‘Xxxxx Xxxxxxxx’ are
‘NAME’ entities.

B
“Lmarxa. [sic]”
[March or walks]

Annotator does not
have enough context
to understand this
token to annotate.

Table A.3: Examples of sentences skipped by annota-
tors and rationales.

inconsistencies were due to a lack of medical
terminology comprehension. During revision, no
changes to the original annotator’s confidence level
rating were made.

Confidence Level: The criteria for the
confidence levels are annotator dependent as
summarized in Table A.6 with examples. PHI
has been manually modified from the origi-
nal data to preserve privacy while maintaining
exemplary characteristics for each label entity type.

Skipped Sentences: Each annotator followed
an independent set of criteria to exclude sentences
from annotation, as demonstrated by examples in
Table A.3.

B.4 Annotator Disagreements and Resolution
An attempt was made to review the 390 sentences
where our annotators disagreed to find a resolution.
Main sources of disagreement are due to: (a) anno-
tation criteria discrepancy, (b) ambiguity between
related entities, and (c) annotation errors. After
further revision to correct identified errors and clar-
ify ambiguous annotation criteria, agreement was
reached for 384 sentences while 6 sentences were
left un-annotated due to insufficient context. Con-
fidence levels from both annotators were left un-
changed. These sentences constitute our few-shot
target corpus in the pipeline explained in Fig. 3.

Inclusion Criteria Discrepancy: Most disagree-
ments are related to discrepancy in the inclusion
of surrounding words such as determiners, punc-
tuation marks, and descriptive phrases. This is
prevalent particularly in the LOCATION and PRO-
FESSION entities. One annotator considered de-
noted sentences with these characteristics a lower
confidence level of 4 compared to sentences with-
out determiners or punctuation marks surrounding
LOCATION tokens. The resolution step changed
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the annotations to be more consistent with the an-
notation guidelines described in Table A.5.

Ambiguity Between Related Entities: Another
source of disagreements in the LOCATION PHI
stems from abbreviation usage and confusion with
the NAME PHI. In instances where the syntax is
ambiguous, annotators may not be able to infer
correctly that certain unknown abbreviations are
place names. Since it is common that places are
named after people’s names and vice versa, lack of
contextual information creates unresolvable ambi-
guity regarding the NAME and LOCATION enti-
ties. DATE and AGE also demonstrate a similar
disagreement behavior. In particular, numerical
and text expressions involving ‘years’ may express
age or time depending on context.

Annotation Errors: A few disagreements are
due to mislabeling or erroneous omissions. There
are fewer than 5 instances in the 390 disagree-
ments. Notable errors are associated with misla-
beling proper names that resemble valid named
entities. For instance, some assessment tools are
named after people or place names e.g. Barcelona
Test and Boston (Naming) Test.

C MEDDOCAN Normalization

The original MEDDOCAN dataset (Marimon et al.,
2019) provides document level de-identification an-
notations, following 2014 i2b2/UTHealth (Stubbs
and Uzuner, 2015), of 1000 clinical notes which
are divided into 500, 250 and 250 for training, vali-
dation and testing respectively. It contains 29 fine-
grained entity types classified into 8 coarse-grained
PHI types (Table A.4). Compared to i2b2 (2014),
MEDDOCAN has an additional OTHER category
which we normalize to O in the BIO scheme, re-
sulting in 7 coarse-grained PHI types considered
in this work. We tokenize the 500 training notes re-
sulting in 16,299 sentences. The conversion script
is available in T2NER. 5

5https://github.com/suamin/T2NER/blob/
master/utils/convert_i2b2style_xml_to_
conll.py
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PHI Fine-grained Types

AGE EDAD_SUJETO_ASISTENCIA

CONTACT NUMERO_TELEFONO, NUMERO_FAX, CORREO_ELECTRONICO, URL_WEB

DATE FECHAS

ID

ID_ASEGURAMIENTO, ID_CONTACTO_ASISTENCIAL, NUMERO_BENEF_PLAN_SALUD,
IDENTIF_VEHICULOS_NRSERIE_PLACAS, IDENTIF_DISPOSITIVOS_NRSERIE,

IDENTIF_BIOMETRICOS, ID_SUJETO_ASISTENCIA, ID_TITULACION_PERSONAL_SANITARIO,
ID_EMPLEO_PERSONAL_SANITARIO, OTRO_NUMERO_IDENTIF

LOCATION HOSPITAL, INSTITUCION, CALLE, TERRITORIO, PAIS, CENTRO_SALUD

NAME NOMBRE_SUJETO_ASISTENCIA, NOMBRE_PERSONAL_SANITARIO

PROFESSION PROFESION

OTHER
SEXO_SUJETO_ASISTENCIA, FAMILIARES_SUJETO_ASISTENCIA,

OTROS_SUJETO_ASISTENCIA, DIREC_PROT_INTERNET

Table A.4: MEDDOCAN PHI (coarse-grained) and fine-grained types (Marimon et al., 2019).

PHI Criteria

AGE

Annotate only the numerical part of the expression; include both numerical and word expressions of age (e.g. 36 or thirty-six ).
Include the words ‘years’, ‘months’, and ‘days’ when they express age.
Include expressions that describe an age group e.g. ‘adolescent’, ‘recently born’, ‘new born’.
Include punctuation associated with age, including separate tokens, e.g. in his/her 30’s.

CONTACT
All forms of contact information, e.g. pager, phone numbers, e-mail address.
Physical or mailing address is annotated as ‘Location’
Include punctuation and symbols that occur with contact information, e.g. include all tokens in ‘(123) 456-789’.

DATE

Include days of the week and months.
Include punctuation in all formats.
Include the word ‘year’ and ‘month’ that are part of a date-time expression, e.g. ‘the year 2000’.
Include prepositions that are part of a date-time expression, e.g. include the word ‘of’ in ‘5th of May’.

ID

Include all identification numbers such as Medical Record Number (MRN), Social Security Number (SSN), Document ID, device lot number, etc.
Include any alpha-numeric expressions appearing in the beginning of the document or next to a name that’s not formatted as a date.
When separated by punctuation, annotate all parts of the expression including punctuation, e.g. include all tokens in ‘12-34-5678’.
Exclude the ID descriptive words and associated punctuation, e.g. exclude ‘MRN’ and ‘:’ in ‘MRN: 1234567’.

LOCATION

Include all place names and all parts of an address: street name, city, state, county, province, region, and country.
Include punctuation in address.
Include Zip/postal codes.
Include organization names.
Include words that specify location when they appear as part of a ‘Location’ entity, e.g. include the word ‘Center’ in ‘Social Security Center’.

NAME
Include only the person’s names.
Include punctuation between first and last names when present
Exclude titles and salutations.

PROFESSION

Include all professional titles, e.g. annotate ‘MD’ in the phrase ‘X works as an MD’.
Exclude professional titles in name suffixes, e.g. exclude ‘MD’ in the phrase ‘Dr. X Y, MD’.
Include professional and occupational descriptions, e.g. annotate ‘carpentry in the phrase ‘X works in carpentry’.
Annotate the entire expression describing a profession, e.g. annotate all tokens in a phrase such as ‘worker in a cafeteria’.
Exclude workplace names; annotate workplace names as ‘Location’ instead.

Table A.5: Adjusted annotation guidelines with examples for each PHI type.
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Level Annotator Criteria Sample Sentence Explanation

1

A

Annotator is unable to assign
labels due to insufficient
contextual information from
the given sentence.

“PASe."
[PASe.] or [ENTer.]

The token may be an unknown
acronym or an oddly typed
imperative form of the verb
“to enter". Insufficient context.

B
Annotator is unable to assign
labels due to
lack of comprehension.

“Allitat, en DDLL.”
[n/a]

Annotator did not understand
this sentence in Catalan
sufficiently to annotate.

2

A
Annotator is unsure
about the assigned labels
due to contextual ambiguity.

““50 años.”
[50 years]

Without any surrounding context,
the years can be ‘AGE’
or a temporal expression;
annotator thinks it’s most likely to be AGE,
but does not feel confident enough
to make a determination.

B

Annotator is unsure about
the assigned labels due
to lack of medical knowledge
or terminology.

“Urocultiu [sic] 13.01: +
per A. baumanii multiR.”
Urine Culture 13.01: +
for MDR
A. baumanii

Annotator omitted this sentence
due to uncertainty about
the word A. baumanii, whether it
could be a NAME or a
non-labelled entity.

3

A

Annotator is confident about
the labels, but some context
may be missing that could
change the entity labels.

“712345678)."
This is likely a phone number
CONTACT, but may
also be an ID entity.

B

Annotator is confident about the sentence
in general, but has some doubt
due to presumed lack of
specialized knowledge.

“hipoTA [sic] asintomática."
[Asymptomatic hypotension.]

Annotator did not specify any
label but was unsure whether
there was a labelled entity
or not.

4

A

Annotator is confident
about the labels, but the sentence may
have some inconsistencies with
the gold standard sentences.

"El marido la vió y llamó
a la ambulancia e ingresó
en el hospital de Xxxxxxx."
[The spouse saw her and
called the ambulance and
she was admitted to Xxxxxxx
hospital.]

Annotator was unsure whether
to only annotate ‘Xxxxxxx’ or
‘hospital de Xxxxxxx’ or
‘el hospital de Xxxxxxx’ as LOCATION

B

Annotator is confident about
the labels, but the sentence may
have some inconsistencies with
the gold standard sample sentences.

“Torna d’Oftalmologia de
Xxx Xxxx ( Dra. [sic]"
[Returns from Xxx Xxxx
Ophthalmology (Dra. ]

Annotation unsure whether or
not to include Ophthalmology
as part of ‘LOCATION’

5

A

Annotator is confident
and there’s no ambiguity regarding
name entities of the labels.
This could mean that the sentences
have no entities to be annotated
or that all the entities needing
annotations are consistent with
the gold standard sample sentences.

“Cito a control el próximo
25.12.20 y doy pautas
a la esposa."
[I make a follow-up
appointment for the upcoming date
25.12.20 and I give the
prescription to the wife.]

It’s clear that ‘25.12.20’ is a
DATE PHI.

B

It is clear to the annotator that
the sentence has no entities to
be annotated or that the entities
are consistent with gold standard
annotation. This could be either
apparent at first glance or because
the sentence has been seen several
times before, which increases the
annotator’s confidence regarding
the assigned label(s).

“Cito a control el próximo
25.12.20 y doy pautas
a la esposa."
[I make a follow-up
appointment for the upcoming date
25.12.20 and I give the
prescription to the wife.]

It’s clear that ‘25.12.20’ is a
DATE PHI.

Table A.6: Confidence level criteria and examples as reported by the two annotators. In instances where PHI
entities are utilized in the examples, we replaced the characters with generic alphanumeric characters or with
fictitious information (while maintaining the same PHI type).
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Abstract

This paper introduces the method of VPAI_Lab
team’s experiments on BioNLP 2022 shared
task 1 Medical Video Classification (Med-
VidCL). Given an input video, the MedVidCL
task aims to correctly classify it into one of
three following categories: Medical Instruc-
tional, Medical Non-instructional, and Non-
medical. Inspired by its dataset construction
process, we divide the classification process
into two stages. The first stage is to classify
videos into medical videos and non-medical
videos. In the second stage, for those sam-
ples classified as medical videos, we further
classify them into instructional videos and non-
instructional videos. In addition, we also pro-
pose the cross-modal fusion method to solve
the video classification, such as fusing the text
features (question and subtitles) from the pre-
training language models and visual features
from image frames. Specifically, we use textual
information to concatenate and query the visual
information for obtaining better feature repre-
sentation. Extensive experiments show that the
proposed method significantly outperforms the
official baseline method by 15.4% in the F1
score, which shows its effectiveness. Finally,
the official results show that our method ranks
the Top-1 on the official unseen test set. All the
experimental codes are open-sourced at https:
//github.com/Lireanstar/MedVidCL.

1 Introduction

One of the key goals of artificial intelligence (AI)
is to develop a multimodal system that uses natural
language queries to facilitate communication with
the visual world (i.e., images, videos) (Cukurova
et al., 2019). In recent years, the gap between lan-
guage and visual understanding has narrowed (Guo
et al., 2016; Lu et al., 2019) due to the development
of pre-trained models (Devlin et al., 2018) and the
introduction of large-scale language-vision datasets

∗These authors contribute equally to this work.
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Figure 1: The overview of the proposed two-stage cross-
modal fusion method.

(Lei et al., 2018, 2020a,b). Improvements have
been made in numerous vision-and-language tasks,
such as visual classification (Servières et al., 2021),
video question answering (Huang et al., 2020) and
natural language video localization (Yuan et al.,
2019; Chen et al., 2019; Zhang et al., 2020).

The recent proliferation of online videos has
changed the way people acquire information and
knowledge. More and more people are accustomed
to using instructional videos to teach or learn spe-
cific tasks. Medical instructional videos are more
suitable and conducive to conveying key informa-
tion through both visual and verbal communication
in an effective and efficient manner (Gupta et al.,
2022; Gupta and Demner-Fushman, 2022).

To better distinguish medical instructional
videos from other videos, MedVidQA proposes
Medical Video Classification (MedVidCL) task1.
Given an input video, the MedVidCL task aims
to correctly classify it into one of three following
categories: Medical Instructional, Medical Non-
instructional, and Non-medical.

Inspired by its dataset construction process
(Gupta et al., 2022), we divide the classification
process into two stages. As shown in Figure 1,
given the question “How to get immediate relief

1https://codalab.lisn.upsaclay.fr/competitions/1058
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from gum pain?” and subtitles and videos, we first
classify it into medical and non-medical videos by
the Medical Classification Model in stage one. If
the input is classified as a medical video, in the
second stage, we further classify it into medical
instructional videos and non-instructional videos
through the Instructional Classification Model.

For monomodal (Language) setting, it is fea-
sible to classify the input video with the corre-
sponding subtitle texts since the content of the
video is directly related to its subtitles (Mahdis-
oltani et al., 2018; Perez-Martin et al., 2021). We
choose various pre-trained models combined with
our designed two-stage method to perform video
classification. The experimental results show that
pre-trained language models can achieve better se-
mantic understanding.

Moreover, visual information is equally impor-
tant for the MedVidCL task. To make full use
of the information of visual and textual modality,
we perform feature extraction on them separately
and perform the query concatenation mechanism
(Zhang et al., 2020) for better feature representa-
tion.

In this paper, we propose a two-stage cross-
modal fusion method, by fusing the extracted visual
features and textual features from the pre-trained
language model. Compared with the official multi-
modal method, our multimodal method improves
by 15.4% in F1, and the results show the effective-
ness of our cross-modal method.

2 Proposed Approach

In this section, we will elaborate on the proposed
approach for the medical video classification (Med-
VidCL) track. As the pre-training language method
can enhance the performance of semantic represen-
tation queried by the text subtitles (Perez-Martin
et al., 2022), we design the two-stages cross-modal
fusion method, which is described in turn as fol-
lows.

2.1 Two-stage modeling for classification

Acquisition of the MedVidCL dataset mainly goes
through (1) Extraction of medical and health-
related tasks from WikiHow2; (2) Identification of
relevant health-related tasks; (3) Expert label anno-
tation for medical instructional videos. Therefore,
we consider that the overall three-category (non-
medical, medical instructional, and non-medical

2https://www.wikihow.com/Main-Page
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Figure 2: An example of the language-only classifica-
tion model. Given the video title and its subtitles, it
is required to perform the binary classification on the
MedVidCL datasets.

instructional) can be turned into a two-stage taxon-
omy. We first perform the binary classification of
medical-related then process the binary classifica-
tion of medical instructional-related.

2.2 Language-only video classification

Because the content of the video is directly related
to its subtitles, it is feasible to use the correspond-
ing subtitle texts to perform the classification of
the input video (Miech et al., 2020). As shown
in Figure 2, we concatenate the video title with
the subtitles which are segmented into text spans
for text encoding. Then the tokenized tokens are
encoded through the DeBERTa model (He et al.,
2020) for learning well-formed representations. An
averaged pooling with the fully connected layer is
designed to obtain the final features for the binary
classification prediction.

2.3 Cross-modal video classification

When people watch videos, they may not always
judge the video contents through the subtitle texts.
For the non-audio parts, the visual information
counts a lot (Gabeur et al., 2020). Therefore, for
each subtitle span, we can add the visual feature to
predict the video content. As shown in Figure 3, we
design the cross-modal video classification model.
Specifically, we focus on the feature joint align-
ment of video frames and subtitle text. The binary
classification is performed after mapping the subti-
tle spans with their corresponding video frame into
the same vector space. For the text modality, we
input the subtitle texts into the pre-trained model

213



Binary Classification Label

Fully Connected
Layer

t[CLS] t1 t2 tN-1 T[SEP]
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[CLS] [Subtitle 1] [Subtitle 2] …  [Subtitle 14] [SEP] [Subtitle1 Frame] [Subtitle2 Frame] [Subtitle14 Frame] 

Embedding Feature Extractor

Convolution-2D

Visual features

Contextual Query Concatenation
CQ

Figure 3: An example of the cross-modal classification model. The cross-modal features encoded separately are
sent to the context query concatenation module for joint alignment. The binary classification is performed through
the fully connected layer.

Video Category Train Validation Test Total
Medical Instructional 789 100 600 1489

Medical Non-instructional 2394 100 500 2994
Non-Medical 1034 100 500 1634

Total 4217 300 1600 6117

Table 1: Statistics of the medical video classification
task dataset for the experiments.

for obtaining the textual feature. For the visual
modality, we extract the raw frames with down-
sampling, where 20 frames are derived from each
video at a uniform time interval. Then we utilized
a 3D ConvNet (I3D) module (Balaguer and Gob-
betti, 1995) with the Convolution-2D for obtaining
the visual features, which was pre-trained on the
Kinetics dataset (Kay et al., 2017). We perform the
Context Query Concatenation (Cq_Concat) (Zhang
et al., 2020) for joint alignment of the textual fea-
tures (Q) and the visual features (C) for the final
binary classification prediction.

2.4 Late fusion method

Since there is a huge gap between visual features
(Zhang et al., 2021) and language features, we de-
sign the late fusion method to use the Bagging
algorithm (Breiman, 1996) to obtain the results of

the above two models. Specifically, we use the
logits from the different models for this ensemble
method, where these logits are summed together be-
fore the softmax. We adopt the softmax to perform
the final prediction. The Bagging algorithm is used
during the prediction, which can effectively reduce
the variance of the final prediction by bridging the
prediction bias of different models, enhancing the
overall generalization ability of the system.

3 Experimental setup

3.1 Data Description

Recently, with the rapid development of the video
field, the informative nature of video has changed
the way human beings obtain information (Lin
et al., 2019). Medical Video CLassification (Med-
VidCL) (Gupta et al., 2022) is a data set about
medical instructional video classification, which
has been validated by human annotators. The med-
ical classification datasets contain a collection of
6,617 videos, and it is required to classify the
video into “Medical Instructional”, “Medical Non-
Instructional”, and “Non-Medical” classes.

The statistics of the medical video classification
datasets (seen datasets for experiments) are shown
in Table 1. To construct the MedVidCL dataset, the
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Experimental Items Medical-related Instructional-related Overall
Method F1 Precision Recall F1 Precision Recall F1(macro)
SVM / / / 0.802 1.000 0.670 0.874

BERT-Base-Uncased / / / 0.915 0.960 0.875 0.929
RoBERTa-Base / / / 0.934 0.980 0.893 0.947
BigBird-Base / / / 0.942 0.982 0.907 0.957

DeBERTa One-Stage 0.996 0.996 0.996 0.992 0.984 1.000 0.963
DeBERTa Two-Stage 0.980 0.980 0.980 0.936 1.000 0.880 0.934
BigBird One-Stage 0.996 0.996 0.996 0.994 0.996 0.990 0.983
BigBird Two-Stage 0.996 0.996 0.996 0.998 0.996 0.990 0.985

Ensemble 0.996 0.996 0.996 0.998 0.999 1.000 0.988

Table 2: Results of the monomodal with language on the seen test set.

Experimental Items Medical-related Instructional-related Overall
Method F1 Precision Recall F1 Precision Recall F1(macro)

L + V (I3D) + LSTM / / / 0.726 0.797 0.667 0.757
L + V (ViT) + LSTM / / / 0.773 0.902 0.677 0.814

L + V (I3D) + Transformer / / / 0.727 0.762 0.695 0.748
L + V (ViT) + Transformer / / / 0.791 0.922 0.692 0.824

Ours (One-Stage) + DeBERTa + I3D 0.990 0.988 0.992 0.984 0.969 1.000 0.967
Ours (Two-Stage) + DeBERTa + I3D 0.998 1.000 0.996 0.986 0.973 1.000 0.971
Ours (One-Stage) + BigBird + I3D 0.992 0.992 0.992 0.986 0.981 0.992 0.975
Ours (Two-Stage) + BigBird + I3D 0.992 0.988 0.995 0.973 0.947 1.000 0.977

Ensemble 0.994 0.994 0.994 0.992 0.984 1.000 0.978

Table 3: Results of the Multimodal with Language (L) and Vision (V) on the seen test set.

organizers first train the machine learning model
based on the data marked by medical experts from
HowTo100M and YouTube8M datasets (Abu-El-
Haija et al., 2016). After that, the videos with high
confidence are selected and sorted out with the
machine learning method (Gupta et al., 2022).

3.2 Evaluation metrics
We follow the standard evaluation metrics of an-
swer prediction in MedVidQA. The performance of
the system is evaluated through two evaluation indi-
cators (Gupta and Demner-Fushman, 2022). Each
experiment was conducted for 10 rounds with dif-
ferent random seeds for eliminating the random
bias, and we select the model with the highest F1
score on the valid set and then report its score on
the test set. The metrics are introduced as follows.

1. F1 Score on Medical Instructional class.

2. Average macro-level F1 score across all the
classes.

The calculation equation of each metric is shown
as follows.

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 =
2 ∗ PrecisionRecall

Precision+Recall

MacroF1 =

∑n
i=1 F1i
n

3.3 Experimental Details

The Method provided by the organizer3 provides
four baseline methods based on different features.
In order to obtain language features, the organizer
extracted the subtitle information in the video us-
ing the Pytube library4. In addition, the organizer
uses 3D convolution (I3D) (Carreira and Zisserman,
2017) to extract the visual features of the video in
units of every second. And then they train statisti-
cal classifiers such SVM (Cortes and Vapnik, 1995)
method, Transformer model (Vaswani et al., 2017),
VIT model (Dosovitskiy et al., 2021) and LSTM
model (Hochreiter and Schmidhuber, 1997). The
details of each baseline are introduced below.

3Specific implementations can refer to https:
//github.com/deepaknlp/MedVidQACL/tree/
master/MedVidCL

4https://github.com/pytube/pytube
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Method Med-Inst Precision Med-Inst Recall Med-Inst F1 Macro F1

BigBird Two-Stage (Monomodal) 0.9949 0.9775 0.9861 0.9893

Ours (Two-Stage) + DeBERTa + I3D 0.9948 0.9750 0.9848 0.9884

Ensemble 0.9974 0.9775 0.9873 0.9901

Table 4: Submitted official results of the unseen test set.

1. Monomodal (Language) They utilize the
pre-trained Transformer models from Hug-
ging Face(Wolf et al., 2020) such as
BERT-Base-Uncase(Devlin et al., 2019) ,
RoBERTa-Base(Liu et al., 2019) and BigBird-
Base(Zaheer et al., 2020).

2. Monomodal (Vision) After extracting fea-
tures from I3D or VIT, the organizer uses the
LSTM network and transformers network to
build classifiers.

3. Multimodal (Language + Vision) After the
text features and visual features are obtained,
they are concatenated and then connected to a
full connection layer for classification.

Our method use the DeBERTa-large-v3 (He et al.,
2021) model. The DeBERTa improves the BERT
(Devlin et al., 2019) and RoBERTa (Liu et al.,
2019) models using disentangled attention and en-
hanced mask decoder. It shares the base model with
24 layers and 1024 hidden size. We formulate the
original three-classification task (one-stage) into
two two-classification tasks (two-stage). And we
trained two models separately to support our video
classification under the two-stage setting. In the
experimental table, we will report and compare the
testing effect in one-stage and two-stage settings
respectively.

3.4 Implementation details

We train the model based on the Pytorch frame-
work (Paszke et al., 2019) and use the hugging-
face5 (Wolf et al., 2020) framework. When train-
ing the model, we employ the AdamW optimizer
(Loshchilov and Hutter, 2017). The default learn-
ing rate is set to 1e-5 with the warm-up (He et al.,
2016). Four RTX3090 GPUs with 24G memory
are implemented for all experiments.

We use the [SEP] token to concatenate the ti-
tle and subtitles of the video. Experiments are
carried out in maximum lengths 512. When it is
necessary to distinguish whether it is a medical

5https://github.com/huggingface/transformers

video or not at the first stage, we set the “Medi-
cal Non-instructional” video and the “Medical In-
structional” video as the same category. When
turning into the second stage, we exclude “Non-
medical” video samples. All the experimental
codes are open-source at https://github.com/
Lireanstar/MedVidCL.

4 Results and discussions

In this section, we introduce the experimental re-
sults of the monomodal in language and the mul-
timodal in language-version where the further dis-
cussions and official results are also presented.

4.1 Experimental results

The experimental results of the monomodal with
language on the seen test set are shown in Table 2,
and the multimodal with language and vision can
be found in Table 3. For the one-stage setting, we
implement the classification for three categories of
prediction. For the proposed two-stage setting, we
exclude the non-medical category for the first stage
classification, then perform the two-categories clas-
sification to differentiate the medical instructional
and medical non-instructional videos for the final
result. Specifically, for the monomodal results, our
method outperforms all the baselines in the overall
scores. What excites us is that the SVM method
achieves the same recall score (1.000) as the deep
learning DeBERTa model on medical instructional-
related classification, indicating that the subtitle
information of the video has strong semantics. As
for the multimodal settings, the proposed two-stage
cross-modal fusion method outperforms the one-
stage cross-modal fusion method, which demon-
strates its effectiveness. The proposed method is
significantly ahead of the baseline methods. We
believe that is because our model can recognize
visual features more efficiently combined with the
strong pre-trained language model. Moreover, the
ensemble method can be a wise choice to enhance
the final score compared with other single mod-
els. In the end, we find that the proposed method
with cross-modal fusion can achieve similar perfor-
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mance to the monomodal methods, which demon-
strates the superiority of our proposed method.

4.2 Official results
As shown in Table 4, we present the results of
official submissions on the unseen test set. Fur-
ther conclusions can be found that the monomodal
modality (language) can indeed effectively identify
the semantic information from the video, which
outperforms the cross-modal setting. It is in line
with the experimental results under the test set. We
perform the ensemble method by adding the logits
generated from the two single model, and adopt
the Softmax for the final prediction. Finally, by
adopting an ensemble method, we achieve the Top-
1 score in the final official stage.

5 Conclusion

This paper introduces our approach to solving the
medical video classification (MedVidCL) task in
BioNLP of the ACL2022. Specifically, we propose
the two-stage method with cross-modal fusion us-
ing the pre-trained language model. We report the
performance of our model compared on the test
set in monomodal and multimodal settings. The
experimental results show that our method obtains
the best performance on the seen test set and un-
seen official test set, which proves that our method
is effective. Also, experimental results show that
language understanding is better than multimodal
video understanding. In the future, we will further
study how to design a more efficient structure to
jointly learn the representation in visual language
for better multimodal video understanding.
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Abstract 
 

Text summarization (TS) is an important 
NLP task. Pre-trained Language Models 
(PLMs) have been used to improve the 
performance of TS. However, PLMs are 
limited by their need of labelled training data 
and by their attention mechanism, which 
often makes them unsuitable for use on long 
documents. To this end, we propose a 
hybrid, unsupervised, abstractive-extractive 
approach, in which we walk through a 
document, generating salient textual 
fragments representing its key points. We 
then select the most important sentences of 
the document by choosing the most similar 
sentences to the generated texts, calculated 
using BERTScore. We evaluate the efficacy 
of generating and using salient textual 
fragments to guide extractive summarization 
on documents from the biomedical and 
general scientific domains. We compare the 
performance between long and short 
documents using different generative text 
models, which are finetuned to generate 
relevant queries or document titles. We show 
that our hybrid approach out-performs 
existing unsupervised methods, as well as 
state-of-the-art supervised methods, despite 
not needing a vast amount of labelled 
training data. 

1 Introduction 
 
Recent advancements in transformer-based 
architectures have enabled improvements in 
natural language processing (NLP) tasks. The 
use of encoder-decoder models, such as the T5 
language model (Raffel and al., 2020) in 
generative linguistic tasks, such as abstractive 
summarization (Cachola et al., 2020) and query 
generation (Nogueira and Lin., 2019; Klein and 
Nabi, 2019), have been shown to significantly 
improve performance over existing methods. 
Bidirectional-encoder transformer architectures, 
namely BERT-based PLMs (Devlin et al., 2018) 
have also proven to be powerful for a broad 

range of NLP tasks, including text 
summarization (Liu and Lapata, 2019).  
 
Whilst transformers have made great 
advancements in their ability at capturing 
semantic knowledge, they have also introduced 
new limitations. Firstly, they are restricted by the 
number of tokens that they can process at any 
one time. Another issue is the computational cost 
of finetuning the attention mechanisms 
embedded in transformers. These constraints are 
challenging for recent text summarization 
methods, often resulting in analysis being done 
on a truncated version of a document (Cachola et 
al., 2020; Liu and Lapata, 2019; Xu et al., 2020; 
Zhong et al., 2020; Dou et al. 2021; Zhang and 
Zhao, 2020). Since summarization should be 
able to succinctly capture the meaning of very 
long documents in a few sentences, the 
requirement to truncate a document before 
summarization is a major disadvantage. As a 
result, recent works have shifted their attention 
towards addressing the issue of long document 
summarization (Xiao and Carenini, 2020; Grail 
et al., 2021; Rohde et al., 2021; Xiao and 
Carenini, 2019). However, these are mostly 
supervised methods, requiring large amounts of 
labelled training data, which are often 
unavailable or time-consuming and costly to 
produce.  
 
We address the challenges of supervised 
methods by adopting a hybrid unsupervised 
approach, where the PLMs are required only to 
act on short sections of the document at any time, 
meaning that our method can be extended to any 
document length. Furthermore, by nature of it 
being an unsupervised approach, it does not 
require manually labelled training data for the 
extractive summarization task. To-date, 
unsupervised methods for text summarization 
have generally used graph-based methods 
(Erkan and Radev, 2004; Mihalcea and Tarau, 
2004; Liang et al 2021; Zheng and Lapata, 2019; 
Done et al., 2021), the more recent of these using 
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transformer-based embeddings to calculate 
weights between the nodes in the graph (Zheng 
and Lapata, 2019; Done et al., 2021).  We differ 
from these previous approaches as we do not use 
a graph-based model and instead evaluate the 
effectiveness of a novel approach – generating 
and using salient textual fragments to guide the 
extractive summarization. Moreover, earlier 
unsupervised, graph-based methods have been 
criticised in their ability to effectively represent 
documents which present multiple facts (Liang 
et al., 2021). Our method addresses this by 
generating multiple salient texts per document, 
thus enabling it to represent multiple facts per 
document. 
 
Text summarization methods are divided into 
extractive and abstractive groupings. Extractive 
methods select the most relevant sentences from 
a document and abstractive methods consider the 
most relevant pieces of information to produce 
new textual fragments which convey the core 
message. Although abstractive summarization 
has the potential to be more succinct and 
readable, in its current state it cannot be trusted 
to be factually consistent (Wallace et al., 2021), 
making it unsuitable in many practical 
applications, such as summarization of 
biomedical articles for use by clinicians. 
Furthermore, Huang (2020) showed extractive 
techniques to outperform their abstractive 
counterparts in human evaluation. See (2017) 
recognises the advantage of hybrid extractive-
abstractive summarization methods and uses a 
pointer-generator approach, where the model is 
mostly abstractive, but identifies and copies key 
facts directly from the source document to try to 
reduce factual inconsistency. We consider these 
factors and choose also to opt for a hybrid 
approach; however, we differ from See (2017) in 
our use of abstractive models. Specifically, we 
use transformer-based models for the generation 
of salient points, but ultimately, we generate an 
extractive summarization to ensure factual 
consistency.  
 
Our method, GenCompareSum is a two-step 
hybrid summarization approach. 
GenCompareSum first splits a document into 
sections of several sentences and walks through 
them, generating salient textual fragments which 
represent each section. We experiment with 
different generative models, which are finetuned 

 
1 https://github.com/jbshp/GenCompareSum  

to predict either queries or document titles, that 
best represent a section of the document.  Our 
method then uses these generated textual 
fragments to guide an unsupervised extractive 
summarization by calculating the BERTScore 
similarity between each of the generated texts 
and each of the sentences in the source 
document. We then select the sentences with the 
highest scores to form the extractive 
summarization. We evaluate our approach on 
short and long versions of data sets from the 
biomedical and scientific domains. Furthermore, 
we compare the use of different PLMs for 
generating salient textual fragments. 
 
Our main contributions are as follows: 

1. A novel two-step unsupervised hybrid 
abstractive-extractive summarization 
method, which generates salient textual 
fragments - queries and document titles 
- which represent sections of a 
document, and then uses them to guide 
the extractive summarization step. 

2. The fusion of state-of-the-art PLMs with 
unsupervised approaches, to achieve a 
summary which harnesses the semantic 
knowledge of transformer-based 
models, whilst being extendable to any 
length document, without requiring a 
large corpus of training data.  

3. Evaluation results demonstrate our 
hybrid method outperforms both 
existing unsupervised methods and 
state-of-the-art supervised methods, 
both on long and short documents.  

2 Methods 
 
We propose GenCompareSum, a hybrid 
abstractive-extractive model, which makes use 
of transformer-based architectures but is 
extendable to any document length, can 
represent multiple facts, and does not require 
vast amounts of training data. The method is 
comprised of two steps: first, using a generative 
model to produce salient textual fragments, i.e., 
queries or document titles, which represent key 
points from across a document, then a 
comparison between these salient fragments and 
each sentence, to select the most important 
sentences from across the document. A 
representation of our method can be seen in 
Figure 1. We make our code publicly available1. 
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Figure 1: GenCompareSum pipeline. (a) We split the document into sentences. (b) We combine these sentences 
into sections of several sentences. (c) We feed each section into the generative text model and generate several 
text fragments per section. (d) We aggregate the questions, removing redundant questions by using n-gram 
blocking. Where aggregation occurs, we apply a count to represent the number of textual fragments which were 
combined and use this as a weighting going forwards. The highest weighted textual fragments are then selected to 
guide the summary.  (e) The similarity between each sentence from the source document and each selected textual 
fragment is calculated using BERTScore. (f) We create a similarity matrix from the scores calculated in the 
previous step. These are then summed over the textual fragments, weighted by the values calculated in step (d), to 
give a score per sentence. (g) The highest scoring sentences are selected to form the summary.  
 
 
2.1 Text splitting  
 
Given a document 𝐷, we first split it into 
sentences 𝑠, such that 𝐷	 = {𝑠!, … , 𝑠"}, using the 
Stanford CoreNLP software package (Manning 
et al., 2014). We then combine sentences into 
document sections of 𝑥 sentences, i.e., 𝐷 =
	{𝑝!, … , 𝑝#}	; 𝑚 = 𝑐𝑒𝑖𝑙 0"

$
1	. We chose not to 

use any pre-defined sections already existing 
within the documents as we found that the 
documents were not consistently extracted into 
their sections well across the different datasets. 
Splitting the document into a consistent number 
of sentences per section removes the 
requirement for high quality text extraction into 
document sections. The number of sentences 𝑥 
used to form the short text sections was decided 
via experimentation on the validation data sets.   
 

 
2 https://commoncrawl.org 

2.2 Salient text generation 
 
T5 (Raffel and al., 2020) is a sequence-to-
sequence model, pre-trained on a cleaned and 
pre-processed version of the Common Crawl2 
data set – a data set consisting of textual content 
scraped from the internet. T5-based models have 
been shown to be high performing sequence-to-
sequence models across a range of generative 
tasks, from question generation (Nogueira and 
Lin, 2019), to graph-to-text generation (Ribeiro 
et al., 2021), to generative common-sense 
reasoning (Yuchen Lin, et al., 2020), to 
abstractive text summarization (Zhang and 
Zhao, 2020; Goodwin, 2020). The T5 model 
uses an encoder-decoder architecture and is pre-
trained via an unsupervised task in which 15% 
of tokens are masked; the masked words can be 
individual words or a span of words; the target 
of the training objective is to predict these 
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masked words, given the un-masked tokens and 
their respective positions. For downstream tasks, 
the pre-trained T5 model is finetuned using pairs 
of input and output sequences. A diagram of the 
T5 architecture and its pre-training and 
finetuning settings can be seen in Appendix A. 
We experiment with several T5-based models 
for the salient text generation task. 
 
We use each section, 𝑝, as an input to a 
generative model to give 𝑘 salient texts 𝑡, which 
aim to encapsulate the key facts of that section: 
 

{𝑡!, … , 𝑡%} = 𝑡𝑒𝑥𝑡_𝑔𝑒𝑛(𝑝).  (1) 
 

In the case where 𝑝 is longer than 512 tokens, it 
is truncated. We then aggregate the generated 
textual fragments from across the document 
sections to give 𝑇 = {𝑡!, … , 𝑡#%}.   
 
For the generation of the textual fragments, we 
first experiment with a T5-based model 
finetuned with a query generation task in the 
general domain. This model, provided textual 
input, aims to generate queries which ask the 
most relevant questions of it. We 
use  docTTTTTquery (Nogueira and Lin, 2019), 
a question generation model trained on the MS-
MARCO data set (Bajaj et al., 2018), which is a 
question-answer data set generated from Bing’s3 
search query logs. Surita et al. (2020), showed 
this pre-trained model to be effective at 
generating questions for long, biomedical texts. 
 
Second, we follow the approach taken by 
Nogueira and Lin (2019) and finetune our own 
model on long-answer - query pairs from the 
biomedical domain, details of which can be 
found in Appendix B. We refer to this model as 
‘t5-med-query’. 

Last, we experiment using an open-source T5-
based model, finetuned on abstract-title pairs 
from the scientific domain4. This approach has 
shown to be effective at proxying highly 
abstractive summaries (Cachola et al., 2020). We 
apply this model to our problem space, 
generating potential ‘titles’ for each document 
section.	We refer to this model as ‘t5-s2orc-title’. 

 
3 https://www.bing.com  

2.3 N-gram blocking 

N-gram blocking is a technique which is applied 
to reduce redundancy and improve coverage in 
summarization models (Liu and Lapata, 2019).  
We apply n-gram blocking to the generated 
textual fragments, resulting in 	𝑇∗ ⊆ 𝑇, 
where	𝑇∗ = <𝑡!, … 𝑡',')#%=. Where we have 
removed generated texts by applying this 
technique, we keep a count of how many times a 
similar textual fragment was seen before n-gram 
blocking. We associate this count with the 
remaining generated text after n-gram blocking. 
We refer to these counts as weights, which can 
be described by 𝑤 = {𝑤!, … , 𝑤'}, such we have 
one weight associated with each generated 
textual fragment remaining after n-gram 
blocking. A visualization of this can be seen in 
steps c and d of Figure 1. We then take the top 
𝑞; 𝑞 < 𝑙 generated texts after ordering by the 
weight.  
 
2.4 Text vector comparison 
 
BERT-based comparisons have been shown to 
outperform traditional sentence comparative 
metrics like TF-IDF when used in unsupervised 
summarization tasks (Done et al., 2021). 
Furthermore, they have been demonstrated to 
align better with human judgement of text 
similarity than n-gram matching approaches 
during evaluation, likely due to their ability to 
match based on semantic meaning and their 
penalization of word re-ordering which changes 
a text’s meaning (Zhang et al,. 2020). 
BERTScore (Zhang,et al., 2020) uses BERT-
based token embeddings, calculates the cosine 
similarity between them and uses greedy 
matching to match each token in the first text to 
its most similar token in the second; these scores 
are averaged across the sentences to give 
precision, recall and F1 scores which quantify 
the similarity between two texts.  
 

 

4 https://huggingface.co/doc2query/S2ORC-t5-
base-v1 
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Table 1: Description of the four data sets used in the extractive summarization experiments. For each data set, we 
give the number of articles in each of the train, validation and test splits, the mean number of tokens and sentences 
in the input research article, as well as the mean number of tokens and sentences in the gold summary (abstract) 
of the articles.

We weight the score by 𝑤, the count 
representing the number of textual fragments 
which were aggregated during n-gram blocking 
to give: 
 
𝑠𝑐𝑜𝑟𝑒* =	∑ 𝑤+ ∗ 𝐵𝐸𝑅𝑇𝑆𝑐𝑜𝑟𝑒(𝑠* ,

,-.
! 𝑡+)  (2) 

 
We then select the sentences with the highest 
score to form our summary and reorder them 
back into the sequence that they appear within 
the original document.  
 
3 Experiments 
 

3.1 Data sets  
 
We evaluate the efficacy of our hybrid 
summarization model with four publicly 
available data sets from the biomedical and 
scientific domains. All four data sets consist of 
full-article research papers and their 
corresponding abstracts. In line with previous 
literature, we use their abstracts as the target 
summaries. The data sets included in our 
experiments are CORD-19 (Wang et al., 2020), 
PubMed and ArXiv (Cohan et al. 2018), and 
S2ORC (Lo et al., 2020). The CORD-19 data set 
used is the version released on 2020-06-28, 
containing 57,037 articles relating to COVID-
19. The S2ORC data set is a large corpus of 
scientific literature across several domains; we 
select a random subset of 63,709 articles tagged 
as being from the biological and biomedical 
domains. The PubMed and ArXiv data sets are 
from the biomedical and scientific domains 
respectively.  
 

For the S2ORC and CORD-19 data sets, we split 
the data set by sampling randomly to create 
training/validation/test sets using the ratio 
75/15/10. For the PubMed and ArXiv data sets, 
we use the train/validation/test sets given in the 
resources associated with the original paper. 
 
Since most previous literature using transformer-
based models in their methods either evaluates 
them on short or truncated texts (Cachola et al., 
2020; Liu and Lapata, 2019; Xu et al., 2020; 
Zhong et al., 2020; Dou et al., 2021; Zhang and 
Zhao, 2020), we also create short data sets for 
evaluating our models. We create these data sets 
by truncating documents to the end of the 
sentence which contains their 512th token. We 
evaluate our models both on the short and full-
text versions of the four data sets described 
above. Table 1 gives, for each data set, the mean 
number of tokens and sentences for the 
documents and their target summaries.  
 
As training is not required for unsupervised 
models, for these methods only the test data sets 
are used. To train the supervised method, 
BERTExtSum (Liu and Lapata, 2019), which we 
implement for comparison, we use the training 
data set to train the model and the validation data 
set to select the best performing epoch for 
evaluation on the test set.  
 
3.2 Parameter selection 
 
To select the optimal parameters for our models, 
we take a constant but random sample of 1000 
articles from the PubMed validation data set and 

Data set 
 

Instances Input length – 
Truncated 
document 

Input length –  
Full document 

Target length 

Train Val Tokens Tokens Sentences Tokens Sentences Tokens Sentences 
PubMed 117108 6631 3209 525 20 3209 124 208 9 
S2ORC 47474 9490 4312 523 19 4312 154 250 9 
CORD-19 31505 6299 5240 525 18 5240 206 232 8 
ArXiv 202917 6436 6515 528 20 6515 249 279 11 
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experiment with different combinations of the 
parameters, details of which can be found in 
Appendix C. Different methods for calculating 
text similarity were also compared, namely, 
BERTScore, SimCSE (Gao et al., 2021) and 
Sentence Transformers (Reimers and Gurevych, 
2019), with BERTScore shown to be the highest 
performing against a ROUGE metric for the 
extractive summarization task, details of this 
analysis can be found in Appendix D.  
 
3.3 Implementation details 
 
We run all experiments requiring GPUs on 
NVIDIA Quadro RTX 6000 hardware. We 
report all our results in terms of ROUGE-1, 
ROUGE-2 and ROUGE-L scores (Lin, 2004), 
calculated using pyrouge5 python package.  
 
Several extractive text summarization methods 
are compared across the short and full-text 
versions of the four scientific data sets. For the 
short-text data sets, we take 6 sentences to 
generate our predictive summary. We choose to 
give results on a short-text summary for a fair 
comparison against supervised methods, which 
are restricted by the length of document that they 
can easily summarize. For the full-text articles, 
the number of sentences that we select for the 
predictive summary is the same as the average 
number of sentences in the target summaries for 
a given data set, shown in Table 1. E.g., for the 
PubMed data set, we select 9 sentences to 
summarize the full text article. 
 
3.4 Related work 
 
ORACLE summaries indicate the upper bound 
for extractive text summarization. We calculate 
ORACLE summaries by adapting code from Liu 
and Lapata (2019), which applies greedy 
sentence selection to maximise ROUGE scores. 
 
As baseline methods for comparison, we 
implement the LEAD method, taking the first 𝑛 
sentences to form the summary, and the 
RANDOM method, taking a random sample of 
𝑛 sentences to form the summary.  
 
We also compare our method to unsupervised 
extractive methods, LexRank (Erkan and Radev, 
2004), TextRank (Mihalcea and Tarau, 2004) 

 
5 https://github.com/bheinzerling/pyrouge  
 

and SumBasic (Nenkova and Vanderwende, 
2005), all of which were implemented using the 
sumy6 package. LexRank (Erkan and Radev, 
2004) and TextRank (Mihalcea and Tarau, 2004) 
are both graph-based models, based on Google’s 
PageRank algorithm (Brin and Page, 1998), 
which assume that the sentences with the highest 
centrality are the most important and use these to 
form a summary. SumBasic simply assumes that 
sentences containing the words which are used 
with the highest frequency across the whole 
document will be the most important. 
 
Additionally, we compare our method to 
BERTExtSum (Liu and Lapata, 2019), a state-
of-the-art supervised method using BERT-based 
transformer models. For evaluation on the short 
data sets, where the documents are truncated at 
the end of the sentence containing the 512th 
token, we use their implementation without 
modification to train and evaluate the models. 
For the full-text article, we adapt their code, 
denoted BERTExtSum*, to cycle through the 
article in 512 token-length blocks and predict the 
best sentences to select from across this cycle. 
However, due to hardware limitations and the 
computational intensity of the attention 
calculation, we were still required to truncate the 
document at 1024 tokens to evaluate this 
method.  
 
Lastly, we implement GenCompareSum and 
compare the performance between using 
different generative text models: 
docTTTTTquery, t5-med-query, and t5-s2orc-
title. 
 
4 Experimental Results 
 
4.1 Automatic evaluation 
 
We report the results of our unsupervised hybrid 
abstractive-extractive method on the extractive 
summarization task in Table 2. 
 
For the short documents, our method 
GenCompareSum (t5-s2orc-title) performs best 
across three out of four of the data sets, and 
second-best for the fourth data set. There is no 
clear ‘second-best’ model out of the methods 
compared for the short data sets. 

6 https://github.com/miso-belica/sumy  
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Table 2: Results of the extractive summarization task on the PubMed, ArXiv, s2orc and CORD-19 data sets. The 
short text version of the data set consists of the articles truncated at the end of the sentence containing the 512th 
token. We select 6 sentences for the short text summary. For the full-text document prediction, we use select the 
average number of sentences in the gold summaries of the respective data sets, which are given in Table 1, 
PubMed: 9, S2ORC: 9, CORD-19: 8, ArXiv: 11. Bold font indicates the top result within a data set, underlined 
font indicates the second-best result.  
 
Interestingly, for the S2ORC data set, the 
method outperforming all others is LEAD, i.e., 
taking the first sentences from the document as 
the predictive summary. However, in evaluation 
of the full-text version of the S2ORC data set, it 
does not hold that LEAD is the best method, and 
it is seen to be outperformed by several other 
methods. 
 
For the long document data sets, 
GenCompareSum (t5-s2orc-title) outperforms 
all other unsupervised models. A strong 
unsupervised baseline, LexRank has been shown 
in prior literature to give competitive 
performance when compared to supervised 
approaches (Cohan et al., 2018; Subramanian, Li 
and Pilault, 2020). In-line with these works, we 

show LexRank to be the best-performing 
unsupervised method after our own. 
 
Our method, GenCompareSum (t5-s2orc-title), 
outperforms LexRank by a large margin – an 
average ∆R1, ∆R2, ∆R1 of 2.35, 1.47, 2.27 
across the four data sets. We also demonstrate a 
slight performance increase over our 
implementation of the supervised method 
BERTExtSum*, which we adapted to run over 
longer documents. The same calculation across 
the data sets with BERTExtSum* shows us 
outperforming ∆𝑅1, ∆𝑅2, ∆𝑅1 by 0.36, 0.56, 
0.06 across the four data sets. Given that our 
method is unsupervised, and therefore does not 
require labelled training data and can be 

Model 
 

PubMed S2ORC CORD-19 ArXiv 

R1 R2 RL R1 R2 RL R1  R2 RL R1 R2 RL 
Short Document 

ORACLE  47.27 22.85 43.20 49.29 25.42 45.52 43.47 17.75 39.28 47.29 18.49 41.90 

RANDOM 34.98 10.82 31.37 34.69 11.06 31.30 31.64 7.91 28.10 34.53 8.88 30.26 

LEAD 35.39 12.07 32.28 40.50 16.72 37.68 34.80 10.17 31.67 34.35 8.75 30.61 

LexRank  38.48 13.05 34.92 39.44 14.57 36.13 35.65 10.17 32.11 38.98 11.44 34.64 

TextRank 38.15 12.99 34.77 40.17 14.84 36.63 36.25 10.61 32.53 37.97 11.58 33.53 

SumBasic 36.11 11.06 32.67 35.99 11.99 32.87 33.63 8.82 30.22 37.14 9.83 33.06 

BERTExtSum 38.78 14.47 35.43 39.41 16.14 36.38 34.68 10.34 31.42 39.36 11.74 35.09 

GenCompareSum 
(docTTTTTquery) 

37.82 
 

13.12 32.41 38.31 14.27 35.17 33.77 9.73 30.66 38.59 11.49 34.50 

GenCompareSum   
(t5-med-query) 

38.54 13.67 35.06 38.96 14.78 35.80 36.77 11.24 33.29 38.92 11.59 34.76 

GenCompareSum   
(t5-s2orc-title) 

39.19 14.35 35.65 40.16 15.84 36.91 36.84 11.35 33.35 39.66 12.30 35.38 

Long Document 
ORACLE  61.76 36.78 57.61 64.11 39.21 60.16 59.10 32.09 54.63 60.16 32.17 54.97 

RANDOM 37.26 11.19 33.66 37.12 10.23 33.73 33.37 7.70 29.98 34.20 8.70 30.64 

LEAD 37.23 11.11 33.67 40.50 16.72 37.68 34.61 10.17 31.68 34.70 10.27 31.37 

LexRank  41.02 15.83 37.18 42.60 15.84 38.97 39.50 12.65 35.68 33.94 12.09 30.62 

TextRank 34.53 12.98 30.99 36.58 13.23 33.10 32.99 10.39 24.47 26.57 9.20 23.74 

SumBasic 40.61 12.42 36.54 36.63 10.43 33.68 33.88 8.24 30.86 33.18 7.75 30.29 

BERTExtSum* 41.87 16.01 38.51 43.56 17.85 40.40 38.95 12.17 35.48 40.65 14.01 36.89 

GenCompareSum 
(docTTTTTquery) 

40.54 14.77 36.83 40.78 14.24 37.43 36.84 11.19 33.51 38.19 12.76 34.55 

GenCompareSum   
(t5-med-query) 

41.60 15.67 37.79 41.84 15.10 38.35 39.33 12.31 35.74 37.17 11.97 33.95 

GenCompareSum   
(t5-s2orc-title) 

42.10 16.51 38.25 43.39 16.84 39.82 41.02 13.79 37.25 39.96 15.15 36.19 
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extended to any document length, we believe 
this is a significant improvement.  
 
Considering the different implementations of 
GenCompareSum, we can see that, as expected, 
our results show that finetuning on in-domain 
data gives notable performance increases. Table 
2 shows that the ∆𝑅1 between an out-of-domain 
query generation model (docTTTTTquery) and a 
query generation model trained on biomedical 
data (t5-med-query) were as high as 3 and 2.49 
for the short and long articles respectively, for 
the CORD-19 biomedical data set. However, for 
the ArXiv data set, which consists of 
predominantly physical and computer science 
related research articles, the performance 
decreased when using the t5-med-query 
generative model instead of the general domain 
docTTTTTquery model.  
 
Our best-performing GenCompareSum model, 
t5-s2orc-title, uses a generative PLM finetuned 
on document-title pairs from the S2ORC data set 
to guide the extractive summarization. In many 
ways, a title can be considered as a highly 
abstractive summarization (Cachola et al., 
2020). A major advantage of this finding is that, 
although it does require training data to finetune 
this generative model, document-title pairs are 
readily available across many domains, thus a 
model can easily be trained for a specific task 
without needing extensive manual labelling 
effort. Furthermore, this model, although 
finetuned on biomedical and scientific data, is 
finetuned on a very broad range of documents 
within these fields. We demonstrate that, despite 
the broad coverage of fields in its training data, 
it performs very well when applied to data from 
a more specific domain, e.g., biomedicine in the 
PubMed and CORD-19 data sets.  
 
Lastly, we observe that there is big difference in 
ORACLE scores between the short and full text 
data sets. Although our models out-perform all 
other methods evaluated for both short and full 
text documents, the gap between the best 
predictive scores in our experiments and the 
ORACLE upper bound is large for long 
documents, suggesting that much more research 
could be done in this space. Furthermore, based 
on this observation, we also hypothesise that 
predicting summaries from short documents is a 
significantly easier task than doing the same for 
long documents. This is supported by TextRank 
performing worse on the long documents than on 

the truncated versions. We believe this is 
explainable both by the fact that there are much 
fewer sentences to choose from within a shorter 
document (we select approximately 32% of all 
sentences across the data sets for short document 
predictions and 5% for the full documents), thus 
less room for error. Furthermore, previous work 
has shown that often the most important parts of 
the document are towards the beginning of it 
(Zheng et al., 2019), implying that there is less 
‘noise’ (i.e., unimportant sentences) to select 
from a truncated document.  
 
4.2 Qualitative analysis 
 
In Appendix E we provide a randomly sampled 
PubMed document, the associated generated 
salient fragments, and the predicted extractive 
summary given by each of the three 
GenCompareSum methods.  We also provide the 
gold summary (document abstract) for 
comparison. In Appendix F, we give the same 
for a randomly sampled document from the 
ArXiv data set. In this section, we comment on 
the difference between the texts generated by the 
difference T5-based models and hypothesise on 
how this influences the extractive summary.  
 
The docTTTTTquery model produces questions 
which are relatively general and imply little 
biomedical knowledge when provided the 
PubMed document as input. In this setting, it 
produces textual fragments such “what is nlrp3”. 
Interestingly, it does manage to produce more 
complex texts from sections of the ArXiv data 
set, such as: “what is the contribution of the 
spiral arm to the resonant structure in the solar 
neighborhood?”. 
 
In comparison, the t5-med-query model, whilst 
also generating questions, better encapsulates 
biomedical concepts when given a document 
from the PubMed dataset, e.g., “what is the role 
of nuclear and mitochondrial dna damage and 
repair in people with depression?”. However, in 
line with the ROUGE results given in Section 
4.1, it seems to perform less well on out-of-
domain (i.e., scientific rather than biomedical) 
literature, and appears to default to a more 
general question generation model, generating 
texts for the ArXiv document such as “what is 
the effect of a spiral arm?”.  
 
The t5-s2orc-title model generates texts which 
read much more like very short, highly 
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abstractive summaries. E.g., for the PubMed 
article, it generated the textual fragment: “the 
role of the nuclear and mitochondrial dna in 
depression” and for the ArXiv article it 
generated: “the spiral arm contribution to the 
resonant structure of the solar neighborhood”.  
Although outperformed by the title-generation 
model t5-s2orc-title in the automatic evaluation, 
on analysis of the generated textual fragments, 
the query generation models do seem to 
effectively represent the important facts from an 
article, especially in the biomedical domain. We 
hypothesise that our use of BERTScore, to 
calculate the similarity between salient texts and 
document sentences, favours the title generation 
model due to it calculating the similarity 
between words in different texts and not being 
designed to answer questions. In future work, we 
would like to experiment further with the 
combination of the query generation models and 
extractive question answering approaches for the 
extractive summarization task.  
 
5 Future work 
 
In this section we suggest future directions for 
our research. Firstly, we highlight that our 
method is generalizable and not restricted to T5-
based architectures for the generation of salient 
text fragments. Therefore, we would like to 
experiment with different models for this step, 
e.g., BART-based (Lewis, 2019) models, or 
models trained with different data.  
 
Another interesting direction would be the 
inclusion of zoning into the method. As 
mentioned previously, we chose not to use an 
article’s pre-defined sections as they are often 
not available. However, it would be interesting 
to predict a classification for a sentence within 
the text (e.g., ‘Results’ for a scientific article), 
and to incorporate this into the model.  
 
We would also like to evaluate our models on 
other data sets and domains in future research, 
e.g., clinical notes, and would like to carry out a 
human evaluation to validate the results, ideally 
with experts from the same domain as the data 
being summarized. Human evaluation would 
allow for aspects such as fluency, factual 
consistency, and coherence to be assessed, 
which have been shown not to necessarily align 
well with ROUGE evaluation in previous works 
(Kryscinski et al., 2019; Huang et al., 2020).  
 

Lastly, our analysis (details in Appendix D) 
showed that BERTScore was the best 
performing method for calculating text similarity 
for the extractive summarization task, 
outperforming methods using sentence 
embeddings. We hypothesise that this could be 
due to our evaluation metric being ROUGE 
scoring, which favours methods that produce 
summaries containing exactly the same words as 
the gold summary, rather than semantically 
similar sentences. Experimentation into different 
evaluation metrics for extractive summarization, 
including human evaluation, and how they 
correlate to the performance of our methods 
when using different models for calculating text 
similarity, is also an interesting direction for 
future work. 
 
 

6 Conclusion 
 
In this work we propose GenCompareSum, a 
novel two-step unsupervised hybrid abstractive-
extractive method for text summarization. We 
evaluate the efficacy of using PLMs to generate 
salient textual fragments which represent the key 
points of a document – experimenting with 
generation of both queries and document titles - 
and using them to guide the second step, 
extractive summarization. We show that that our 
unsupervised method, which can be extended to 
any length of document and does not require a 
corpus of annotated training data, outperforms 
over both strong supervised and unsupervised 
baselines on long and short documents. 
Furthermore, we show that our best-performing 
model uses title-document pairs for the 
generative task, which are readily available 
across many domains without the need for 
manual labelling effort. 
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Appendix A. T5 model architecture.  
 

 
 

Figure 2: Representations of the two training settings of the T5 encoder-decoder model. The left diagram shows 
the unsupervised pretraining task, in which a tokenized text containing masked spans is passed to the encoder and 
the output target of the decoder is the prediction of the masked spans. The right diagram shows the supervised 
downstream task, where the pre-trained model is finetuned on pairs of tokenized sequences.  
 
 
 
Appendix B. t5-med-query training.  
 
To finetune our GenCompareSum (t5-med-query) model, we combine four biomedical data sets to make a large 
corpus of text-question pairs, where the questions can be answered by the long textual input. From the BioAsq 
data set (Nentidis et al., 2021), 3,433 ‘ideal answer’-question pairs were used, 2,720 text-question pairs from 
COVID-QA (Möller et al., 2020), where the paragraph containing the answer is used as the text input, 61,244 
context-question pairs from PubMedQA (Jin et al. 2019), where the ‘context’ refers to the abstract without its 
‘conclusion’ section, and 27,722 long answer-question pairs from the MASH-QA (Zhu et al. 2020) data set. The 
t5-base model is loaded and finetuned on this data set for 5 epochs, with a batch size of 8. 
 
  

232



 

Appendix C. Parameter selection.  
 

Parameter Name Parameter Definition Parameter range experimented 
with 

Optimal 
parameter 
selected 

T5 model 
temperature 

Controls randomness of generative text 
model predictions 

0.2-1 0.5 

T5 input size (𝑥) Number of sentences used to form 
sections to input to T5 text generation 
model 

2-12 4 

T5 predictions 
per input (𝑘) 

Number of salient texts generated per 
section passed to the model 

2-6 3 

T5 prediction n-
gram blocking 

Number of consecutive word matches 
used to determine whether a generated 
text should be removed due to 
redundancy when compared to another 
generated text 

No n-gram blocking, 
n=3, n=4 

4 

T5 generated 
texts used for 
comparison (𝑞) 

Number of generated texts used for 
comparison to the original document 
sentences 

4-12 10 

BERTScore 
embedding 
model 

Base model used in BERTScore 
package for word-embedding 
comparison 

bert-base-uncased7, 
facebook/bart-large-mnli8, 
allenai/longformer-large-40969, 
allenai/scibert_scivocab_uncased10 
 

bert-base-
uncased 

BERTScore 
batch size 

Batch size in BERTScore package 64 (used default) 64 

Score weighting Optional multiplication of scores by 
frequency of question occurrence 

True/False True 

Sentence 
selecton n-gram 
blocking 

Number of consecutive word matches 
used to determine whether a selected 
sentence should be removed due to 
redundancy when compared to another 
selected sentence 

No n-gram blocking, 
n=3, n=4 

4 

Table 3: Parameters experimented with, and selected for use, in the GenCompareSum models. 
 
  
  

 
7 https://huggingface.co/bert-base-uncased 
 
8 https://huggingface.co/facebook/bart-large-mnli 
 
9 https://huggingface.co/allenai/longformer-base-4096 
 
10 https://huggingface.co/allenai/scibert_scivocab_uncased  
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Appendix D. Analysis of methods for calculating text similarity 
 
In this section we compare different methods for calculating the similarity between the generated salient 
text fragments and the document sentences. We use our best performing model, GenCompareSum 
(s2orc-title), and implement different models for the text comparison step. We present results for the 
extractive summarization task on the PubMed ‘Short Document’ data set.  
 
We compare BERTScore, a method which uses word embeddings to calculate the similarity between 
texts, with two other methods to calculate the similarity between texts using sentence embeddings. 
Sentence Transformers (Reimers and Gurevych, 2019) is trained with a triplet / siamese bert-based 
architecture and a training objective designed to minimize distances between similar sentences. We 
implement this method with their python package11. We compare both their suggested base model for 
the general domain ‘all-mpnet-base-v2’ and a model trained to calculate document-level similarity for 
scientific documents ‘allenai-specter’ (Cohan et al., 2020). We also implement SimCSE (Gao et al., 
2021), which generates sentence embeddings with a model trained using contrastive learning. For this 
method, we use the general-domain base model which is suggested to be the best performing in 
SimCSE’s documentation12. For the BERTScore method, we experiment with base models from the 
general domain, namely ‘bert-base-uncased’13, which was used in our implementations to give the 
results in Table 2 of the main manuscript, and a base model pretrained on data from the scientific domain 
(Beltagy et al., 2019), ‘allenai/scibert_scivocab_cased’.  
 
Table 4 gives the results. We can observe that BERTScore, implemented with a base model from the 
general domain, outperforms all other methods compared for calculating text similarity on the extractive 
summarization task when evaluated using ROUGE metrics.  
 

Text similarity method R1 R2 RL 
BERTScore  (bert-base-uncased) 39.19 14.35 35.65 
BERTScore (allenai/scibert_scivocab_cased) 37.78 13.40 34.45 
SentenceTransformer (all-mpnet-base-v2) 39.03 14.20 35.45 

SentenceTransformer(allenai-specter) 38.20 13.41 34.67 
SimCSE (princeton-nlp/sup-simcse-roberta-large) 38.62 13.73 35.07 

 

Table 4: A comparison of ROUGE-1,-2 and -L results for the PubMed Short Document data set on the extractive 
summarization task, using different methods for calculating text similarity between generated salient texts and the 
document’s sentences. The method is given in the first column, with the base model used in its implementation 
given in brackets.  
  

 
11 https://github.com/UKPLab/sentence-transformers 
12 https://github.com/princeton-nlp/SimCSE  
13 https://huggingface.co/bert-base-uncased  
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Appendix E. Example output of our method on a PubMed article. 
 

PubMed Sample Document and Predictions 
PubMed Sample 
Document 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4329942/  

PubMed Sample 
Abstract (Target 
Summary) 

depressive disorder ( dd ) , including recurrent dd ( rdd ) , is a severe psychological di
sease , which affects a large percentage of the world population . although pathogenes
is of the disease is not known , a growing body of evidence shows that inflammation t
ogether with oxidative stress may contribute to development of dd . since reactive oxy
gen species produced during stress may damage dna , we wanted to evaluate the exten
t of dna damage and efficiency of dna repair in patients with depression. material / we 
measured and compared the extent of endogenous dna damage single - and double - st
rand breaks , alkali - labile sites , and oxidative damage of the pyrimidines and purine
s in peripheral blood mononuclear cells isolated from rdd patients ( n = 40 ) and healt
hy controls ( n = 46 ) using comet assay . we also measured dna damage evoked by h
ydrogen peroxide and monitored changes in dna damage during repair incubation. we 
found an increased number dna breaks , alkali - labile sites , and oxidative modificatio
n of dna bases in the patients compared to the controls . exposure to hydrogen peroxid
e evoked the same increased damage in both groups . examination of the repair kineti
cs of both groups revealed that the lesions were more efficiently repaired in the contro
ls than in the patients. the first time we showed that patients with depression , compar
ed with non - depresses individuals , had more dna breaks , alkali - labile sites , and o
xidative dna damage , and that those lesions may be accumulated by impairments of t
he dna repair systems . more studies must be conducted to elucidate the role of dna da
mage and repair in depression .  
 

Salient Texts - 
GenCompareSum 
(docTTTTTquery) 

• what is nlrp3 
• how long does it take for dna damage to be repaired 
• what is the oxidative modification of purines 
• what is the main activator of nlrp3 
• what is the damage caused by dna repair 
• what is the role of mitochondrial dna in depression 
• what is oxidative damage in dna 
• does oxog cause depression 
• what is the dna damage response 
• what is the oxidative damage of pyrimidines and purines? 

Predicted Summary - 
GenCompareSum 
(docTTTTTquery) 

• since the findings described above are inconsistent , we wanted to determine 
if the oxidative modification of purines , like 8 - oxog , and pyrimidines are 
present in a higher degree in patients with depression than in controls .  

• to achieve these objectives , we measured and compared the extent of endog
enous dna damage single - and double - strand breaks , alkali - labile sites , a
nd oxidative damage of the pyrimidines and purines in pbmcs isolated from 
dd patients and healthy controls .  

• we evaluated the level of basal endogenous dna damage by subjecting pbmcs 
to comet assay procedure immediately after isolation from blood .  

• moreover , we estimated the extent of oxidative dna damage by employing m
odified comet assay with 2 glycosylases : nth removing oxidized pyrimidines 
and hogg1 excising oxidized purines .  

• figure 3 shows mean dna damage changes in pbmcs of the patients with depr
ession and the controls without psychiatric disturbances during the repair inc
ubation .  

• the goal of our research was to examine the susceptibility of rdd patients to d
na damage induced by oxidative stress by measuring the level of endogenous 
dna damage , including oxidative dna damage , the amount of dna damage in
duced by h2o2 , and efficiency of dna damage repair in the patients as compa
red to the controls without psychological disturbances .  

• apart from measuring the extent of endogenous dna damage , we also estimat
ed the amount of dna damage induced by the incubation of pbmcs with h2o2 
and efficiency of its repair .  
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• additionally , we monitored the repair efficiency of the induced dna damage .  
• moreover , nlrp3 inflammasome , activation of which was detected in the pat

ients pbmcs , was also found to inhibit dna repair after induction of oxidative 
stress . 

Salient Texts - 
GenCompareSum 
(t5-med-query) 

• what was the purpose of the study? 
• what is the alkaline version of the comet assay? 
• what is the effect of pbmcs on basal endogenous dna damage? 
• what is the incubation time for dna repair? 
• what is the role of nuclear and mitochondrial dna damage and repair in peopl

e with depression? 
• is it possible to study the susceptibility of rdd patients to dna damage induce

d by oxidative stress? 
• what is recurrent depressive disorder? 
• what is the association between 8 - oxog and depression in japanese office w

orkers? 
• which is the most versatile nlr? 
• what enzymes are bifunctional glycosylases? 

Predicted Summary - 
GenCompareSum 
(t5-med-query) 

• moreover , we also wanted to know if the patients have elevated levels of oth
er kinds of dna damage , such as strand breaks .  

• we evaluated the level of basal endogenous dna damage by subjecting pbmcs 
to comet assay procedure immediately after isolation from blood .  

• figure 2 shows basal endogenous dna damage and the damage induced after 
10 - min incubation with 20 m h2o2 in pbmcs isolated from the patients and 
controls without psychiatric disturbances .  

• figure 3 shows mean dna damage changes in pbmcs of the patients with depr
ession and the controls without psychiatric disturbances during the repair inc
ubation .  

• figure 5 compares basal endogenous dna damage and the level of this param
eter at the end of the repair incubation in pbmcs of the patients and the contr
ols measured by the alkaline version of comet assay .  

• the goal of our research was to examine the susceptibility of rdd patients to d
na damage induced by oxidative stress by measuring the level of endogenous 
dna damage , including oxidative dna damage , the amount of dna damage in
duced by h2o2 , and efficiency of dna damage repair in the patients as compa
red to the controls without psychological disturbances .  

• apart from measuring the extent of endogenous dna damage , we also estimat
ed the amount of dna damage induced by the incubation of pbmcs with h2o2 
and efficiency of its repair .  

• additionally , we monitored the repair efficiency of the induced dna damage .  
• there is a need for further studies to define the role of nuclear and mitochond

rial dna damage and repair in people with depression , and their implications 
for clinical outcome . 

Salient Texts - 
GenCompareSum 
(t5-s2orc-title) 

• dna damage in patients with depression. 
• oxidative dna damage in depression 
• the oxidative dna damage in patients with renal failure 
• activation of nlrp3 by oxygen species in pbmc patients. 
• activation of mitochondrial nlrp3 in patients with pbmcs. 
• urinary 8-oxog in japanese office workers 
• the use of the alkaline version of comet assay for assessing dna damage in pb

mcs 
• the role of the nuclear and mitochondrial dna in depression. 
• the role of the dna repair rate in the repair of pbmcs in patients with squamou

s cell carcinoma. 
Predicted Summary - 
GenCompareSum (t5
-s2orc-title) 

• in agreement with this , activation of nlrp3 in pbmcs of the patients was acco
mpanied by increased lipid peroxidation , which can be attributed to increase
d oxidative stress and elevated mitochondrial ros ( mtros ) production .  
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• moreover , we induced oxidative dna damage in those pbmcs by incubating t
hem with hydrogen peroxide , measured the kinetics of removing of such da
mage , and compared the results between the patients and the controls .  

• we evaluated the level of basal endogenous dna damage by subjecting pbmcs 
to comet assay procedure immediately after isolation from blood .  

• figure 2 shows basal endogenous dna damage and the damage induced after 
10 - min incubation with 20 m h2o2 in pbmcs isolated from the patients and 
controls without psychiatric disturbances .  

• figure 3 shows mean dna damage changes in pbmcs of the patients with depr
ession and the controls without psychiatric disturbances during the repair inc
ubation .  

• it is possible that increased oxidative dna damage occurs only in patients wit
h more severe forms of depression , or in later stages of the disease develop
ment .  

• these results indicate that in the patients , oxidative dna damage is less effici
ently removed than in the controls .  

• moreover , nlrp3 inflammasome , activation of which was detected in the pat
ients pbmcs , was also found to inhibit dna repair after induction of oxidative 
stress .  

• for the first time , we showed that patients with depression had elevated level
s of dna breaks , alkali - labile sites , and oxidative dna damage , and that the
se lesions may be accumulated by impairments of dna repair pathways . 
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Appendix F. Example output of our method on an ArXiv article. 
 

ArXiv Sample Document and Predictions 
ArXiv Sample 
Document 

https://arxiv.org/abs/0906.4682  

ArXiv Sample 
Abstract (Target 
Summary) 

we study the phase space available to the local stellar distribution using a galactic pot
ential consistent with several recent observational constraints .  
 we find that the induced phase space structure has several observable consequences .  
 the spiral arm contribution to the kinematic structure in the solar neighborhood may 
be as important as the one produced by the galactic bar .  
 we suggest that some of the stellar kinematic groups in the solar neighborhood , like t
he hercules structure and the kinematic branches , can be created by the dynamical res
onances of self - gravitating spiral arms and not exclusively by the galactic bar .  
 a structure coincident with the arcturus kinematic group is developed when a hot stell
ar disk population is considered , which introduces a new perspective on the interpret
ation of its extragalactic origin .  
 a bar - related resonant mechanism can modify this kinematic structure .  
 we show that particles in the dark matter disk - like structure predicted by recent lcd
m galaxy formation experiments , with similar kinematics to the thick disk , are affect
ed by the same resonances , developing phase space structures or dark kinematic grou
ps that are independent of the galaxy assembly history and substructure abundance .  
 we discuss the possibility of using the stellar phase space groups as constraints to no
n - axisymmetric models of the milky way structure .  
 
 

Salient Texts - 
GenCompareSum 
(docTTTTTquery) 

• what is the role of the bar in the local kinematic structure 
• what is the effect of the non axisymmetric galactic structure on the solar neig

hborhood kinematic distribution? 
• what is the shape of the solar structure at @xmath27 
• what is the structure of the hercules branch 
• what is the effect of a spiral arm 
• what is the hercules structure 
• how does the kinematics of the disk affect the galaxy? 
• which of the following structure is a contribution to the solar neighborhood k

inematics? 
• what type of spiral arm is used to measure observations made in the solar nei

ghborhood 
• what is the contribution of the spiral arm to the resonant structure in the solar 

neighborhood? 
Predicted Summary - 
GenCompareSum 
(docTTTTTquery) 

• however , it is unclear whether there is any dependence of the induced local 
solar neighborhood kinematics on the detailed galactic structure .  

• in order to study the effect of the non - axisymmetric galactic structure on th
e solar neighborhood kinematic distribution , we have performed numerical i
ntegrations of test particle orbits on the galactic plane , adopting the initial c
onditions discussed in sect .  

• the induced kinematic distribution at the end of the simulation is studied by c
onsidering the particles inside a circle of radius @xmath7 centered at the sol
ar position .  

• therefore we focused on the recently induced kinematic structure in the solar 
neighborhood .  

• with these initial conditions , we can study the relatively rapid induced effect
s of the non - axisymmetric component on the local kinematics .  

• we conclude that the contribution of the spiral arms to the solar neighborhoo
d kinematics may be comparable to that of the bar .  

• in our simulations the positions of these kinematic arches are modified when 
the bar is added to the model .  

• furthermore , these simulations show the important role of the bar in the dev
elopment of the local kinematic structure .  
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• the spiral arm contribution to the resonant structure in the solar neighborhoo
d may be comparable to that of the galactic bar .  

• in summary , the imprints of the non - axisymmetric galactic structure on the 
local stellar kinematics are strong . 

 
Salient Texts - 
GenCompareSum 
(t5-med-query) 

• what is the effect of dark matter kinematics on the bar - and spiral arm - indu
ced phase space structure? 

• what is the main argument of @xcite? 
• what is the structure of the hercules? 
• what is the solar neighborhood? 
• what is the kinematic distribution of the particles? 
• what is the relationship between spiral arms and stellar behavior? 
• what is the galactic potential? 
• what is the required condition for a thick disk? 
• what is the difference between ic3 and ic2? 
• why is the observed velocity field a useful parameter for predicting the beha

vior of galaxies? 
Predicted Summary - 
GenCompareSum 
(t5-med-query) 

• however , it is unclear whether there is any dependence of the induced local 
solar neighborhood kinematics on the detailed galactic structure .  

• moreover , the initial conditions hardly consider the evolution of the mw .  
• the induced kinematic distribution at the end of the simulation is studied by c

onsidering the particles inside a circle of radius @xmath7 centered at the sol
ar position .  

• therefore we focused on the recently induced kinematic structure in the solar 
neighborhood .  

• we conclude that the contribution of the spiral arms to the solar neighborhoo
d kinematics may be comparable to that of the bar .  

• in our simulations the positions of these kinematic arches are modified when 
the bar is added to the model .  

• another unexpected aspect of the bar - and spiral arm - induced phase space s
tructure is the effect on the local dark matter kinematics .  

• the spiral arm contribution to the resonant structure in the solar neighborhoo
d may be comparable to that of the galactic bar .  

• the main differences to previous studies are the arm force contrast and force 
field shape?  

• in summary , the imprints of the non - axisymmetric galactic structure on the 
local stellar kinematics are strong . 

Salient Texts - 
GenCompareSum 
(t5-s2orc-title) 

• dark matter kinematics in the solar neighborhood 
• a note on the arcturus structure in a $xmath26$ plane 
• dark kinematic groups in the dark disk 
• the spiral arm contribution to the resonant structure of the solar neighborhoo

d 
• the birth of stars in the disk with small velocity dispersion 
• the solar neighborhood kinematics and the spiral arms 
• spiral arms in the mw-type galaxies 
• the hercules branch of a galactic model using only a bar 
• theoretical study of the bar and spiral arm perturbations in the xci model 
• dark matter currents in the galactic dark disk 

 
Predicted Summary - 
GenCompareSum (t5
-s2orc-title) 

• in @xcite we presented a study of the solar neighborhood kinematic groups 
using a sample of 24,190 stars .  

• lastly , we investigate effects on the local dark matter kinematics , in particul
ar in the disk - like dark matter structure recently predicted by lcdm models .  

• the induced kinematic distribution at the end of the simulation is studied by c
onsidering the particles inside a circle of radius @xmath7 centered at the sol
ar position .  

• therefore we focused on the recently induced kinematic structure in the solar 
neighborhood .  
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• we conclude that the contribution of the spiral arms to the solar neighborhoo
d kinematics may be comparable to that of the bar .  

• another unexpected aspect of the bar - and spiral arm - induced phase space s
tructure is the effect on the local dark matter kinematics .  

• our results show that these models generate dark matter currents inside the g
alactic dark disk .  

• the spiral arm contribution to the resonant structure in the solar neighborhoo
d may be comparable to that of the galactic bar .  

• we show that the galactic non - axisymmetric potential develops dark kinema
tic groups in the dark disk predicted in cosmological simulations of galaxy f
ormation .  

• in summary , the imprints of the non - axisymmetric galactic structure on the 
local stellar kinematics are strong . 
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Abstract

Research papers reflect scientific advances. Ci-
tations are widely used in research publications
to support the new findings and show their ben-
efits, while also regulating the information flow
to make the contents clearer for the audience. A
citation in a research article refers to the infor-
mation’s source, but not the specific text span
from that source article. In biomedical research
articles, this task is challenging as the same
chemical or biological component can be rep-
resented in multiple ways in different papers
from various domains. This paper suggests a
mechanism for linking citing sentences in a
publication with cited sentences in referenced
sources. The framework presented here pairs
the citing sentence with all of the sentences in
the reference text, and then tries to retrieve the
semantically equivalent pairs. These semanti-
cally related sentences from the reference paper
are chosen as the cited statements. This effort
involves designing a citation linkage frame-
work utilizing sequential and tree-structured
siamese deep learning models. This paper also
provides a method to create an automatically
generated corpus for such a task.

1 Introduction

Research articles from different domains use vary-
ing writing styles and formats. They serve different
purposes as well. A research publication may dis-
cuss current research trends, a novel discovery, or
alternative approaches to solving a problem in a
given domain. While writing a research article, the
author mentions prior research that was either sig-
nificant in resolving the same topic or impacted the
author’s views mentioned in the current research
paper. This referencing another document in a re-
search piece is referred to as a citation (Houngbo,
2017). This way, citations establish connections
between distinct research literature as well as alle-
viating authors’ writing burden by preventing them
from having to write the same thing mentioned in

another research article again. Simultaneously, it
assists readers in acquiring prior knowledge about
a subject that may be necessary to comprehend the
ideas contained in the ongoing research work.

The idea of citation indexing was first introduced
in 1964 where indexes contain the references in a
research document. Citation-based bibliometrics
are utilized to evaluate the significance of a re-
search work (Garfield, 1972). In response to the
growing popularity of citation indexing, a more crit-
ical analysis of citing was later suggested. Garzone
and Mercer (Garzone and Mercer, 2000) devised a
mechanism for determining the objective of a refer-
ence in biochemistry and physics research publica-
tions. Moreover, citations help to keep track of the
logical argumentation across various research arti-
cles (Mercer, 2016). Prominent applications of ci-
tation incorporate maintaining the trail of scientific
research argumentation across different research ar-
ticles (Palau and Moens, 2009) and summarization
of these documents (Radev et al., 2000).

In scientific research publications, a citation
refers to the source article from which the cited
notion is drawn. However, in experimental biomed-
ical research articles, a citing sentence usually only
relates to a small text span of the cited document’s
contents. This small span of text can be from the
method section, result analysis section or any other
section of the reference document (Singha Roy
et al., 2020). The above-mentioned applications
would substantially benefit if such a text span could
be extracted from the original document. It would
also free up the readers from having to read the full
document to locate the cited piece of text.

The citation linkage task is more complicated for
biomedical research papers as the same chemical
or biological component has various representation
formats and the use of these variations is very com-
mon in such research articles. For example, the
chemical compound carbon dioxide can be repre-
sented as CO2 as well as O=C=O, whereas in some
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articles the writers write the whole name in plain
text (carbon dioxide). Similarly, there are multiple
representations to indicate the same reactions be-
tween various genes, chemicals, and drugs. On top
of that, the only human annotated corpus available
for the citation linkage task in the biomedical do-
main is from (Houngbo and Mercer, 2017) which
comes with 3857 sentence pairs which are highly
imbalanced with only 2% positive samples and
98% negative samples. The size and imbalanced
nature of this corpus makes it difficult to train deep
learning models on this dataset. To overcome this,
we propose an automatically generated corpus for
this task containing 74,568 sentence pairs.

This paper has two objectives: first, introducing
an automatically generated corpus for the citation
linkage task for biomedical research papers and sec-
ond, providing a framework for this task to retrieve
the cited text span from the reference paper given
the citing sentence by means of measuring the se-
mantic similarities between the citing sentence and
candidate cited sentences from the referenced pa-
per. The cited text span can be a single sentence,
part of a sentence or even one or more paragraphs
(Houngbo and Mercer, 2017). However, for this
task this text span is restricted to a single sentence
like Li et al. (2017). Considering the first objective,
we introduce an automatically generated corpus
containing 74,568 sentence pairs and also an ap-
proach to annotate data automatically without any
human effort. The quality of the data annotation
is evaluated by annotating a portion of the dataset
by human experts and then measuring Cohen’s κ
among the human annotators’ decisions and the au-
tomatically generated annotation labels. Sentence
pairs from this dataset are used only for training
the models for the citation linkage task. And for
the second aspect, we have investigated multiple
sequential and tree-structured neural networks and
presented one ensemble architecture, which we call
BioCite, that computes the semantic similarity be-
tween the citing statement and all of the sentences
in the referred document. The performance of the
model is tested against the expert annotated dataset
from Houngbo and Mercer (2017) which contains
citing sentences that refer to methods statements in
the cited documents. The outline for the paper is:
Section 2 gives a brief description of the citation
linkage task and Section 3 mentions and discusses
a few prominent works for the citation linkage task.
Section 4 discusses the automatically generated

corpus creation and the framework design. The per-
formance of the models are reported and analyzed
in Section 5. The parameters of the models are
also described in this section. The paper ends with
a brief summary and possible future directions of
this research.

2 Citation Linkage

Citations construct semantic bridges between cit-
ing and cited manuscripts. To support the find-
ings, claims and hypotheses, authors cite several
resources while preparing manuscripts. They also
try to address the results and findings of the other
research works. It is also important to mention
others’ works, in order to demonstrate the authors’
significance and progress with their current work.

A citation in any research paper focuses on some
specific sections of the referenced article acknowl-
edged as the citation context. This citation context
often focuses on a specific idea or issue in the ref-
erenced manuscript (Houngbo, 2017). The intent
of a using citation is to provide the readers with the
apposite background information for a better un-
derstanding of the concepts introduced in the citing
paper. The citation context can reveal information
about a cited publication’s hypotheses, findings,
methodologies, etc. In order to improve the per-
formance or make the method compatible with the
domain for which it is intended to be used, an au-
thor may adapt or modify the method described in
the citing paper to the extent necessary. Aside from
that, the author may undertake experiments based
on the idea presented in a cited paper to confirm or
refute the idea presented in that work. References
to the hypotheses and methodologies that were em-
ployed in the referenced paper aid the readers to
grasp the concepts presented in the current work.

However, citations only provide the source of
information which is being referred. The current
citation indexing approach does not provide a way
to indicate which text span from the cited research
manuscript is actually being touched on. It provides
no method other than going through the whole ref-
erenced article for the reader if he or she wants
to grasp the idea properly. On the other hand, re-
search articles that include detailed information on
the study’s discoveries, as well as relevant back-
ground information, are more appealing to readers.
This necessity has influenced the work we are pre-
senting in this paper.

The author can cite a paper by paraphrasing the
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statements from the cited paper. He or she can also
elaborate some statements from the cited paper. For
example in the citing statement, “DNA samples
are frequently harmed by exposure to excessively
acidic environment”, Wang et al. (2009) explains
that "pH4" is an “excessively acidic environment”
when citing “DNA is fairly stable in mildly acidic
solutions, although the beta glycosidic link in the
purine bases is hydrolyzed at around pH4.” (Bonin
et al., 2003). Sometimes these citations are the in-
terpretations of the cited statements, e.g., the citing
sentence “Different PCR buffer systems and/or Taq
polymerases may produce variable results in real
time PCR.” (Huijsmans et al., 2010) is nothing but
an interpretation of the cited sentence “There is
a significant disparity between the outcomes ob-
tained using the various DNA polymerase-buffer
solutions.” (Wolffs et al., 2004). As these exam-
ples demonstrate, precise mapping between words
and sentences is required to establish a connection
between the citing and cited sentences.

This paper provides a citation linkage framework
for biomedical research articles along with an au-
tomatically generated corpus comprising 74,568
sentence pairs. The framework at first generates
sentence pairs with the citing sentence and all the
sentences from the referenced paper. Then, the
model measures the semantic similarity scores be-
tween the sentences in each pair. Based on these
similarity scores, it retrieves the actual cited sen-
tences from the referenced manuscript. We have
formulated this semantic similarity measurement
task as a binary classification task where each sen-
tence pair is predicted with either label 1 or label 0.
Sentence pairs predicted with label 1 are selected
as the cited sentences given the particular citing
sentence.

3 Related Work

The study of citations in scientific research has
led to a lot of work. Citation analysis attempts to
identify which section (i.e., abstract of the paper,
introduction of the problem statement, description
of methods, analysis of result, etc.) of the refer-
enced article this sentence refers to (Garfield, 1972;
Garzone and Mercer, 2000). However, this form of
study cannot pinpoint the citation span.

Another type of work is to determine the citation
span. PolyU (Cao et al., 2016) applied RankSVM
over chunks of sentences to predict the cited text
span. Baruah and Kolla (2018) computed cosine

similarity of word embeddings for the citation link-
age task. Yeh et al. (2019) applied majority voting
to six machine learning classifiers over the lexi-
cal, knowledge-based, corpus-based, syntactic and
surface features for this task.

The CL-SciSumm Shared Task tries to solve
three aspects: find the cited text span given the
citation sentence (“citance”), identifying the dis-
course facet of the cited sentence and summarise
the referred article using only the text spans that
are quoted many times in the referenced document.
However, the later two sub-tasks are out of the
scope of this work. Ma et al. (2017) applied differ-
ent classifiers and voting mechanism over similar-
ity, rule and position-based features to determine
the similarity between the citing and cited state-
ments for CL-SciSumm-17. The citation linkage
between citing and cited sentence pairs was deter-
mined by Li et al. (2017) utilizing inverse document
frequency and Jaccard similarity. In their following
works, they computed the sentence vectors by con-
catenating 200 dimensional word vectors (Li et al.,
2018) and then applying a convolutional neural
network (CNN) over that concatenated vector rep-
resentation (Li et al., 2019). In both cases, the cited
text span is determined by measuring the cosine
similarities between the citing and candidate cited
statements. Other works, such as AbuRa’ed et al.
(2017) have also worked with the CL-SciSumm
corpus.

Recently, BERT-based models have been de-
ployed for the citation linkage task and are being
used in many experiments. Gidiotis et al. (2020)
fine-tuned BERT to determine the referred cited
sentences from the cited document. Zerva et al.
(2019) applied a CNN over SciBERT-based fea-
tures (Beltagy et al., 2019) to determine which
text span in the cited article is actually being re-
ferred. They concatenated the features from the
BERT-based model for feature generation. Uma-
pathy et al. (2020) utilized key-phrase similarity
using the Rapid Automated Keyword Extraction
Algorithm (Rose et al., 2010) and a BERT-based
architecture for cited text span identification.

However, only a few citation linkage works are
found for biomedical research papers. Citation
linkage for biomedical research articles is more
challenging due to various representations of the
same component. One notable work for this do-
main is from 2017, where Houngbo and Mercer
(2017) used traditional machine learning approach
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over their own small expert-annotated corpus. And
so far, this is the only human annotated corpus for
the citation linkage task in the biomedical domain.

4 BioCite: Description of the Framework

The development of the framework involves two
major steps: creating a balanced automatically gen-
erated training corpus of reasonable size and build-
ing a framework for determining the referred state-
ments from the cited document for a particular cit-
ing statement.

4.1 Corpus Creation

The only expert-annotated corpus for the biomed-
ical domain to serve the purpose of our work is
from Houngbo and Mercer (2017) which comes
with only 3857 sentence pairs. For training, the
major problem with this dataset is the class imbal-
ance: only 81 positive pairs which is only 2% of
the corpus. Eventually, training any model with
this corpus would make it biased towards negative
outcome. At the same time, manually annotating
enough data from biomedical and biochemical re-
search articles for this task is time consuming. So,
we have created an automatically generated corpus
of 74,568 sentence pairs spanning three biomedical
sub-domains: biochemistry, cell biology and chem-
ical biology. We are calling this corpus automati-
cally generated as no human annotation has been
used for generating these sentence pairs. For the
validation and testing of the models, we have used
the validation and testing sets from the Houngbo
and Mercer (2017) corpus (800 samples with 20
positive ones for validation and 3057 samples con-
taining 61 positives for test set). The sentence pairs
in the training set are annotated with 0 (not seman-
tically similar) or 1 (semantically similar) to make
it compatible with the validation and test set.

We collected 28,310 research documents from
BioMed Central spanning multiple biomedical sub-
domains. From these documents, 138 are ran-
domly chosen from the above-mentioned three sub-
domains and then corresponding citing statements
from 2736 papers (manually collected) citing these
138 articles are extracted manually. The citing state-
ments are then paired-up with all of the sentences
from the corresponding cited documents, ending-
up with 522,398 pairs.

Sentences of each pair are fed individually to the
Sent2Vec (Pagliardini et al., 2018) model, which
is trained over all of the research documents we

Figure 1: automatically generated corpus build-up: Sen-
tence pair creation and annotation.

accumulated, and the cosine similarity between the
paired sentences is measured. Pairs with cosine
similarity value greater than a cutoff value 0.57 (se-
lected after testing against the validation set) are
labelled 1, 0 otherwise. We experimented with dif-
ferent cut-off values and plotted the results on AUC
and ROC curves while testing on the validation set
from the expert annotated corpus (Houngbo and
Mercer, 2017). From there, we chose the cut-off
value for which the best validation accuracy was
found. From there As there are many fewer pos-
itive samples than negative ones, for each citing
statement, negative samples are randomly chosen
for each citing sentence to balance the classes. In
this automatically generated corpus, for each citing
sentence, an equal number of positive and negative
samples are preserved. The overall process of this
corpus creation is illustrated in Figure 1.

4.2 Semantic Similarity Measurement Module
The aim of building this citation linkage framework
is to link the citing sentence to the referenced text
span in the referenced biomedical research article.
To solve this challenge, we have used a variety of
supervised deep learning-based models to estimate
the semantic similarity between the citing and cited
text span where the text span is limited to a single
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sentence. The predictions of these models are set
to binary class labels: 0 and 1. Here 1 indicates
that the candidate cited and the particular citing
statement are semantically similar and it can be
interpreted as the candidate cited sentence is truly
being referenced by the citing sentence and if the
prediction value is 0, it represents the candidate
cited sentence is not being referred.

The base of the sequential and tree-structured
neural network models is InferSent (Conneau et al.,
2017): a siamese architecture. This is a supervised
sentence representation model which is able to
work with sentence pairs and has been used in many
cases for semantic relatedness measurement tasks
(Ahmed et al., 2019; Reimers and Gurevych, 2019).
The overview of the training process of InferSent
for the semantic similarity measurement task is
portrayed in Figure 2. In InferSent two identical
encoder neural network topologies are used with
identical parameter settings. The citing sentence
(Sciting) and the cited sentence (Scited) are encoded
by them in parallel. This is followed by generat-
ing a feature map that concatenates concatenation,
absolute point-wise difference, and point-wise mul-
tiplication. This feature map is then loaded into
the dense and softmax layers in sequence to predict
the binary class label. As the encoder models, four
sequential and four tree-structured neural networks
are used. The functioning principles of these mod-
els are first outlined, and then the ensembles of
them are discussed. The best encoder model for
the BioCite framework is chosen in the end based
on the performances of the investigated models.

4.3 Sequential Encoders

As the encoder for the InferSent model, four se-
quential models are applied. The first one is the
Bi-LSTM with a following max-pooling layer. The
second encoder model applies inner attention (Liu
et al., 2016) over the Bi-LSTM output features for
producing the sentence representations. The third
encoder model utilizes the hierarchical attention
(Yang et al., 2016) in place of inner attention over
the Bi-LSTM. This attention mechanism was in-
troduced for document classification where at the
first layer it attends on the words for generating
sentence representation and in the second layer it
attends over the sentences for paragraph or doc-
ument representation. As our work is limited to
single sentences, we have used only the first layer
of this attention mechanism. This approach is de-

Figure 2: InferSent training for the citation linkage task.

signed in such a way that it can focus on four dif-
ferent parts of the sentence. Thus it generates four
sentence representations, which are concatenated
to form the sentence vector. The last sequential
encoder we investigated is the hierarchical CNN
with four layers of convolution operations, each
followed by one max-pooling operation. These
four feature maps are concatenated in the end to
generate the sentence representation vector.

4.4 Tree-Structured Encoders

Sequential neural networks provide reasonable sen-
tence representations. However, they can’t preserve
structural information and miss semantic composi-
tionality. Tree-structured neural networks, on the
other hand, can preserve both semantic and syntac-
tic properties of the text by working with the parse
tree. For the tree-structured neural network models
we investigated the dependency and constituency
tree-transformers with both multi-head and multi-
branch attention mechanisms over child nodes’ rep-
resentations (Ahmed et al., 2019). For complete-
ness, we provide details of these tree-transformers
that are developed therein.

A constituency tree contains words at leaf nodes
only, whereas a dependency tree has a word at each
node. So, while traversing a dependency tree, it
is required to consider both the child and corre-
sponding parent nodes whereas for constituency
tree, only after traversing every sub-tree the non-
terminal intermediate nodes can be calculated.
So, in both cases, the children nodes are consid-
ered. This approach (Ahmed et al., 2019) uses
self attention mechanism for attending the child
nodes. This attention mechanism uses three ma-
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trices: key, value and query like the transformer
model (Vaswani et al., 2017) (Equ. 1).

α = softmax(
query keyT√

dk
)value (1)

Here dk is the dimension of the key, value and
query matrices. For this experiment the dimension
of all these matrices are kept the same. n copies of
these matrices are generated for n branches of the
multi-branch attention mechanism. Here, n is the
number of branches to be used. Then scaled dot
product is used as in Equ. 2:

βi = αi∈[1,n](queryi ω
q
i , keyi ω

k
i , valuei ωv

i ) (2)

where ωq
i , ωk

i , ω
v
i are the hyper-parameter weight

matrices for query, key, and value, respectively.
Following this scaled dot product operation, a

residual connection is employed over these tensors
β. A layer-wise batch normalization is used in the
following step which is multiplied with a scaling
factor τ (Equ. 3). Over every β̃, position-wise CNN
(PCNN) is then employed (Equ. 4). By applying
weighted summation then, the attention encoded
semantic sub-spaces’ representation are generated
(Equ. 5). Here γ ∈ Rn is a hyper-parameter. In
the end, another residual connection is established
with BranchAttn which is then fed to a non-
linearity function tanh and an element-wise sum-
mation function EWS is done to produce the parent
node representation (Equ. 6) (Ahmed et al., 2019).

β̃i = LayerNorm(βiω
b
i + βi)× τi (3)

PCNN(x) = Conv(Relu(Conv(x) + b1)) + b2
(4)

BranchAttn =

n∑

i=1

γiPCNN(β̃i) (5)

ParentNodeRep = EWS(tanh((χ̃+ χ)ω + b))
(6)

For multi-head attentions, attention matrices key,
value and query are projected h times (Vaswani
et al., 2017) and it is calculated as follows:

(7)MultiHead(query, key, value)
= Concat(head1, ...,headh)W

O

where, for each head,

headi = α(queryW q
i , keyW k

i , valueW v
i ) (8)

All of the W s are the hyper-parameter matrices
which get updated during training.

4.5 Ensemble Architectures

After investigating the sequential and tree-
structured neural network models, we experi-
mented with two ensemble models. The first en-
semble architecture utilizes all the models investi-
gated here. After all the models are trained sepa-
rately, each sentence pair is fed to all the models
in parallel. Each model individually predicts the
semantic similarity score and in the end, the final
similarity value is selected by applying a winner-
takes-all approach (Roy et al., 2018) over all the
predictions. In the second approach we used only
the tree-transformer models. The dependency tree-
transformer is able to preserve the word level de-
pendency between different part of the sentence,
whereas the constituency tree-transformer can pre-
serve phrase-level information. To benefit from
both of these models, we concatenated the feature
representations generated from both of the tree-
transformers and used it as the vector representa-
tion of the sentence. This sentence vector is then
fed to a multi-layer perceptron for the similarity
score prediction.

5 Experimental Setup and Result
Analysis

In this section, the experimental setup and the re-
sults of the models investigated for the citation link-
age task are discussed. As the human annotated
test data is highly imbalanced, apart from F-1 score,
Matthews Correlation Coefficient (MCC) and Bal-
anced accuracy (BAcc) are also used to assess the
performance of the models.

5.1 Experimental Setup

Sent2Vec was trained with various parameter set-
tings. The cutoff value and the best model are
chosen based on the MCC and BAcc over the val-
idation set. The best hyper-parameter settings for
Sent2Vec are: 500d sentence embedding, window
size 20, learning rate 0.2, negative sampling loss
function and sampling threshold 0.0001. For the
four sequential models: hierarchical CNN (hCNN),
Bi-LSTM with max pooling, hierarchical and inner
attentions over Bi-LSTM; the learning rates (LR)
were initialized to 0.1. With a drop in validation
accuracy, the LR is multiplied by 0.2. The batch
size and LR threshold are set to 50 and 0.0001,
respectively. For training, stochastic gradient de-
scent is used as the optimizer. For hCNN, 4 layers
of convolution are used followed by max-pooling.
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Table 1: Statistics of the annotations by the experts and the automatically generated corpus for the 1500 samples

Annotator Group 1 Annotator Group 2
The Automatically
Generated Corpus

Positive samples (in total) 731 709 750
Negative Samples (in total) 769 791 750

Table 2: Analysis of the agreements among the expert annotators and the automatically generated corpus

Between Annotator
Groups 1 and 2

Between Annotator Between Annotator
Group 1 and Group 2 and

the Automatically the Automatically
Generated Corpus Generated Corpus

Agreed Positive Samples 706 715 701
Agreed Negative Samples 765 750 750

Cohen’s κ 0.96 0.95 0.93

Four context vectors are used for both hierarchi-
cal and inner attention mechanisms to focus on 4
distinct parts which are concatenated for final sen-
tence representations. For all of the tree-structured
transformer models, 6 parallel heads are used with
50d query, value and key matrices where 6 position-
wise convolution layers are used for multi-branch
attention. Two layers of CNN (first layer: 341
1d kernel and no dropout, second layer: 300 1d
kernels, 0.1 dropout) are used in the PCNN layer
as the composition function which is the same as
Ahmed et al. (2019). For parameter tuning, Ada-
grad (Duchi et al., 2011) with LR 0.0002 is used in
all cases.

5.2 Performance Analysis

We first evaluate the quality of the automatically
generated corpus. For analyzing the quality of the
data annotation, we randomly picked 750 positive
and 750 negative samples (labelled as such in the
automatically generated corpus) from the 74,568
citing and candidate cited sentence pairs. These
1500 sentence pairs were provided to two groups
of expert annotators. Each group consisted of three
people and each person annotated 500 samples. So,
each 500 sample chunk was annotated by two indi-
viduals, one from each group. Each reviewer also
mentioned their confidence level for each sample
annotation. We then used Cohen’s κ (Cohen, 1960)
to compute inter-annotator reliability between the
human annotators and the automatically generated
corpus. The overall statistics are shown in Table 1.
The first group identified 731 positive and 769 neg-
ative samples in the 1500 sentence pairs, and the
second group identified 709 positive and 791 nega-

tive samples. Table 2 shows the annotator groups’
decisions agreed for 706 positive and 765 nega-
tive samples. The reliability factor κ found here
is 0.96. While comparing the annotation provided
by the automatically generated corpus against the
first and second annotator groups, we see that the
annotation decisions match for 715 and 701 posi-
tive samples between the automatically generated
corpus and groups 1 and 2, respectively. For nega-
tive samples, the agreed decisions are 750 samples
in both cases. The κ values are 0.95 (between first
annotator group and the automatically generated
corpus) and 0.93 (between second annotator group
and the automatically generated corpus). These
values indicate that the automatically generated
corpus annotations match the experts’ annotations
quite well. When interpreting these high κ values,
it is important to recall that the data given to the
annotators were balanced (50/50 split of positive
and negative samples). From Table 2 it is clear that
the human annotators have high agreement for both
of their positive and negative choices.

Next we provide the citation linkage task out-
comes. To compare the performance of the model
against the previous models, we evaluated the
model with the gold standard human annotated data
from Houngbo and Mercer (2017) because the pre-
vious models were tested against this gold standard
corpus. This corpus focusses on citations of meth-
ods used in the citing and cited articles. Houngbo
(2017) suggests that in most cases the citation refers
to single sentences in the cited articles. As an ex-
ample, the citing statement “Recently, Chauhan
et al. employed SVM to predict the ATP binding
residues in ATP binding proteins using amino acid
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Table 3: Performance analysis of different architectures for the citation linkage task for biomedical research articles.
Models tagged with † are the investigated ones in this work. Here, CT: constituency tree, DT: dependency tree,
MB: multi-branch attention, MH: multi-head attention, TP: true-positive, FP: false-positive, TN: true-negative, FN:
false-negative.

Model TP FP TN FN F1 MCC
BAcc
(in %)

Previous Houngbo 34 995 2001 27 0.06 0.07 61.27
Works Li 39 779 2217 22 0.09 0.12 68.97

Sequential
Models

Hierarchical CNN † 45 580 2416 16 0.13 0.19 77.21
Bi-LSTM + Max-pooling † 54 361 2635 7 0.23 0.31 88.24
Inner attentive Bi-LSTM † 55 372 2624 6 0.23 0.31 88.87
Hierarchical Attentive Bi-LSTM † 56 355 2641 5 0.24 0.33 89.98

Tree
Structured

DT-Transformer (MH) † 57 301 2695 4 0.27 0.36 91.70
DT-Transformer (MB) † 58 287 2709 3 0.29 0.38 92.75
CT-Transformer (MH) † 57 315 2681 4 0.26 0.35 91.46
CT-Transformer (MB) † 57 309 2687 4 0.27 0.36 91.56

Ensemble
Winner-takes-all ensemble † 59 253 2743 2 0.32 0.41 94.14
BioCite † 60 240 2756 1 0.33 0.42 95.17

sequences and their evolutionary profiles” (Firoz
et al., 2011) indicates the cited sentence “Our SVM
module predicts a score for each residue in protein
(in range of -1.0 to 1.0), we define a threshold to
discriminate ATP interacting and non-interacting
residues” (Chauhan et al., 2009). Another approach
for such a task could have been ranking the can-
didate sentences as was one of the methods done
by Houngbo (2017). However, for the final clas-
sification step we used softmax, which gives a
probability to every possible outcome, so this ap-
proach could easily be modified to be a ranking
approach.

Table 3 reflects multiple performance metrics
found for the models used here along with the re-
sults from a few prominent works. Among the
sequential models, Bi-LSTM with the hierarchical
attention mechanism fed with Bio-RoBERTa em-
beddings performs the best based on the MCC and
BAcc (0.33 and 89.98% accordingly). However,
it can correctly extract only 56 out of 61 positive
samples. The inner attentive Bi-LSTM and simple
Bi-LSTM followed by a max-pooling layer cap-
tures 54 and 55 positive samples correctly with the
same MCC (0.31) and F1 score (0.23). However,
the inner attentive Bi-LSTM model earns a slightly
higher BAcc (88.87%) as it predicts more negative
samples correctly.

The tree-structured models outperform all of the
sequential models to extract the cited statements
from the referenced documents. The reason for this

is the constituency tree-transformer is able to cap-
ture phrase level information and the dependency
tree-transformer is able to preserve word level de-
pendencies. In biomedical articles, biological com-
ponents’ chemical names may comprise multiple
words. The constituency tree-transformer has the
capability to work better with such phrase level text.
And in a lot of cases, the citing statements are com-
plex in nature. The dependency tree-transformer
deals with such cases well. Another important
thing to notice here is that tree-transformers with
multi-branch attention perform better than the tree-
transformers with multi-head attention as multi-
branch attention applies multiple heads in each
branch and is thus able to obtain more information
about each sentence (Fan et al., 2020). Here, both
the constituency and dependency tree-transformers
with multi-head attention mechanism predict 57
positive samples correctly. Multi-branch attentive
dependency tree-transformer predicts 58 positive
samples correctly. Constituency tree-transformer
with multi-branch attention predicts 57 positive
samples correctly. However, it predicts 6 more neg-
ative samples correctly attaining a 0.10 percentage
point improvement in BAcc.

The two ensemble architectures investigated here
improve the performance of the citation linkage
task for biomedical research articles. The first ap-
proach ensembles all of the investigated individual
models with the winner takes all selection process.
This approach considers all the outcomes from dif-
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ferent models and the outcome with the highest
probability is chosen as the final prediction. It
successfully predicts 59 positive samples out of
61 with 94.14% BAcc, 0.41 MCC and 0.32 F1
score which are higher compared to any of the stan-
dalone models. The second ensemble architecture
considers only dependency and constituency tree-
transformers with multi-branch attention. There are
two reasons behind choosing only these two models
for ensemble in this case: firstly, the major inten-
tion was to investigate how the model performs if
we combine both the word dependency and phrase
level information, and secondly, these two models
showed better performance among all individual
models. This ensemble architecture extracts 60
true positive cited statements given the citing state-
ments for the citation linkage task. It also achieves
95.17% BAcc, 0.42 MCC and 0.33 F1 score. As
the best performance is attained by this last ensem-
ble architecture, for the BioCite citation linkage
framework, we choose this approach for extracting
cited statements from the referenced biomedical
research article given the citing statement from the
citing paper. Is the computationally more expen-
sive ensemble model justified for predicting only
a few more true-positives? We notice that the in-
crease in true-positives is approximately 2%. This
increase, especially in a larger corpus, would seem
to justify the extra computational cost. However, it
should also be noted that the false-positives have
decreased by almost 20%. The applications noted
in the introduction will benefit substantially by such
a decrease in false-positives. This decrease in false-
positives further justifies the extra computational
cost of the ensemble model.

Now, there remains one more question to be
discussed. Which one is actually improving the
performance, the automatically generated corpus
or the model? From Table 3, it is clear that, the per-
formance of BioCite is better than the other models.
To check the effectiveness of the proposed automat-
ically generated corpus, we trained all the models
over the human annotated small corpus (Houngbo
and Mercer, 2017). In this experiment we found all
the investigated models’ accuracies were very high
(around 98%). However, the BAcc, MCC and the
F1 scores were very poor as the models are strongly
biased towards the negative outcome. This gives
evidence of the effectiveness of training models
over our proposed automatically generated corpus.
Furthermore, analyzing the outcomes and going

through the predictions of the sentence pairs, we
found that this model can successfully predict cited
sentence given the citing statement when chemical
components and reactions are presented in different
ways. For example: the cited sentence “DNA is
fairly stable in mildly acidic solutions, although
the beta glycosidic link in the purine bases is hy-
drolyzed at around pH4.” (Bonin et al., 2003) is pre-
dicted successfully for the citing sentence “DNA
samples are frequently harmed by exposure to ex-
cessively acidic environment.”, Wang et al. (2009).
It indicates that this model has the ability to resolve
“pH4” as an “excessively acidic environment” and
“hydrolyzed” with “harmed”.

6 Conclusion

Biomedical literature is complex in nature due to
having complex biological and chemical compo-
nent names. Our framework, BioCite, performs
well when dealing with the human annotated test
set containing research articles accumulated from
the biomedical domain and outperforms the pre-
vious prominent works. However, there are still
a few avenues to investigate. The text span used
here is a single sentence. In future, it can be ex-
panded to the paragraph level which would capture
the contextual information as well. Graph-based
neural networks which perform well when working
with paragraphs (Zhang et al., 2020) could be used.
Moreover, BERT-based models can be explored as
well.
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Abstract

Recognizing causal precedence relations
among the chemical interactions in biomedi-
cal literature is crucial to understanding the
underlying biological mechanisms. However,
detecting such causal relation can be hard
because: (1) many times, such causal relations
among events are not explicitly expressed
by certain phrases but implicitly implied by
very diverse expressions in the text, and (2)
annotating such causal relation detection
datasets requires considerable expert knowl-
edge and effort. In this paper, we propose a
strategy to address both challenges by training
neural models with in-domain pre-training
and knowledge distillation. We show that, by
using very limited amount of labeled data,
and sufficient amount of unlabeled data, the
neural models outperform previous baselines
on the causal precedence detection task, and
are ten times faster at inference compared to
the BERT base model.

1 Introduction

Since 2011, more than one million new articles
are added to PubMed every year (Vardakas et al.,
2015). The growth rate of newly published articles
makes it hard to keep up with the important discov-
eries just by reading them. Therefore, tremendous
efforts have been made to automate knowledge dis-
covery from biomedical papers by extracting the
biochemical events described in the literature (Kim
et al., 2009, 2012; Nédellec et al., 2013).

In addition to the extraction of the biochemi-
cal events, there are existing efforts to detect the
causal relationships among them (Mihăilă et al.,
2013; Hahn-Powell et al., 2016), i.e., whether the
occurrence of one event necessarily leads to the
occurrence of another event. Knowing the causal
precedence order of the events helps to describe
more accurately the underlying mechanisms of bi-
ological processes described on the scientific lit-
erature. However, annotating such causal event

pairs requires significant domain expertise and ef-
fort (Hahn-Powell et al., 2016).

In this work, we investigate multiple strategies
for improving the detection of causal precedence
relations within biochemical events. The contribu-
tions of this paper are the following:
(1) We propose and investigate multiple neural
architectures for detection of causal precedence
among biochemical interactions trained with a few
hundred annotated training examples and numer-
ous weakly-supervised training examples.
(2) We analyze the impact of in-domain pre-
training and distillation on the performance of the
proposed architectures, and conclude that several
compact BERT architectures can benefit from in-
domain pre-training, and can potentially benefit
from further distillation.
(3) Lastly, we study a hybrid methodology that
combines neural models with the traditional
rule/feature-based methods in a sieve-based frame-
work, and observe that well-trained neural models
can largely replace the rule/feature-based methods
and do not benefit from the sieve framework.1

2 Related Work

The detection of causal precedence among chemi-
cal interactions from text is a long-standing prob-
lem. Early methods include rule-based approaches
(Khoo et al., 2000) and machine learning-based ap-
proaches (Girju, 2003; Blanco et al., 2008; Akkasi
and Moens, 2021). Other work (Sorgente et al.,
2013; Hahn-Powell et al., 2016; Dasgupta et al.,
2018) have also explored the combination of rule-
based methods, machine learning-based or neural-
based methods.

Recently, large pre-trained language models
(LLM) have increased the state-of-the-art perfor-
mance of many natural language processing tasks

1The code and data can be found at: https:
//github.com/clulab/releases/tree/
master/acl2022-bionlp-causal
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(Devlin et al., 2019; Liu et al., 2019b; Raffel et al.,
2020). However, such LLM models require enor-
mous computational resources, making it hard to
deploy them in many applications. One popular
approach to reduce the memory footprint of LLMs
is distillation (Sanh et al., 2019; Jiao et al., 2020;
Wu et al., 2020; Wang et al., 2020). Distillation
trains a relatively small model to imitate the be-
havior of a larger model, such as a LLM, trading
off performance for a significant reduction in the
amount of parameters.

Tang et al. (2019b) shows that it is possible to dis-
till BERT-large to a task-specific compact LSTM
model with approximately 1

300 of the model’s orig-
inal parameters while maintaining a comparable
performance. Wasserblat et al. (2020) and Adhikari
et al. (2020) investigated whether the performance
of the distilled model depends on the nature of the
task and the size of the student model. Turc et al.
(2019) found that the general domain pre-training
of the compact model is essential and helpful to the
distillation on the downstream tasks. In addition,
various data augmentation techniques are proposed
to improve the distillation process with very lim-
ited labeled training data (Mukherjee and Awadal-
lah, 2019; Tang et al., 2019a; Melas-Kyriazi et al.,
2019). Finally, several works explored whether
cross-task distillation helps the compact models to
learn more robust representations (Liu et al., 2019a;
Pan et al., 2021). To the best of our knowledge,
this work is the first to investigate model distilla-
tion specifically for the task of causal precedence
detection in the biomedical domain.

3 Dataset

We use of a dataset of causal precedence anno-
tations of biochemical interactions (Hahn-Powell
et al., 2016). The dataset contains 858 interaction
pairs. Each pair is annotated with one of three
classes: E1 precedes E2, E2 precedes E1, and no
precedence relationship, with 109, 27 and 722 in-
stances, respectively. Table 1 contains a few exam-
ples of the annotations.

Working with this dataset presents multiple chal-
lenges. Firstly, it’s small, with only total of 858
annotated examples. The scarcity of training data is
a challenge for a model with a relatively large num-
ber of parameters to pick up training signal from
the data. Second, prediction of some examples re-
quires more than the shallow understanding of lin-
guistic knowledge (i.e., understanding the phrases

such as “leading to”), and also requires understand-
ing the underlying mechanistic process described
in the phrase. For example, in the last row of Ta-
ble 1, the model needs to understand “FoxO1 can
bind to ATG7” and “FoxO1 and ATG7 complex”
are referring to the same event, so that there is no
precedence between them. Finally, we are aiming
at obtaining a compact model that can be efficiently
deployed without a GPU and with high processing
speed.

4 Approach

4.1 Neural-based Approaches
We propose two neural-based architectures: A BiL-
STM (Graves and Schmidhuber, 2005) and a fine-
tuned BERT model (Devlin et al., 2019).

Both architectures take as input the text span
containing both biochemical interactions (events).
The text span is encoded as:

[E1 tokens] + [SEP] + ... +
[SEP] + [E2 tokens]

Where ... represents the text between both
events. If E1 is adjacent to E2 (i.e., there is no text
between them), the input sequence becomes:

[E1 tokens] + [SEP] + [E2 tokens]

How much context to include in the input is a
design choice. An alternative design is to include
more text in the input sequence, such as the text
preceding E1 and the text following E2. However,
the model might fail to learn to concentrate on the
most essential part for the causal relation detection
when the context is too long, especially consider-
ing there are very limited labeled data in our task.
Therefore we did not include the context preceding
E1 and following E2 in our current model. We
leave the impact of such design choices to future
work.

BiLSTM
We use a single layer BiLSTM with input di-
mension of 100 and hidden dimension h ∈
{200, 700, 750}. The output of the BiLSTM model
H is a tensor of size l × 2h, where l is the number
of tokens in the input and h is the hidden dimension
of the BiLSTM. The output vector tensor H is then
max-pooled over the sequence, creating a vector
H ′ with size 2h. The pooled hidden representation
H ′ is then passed to a 2-layer MLP to predict the
class of the input sequence.
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Text spans with a pair of biochemical interactions Label Explanation
IKKalpha then phosphorylates the C-terminal region of p100 leading
to subsequent processing of the p100 and RelB complex into p52
and RelB and its translocation into the nucleus

E1 precedes E2 The expression "leading to" sug-
gests the precedence relation-
ship.

Given that an oxidant inhibits the catalytic action of Cdc25 on wt
Ras that is an enhancement of the wt Ras bound GDP, the oxidant
evidently targets the ternary complex.

E2 precedes E1 The expression "enhancement
of" indicates the precedence re-
lationship.

We next studied the effect of these growth factors on the tyrosine
phosphorylation of Gab1 and its binding to SHP-2. EGF, but not IGF
or PDGF, led to both increased tyrosine phosphorylation of Gab1
and binding to SHP-2, suggesting a selective effect of EGF on Ras
and MAPK activation mediated by Gab1 and SHP-2.

No precedence The expression "but not" indi-
cates there is no precedence re-
lationship.

FoxO1 can bind to ATG7, which is an important regulator in au-
tophagosome expansion, and the FoxO1 and ATG7 complex may
impact autophagy in human colon cancer HCT116 cells or in HeLa
cells.

No precedence The two events are equivalent
although the expressions are a
little different.

Table 1: Examples of relations in the causal precedence dataset. Each example contains a span of text from either
one or two adjacent sentences. The text contains a pair of biochemical interactions. The first interaction (E1) is
colored in red and the second (E2) in blue. The boundary of each event is extracted by REACH. The classification
problem is to predict whether there is an existence of a causal precedence relations between E1 and E2.

BERT

For BERT, in addition to the common encoding,
we prepend a [CLS] token to the input sequence.
Then, the sequence is passed through BERT, gen-
erating a list of embeddings (with size h) of all l
input tokens. Then a 2-layer MLP is placed on top
of the embedding of the [CLS] token to obtain the
final prediction result.2

We evaluate 4 pre-trained variants of BERT:

BERT-base: The original BERT-base model re-
leased by Google. It contains approximately
110M parameters. In the experiment we use the
bert-base-uncased model provided by the
huggingface library.3

BioBERT-base: (Lee et al., 2020) This model
has the same amount of parameters as BERT-base.
It was further pre-trained on PubMed papers. We
use the BioBERT-base-cased V1.1 in our
experiments.4

BERT-L8H128A2: (Turc et al., 2019) A com-
pact BERT model pre-trained on the same corpus
as BERT-base, but with only 8 layers, hidden size
of 128 and 2 attention heads. It has 5.5M parame-
ters.

2We use the BertForSequenceClassification
function from the huggingface library.

3https://huggingface.co/transformers/
v3.0.2/model_doc/bert.html?highlight=
bertforsequenceclassification

4https://github.com/dmis-lab/biobert

BERT-L4H256A4: (Turc et al., 2019) Similar to
BERT-L8H128A2 but with only 4 layers, hidden
size of 256 and 4 attention heads. It contains 11M
parameters.

4.2 Pre-training

Previous works have shown that both general-
domain pre-training (Turc et al., 2019) and in-
domain pre-training (Lee et al., 2020) can improve
the model’s performance on the down-stream tasks.
Gururangan et al. (2020) shows that even the pre-
training in a non-target but similar-to-target domain
can help with the later fine-tuning. In this work we
investigate whether in-domain pre-training can help
with the compact BiLSTM or BERT classifiers.

Pre-training Corpus
We use REACH, a bio-medical domain informa-
tion extraction tool (Valenzuela-Escárcega et al.,
2018), to extract 10,000 biomedical papers from
PMC Open Access.5 The corpus is composed of
papers that contain biochemical events, such as
phosphorylation, methylation and a few others.6

We cleaned the text (e.g., remove the sentences that
are too short, usually citations) and split the sen-
tences using the NLTK toolkit (Bird et al., 2009).
The total number of sentences is 1.5M. We use the
sentences of 9,000 papers as the training set and the
sentences of the remaining 1,000 papers as the eval-

5https://www.ncbi.nlm.nih.gov/pmc/
tools/openftlist/

6For the complete list of the keywords we use to retrieve
the papers, please see Appendix A.
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uation set. The evaluation set here is solely used
to determine when to stop training the language
model in the pre-training stage and is not used for
the evaluation of the causal relation detection task.
For the rest of this work, we will refer to this corpus
as PMC-10000.

BiLSTM Pre-training
We investigate the impact of pre-training to a
BiLSTM model in two ways. First, we evaluate
whether it is helpful to train a skip-gram model
(Mikolov et al., 2013) on PMC-10000 to use as
input to the LSTM. We also evaluate whether it
is helpful to pre-train the model using a language
modeling task. We employ a similar protocol to
(Mousa and Schuller, 2017): Given an input se-
quence of tokens [t1, t2, ..., tl], the forward LSTM
is taught to predict the tokens [t2, t3, ..., tl] and
the backward LSTM is taught to predict the tokens
[tl−1, t2, ..., t1 ].

BERT Pre-training
We train the model using the standard Masked
Language Modeling (MLM) on PMC-10000 with
whole-word masking but without Next Sentence
Prediction (NSP) task. The length of each sentence
is limited to 50 (after applying the sub-word tok-
enizer). The mask probability is set to 0.15, as in
(Devlin et al., 2019). The model is trained with
a batch size of 64 using Adam optimizer with the
learning rate of 5e-5 for 12 epochs (for a total of
approximately 284K optimization steps).

4.3 Distillation

Although the large language models such as BERT
and BioBERT have shown strong performance on
various tasks, they consume a lot of computation
resources and could have a high inference latency
when deployed without a GPU. Such a high infer-
ence latency is undesirable when thousands and
millions of biomedical publications need to be pro-
cessed. Therefore we are motivated to develop a
compact model that can be deployed with a low
inference latency even without a GPU.

However, compact models usually could not
reach a comparable performance as large pre-
trained language models. Therefore we seek to
use knowledge distillation to transfer the knowl-
edge of a large language model into compact neural
models.

We first fine-tune BioBERT-base with the causal
precedence dataset. For each labeled event pair,

the model is trained to predict the precedence rela-
tionship using a cross-entropy loss. The fine-tuned
model will serve as the teacher during the distilla-
tion process. We train several BiLSTM student
models and compact BERT (BERT-L8H128A2
and BERT-L4H256A4) student models. Following
(Tang et al., 2019b), the loss between the teacher
and the student is formulated as the Mean Square
Error (MSE) loss between the logits of the teacher
z(B) and the logits of the student z(S).

L = ||z(B) − z(S)||22

A distillation process may suffer from a small
labeled training set, and data augmentation tech-
niques are frequently used to obtain numerous un-
labeled data (Tang et al., 2019b). Similarly, we use
both the labeled data Dl and unlabeled data Du for
distillation. However, we don’t use data augmenta-
tion to obtain Du, but generate Du by processing
88,000 PubMed articles with REACH (Valenzuela-
Escárcega et al., 2018) and extract 20,001 unla-
beled event pairs.

4.4 Baselines
We consider a rule-based heuristic and a feature-
based classifier, both of which are proposed and
elaborated in (Hahn-Powell et al., 2016). Here we
briefly introduce these two baselines, and more
details can be found in (Hahn-Powell et al., 2016).

Rule-based heuristic
The event pair causal precedence relation is pre-
dicted using a few hand-written deterministic rules.
There are three types of rules: intra-sentence rules,
inter-sentence relations and verbal-tense.7

Feature-based classifier
Event pairs are transformed into a feature vector
representation using hand-crafted rules. The en-
coded pairs are used to train a SVM. Some of the
features include the interaction type (i.e. “phospho-
rylation”, “ubiquitination”), the text between the
events, coreference resolution, etc.

5 Results

5.1 The Impact of Pre-training
Table 2 shows the impact of in-domain pre-training
(as detailed in section 4). For each row, we run
experiments with five different random seeds and

7A slightly more detailed description can be found in Ap-
pendix B.
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Model Dev P. Dev R. Dev. F1 Test P. Test R. Test F1

BiLSTM-small-w2v-VO1 0.489 (0.028) 0.481 (0.021) 0.484 (0.009) 0.534 (0.025) 0.325 (0.033) 0.403 (0.027)

BiLSTM-small-w2v-VO2 0.326 (0.028) 0.646 (0.067) 0.430 (0.015) 0.404 (0.055) 0.554 (0.075) 0.459 (0.014)

BiLSTM-large-w2v-VO1 0.447 (0.034) 0.545 (0.039) 0.489 (0.014) 0.528 (0.027) 0.400 (0.041) 0.454 (0.026)

BiLSTM-large-w2v-VO2 0.317 (0.014) 0.683 (0.014) 0.433 (0.015) 0.384 (0.008) 0.586 (0.037) 0.464 (0.012)

BiLSTM-large-w2v-ID-VO1 0.496 (0.040) 0.628 (0.032) 0.552 (0.021) 0.471 (0.023) 0.421 (0.060) 0.442 (0.033)

BiLSTM-large-w2v-ID-VO2 0.418 (0.029) 0.715 (0.039) 0.526 (0.014) 0.357 (0.039) 0.523 (0.036) 0.422 (0.027)

BiLSTM-large-WP 0.404 (0.024) 0.609 (0.073) 0.484 (0.032) 0.413 (0.038) 0.426 (0.067) 0.418 (0.050)

BERT-L8H128A2 0.340 (0.022) 0.655 (0.047) 0.446 (0.018) 0.407 (0.040) 0.523 (0.049) 0.456 (0.035)

BERT-L8H128A2-Bio 0.375 (0.015) 0.650 (0.031) 0.475 (0.005) 0.491 (0.043) 0.557 (0.064) 0.518 (0.030)

BERT-L8H128A2-Bio-RV 0.364 (0.020) 0.709 (0.042) 0.481 (0.022) 0.449 (0.031) 0.630 (0.017) 0.524 (0.021)

BERT-L4H256A4 0.351 (0.006) 0.561 (0.031) 0.431 (0.010) 0.499 (0.045) 0.485 (0.023) 0.491 (0.027)

BERT-L4H256A4-Bio 0.408 (0.029) 0.622 (0.051) 0.491 (0.015) 0.554 (0.048) 0.549 (0.041) 0.548 (0.007)

BERT-L4H256A4-Bio-RV 0.420 (0.036) 0.612 (0.030) 0.497 (0.026) 0.557 (0.065) 0.525 (0.035) 0.537 (0.026)

BERT 0.420 (0.037) 0.605 (0.053) 0.492 (0.013) 0.537 (0.045) 0.512 (0.057) 0.520 (0.030)

BioBERT 0.437 (0.031) 0.705 (0.055) 0.537 (0.019) 0.547 (0.079) 0.539 (0.072) 0.535 (0.023)

Table 2: The impact of in-domain pre-training for the BiLSTM and BERT architectures. w2v and w2v-ID are
the general-domain/in-domain Word2Vec embeddings. VO1 and VO2 are the two options to build the LSTM
vocabulary. WP is the LSTM pre-trained by the language modeling task using WordPiece tokenizer. RV is the
reduced vocabulary for BERT. All of these models are discussed throughout Section 5.1.

report mean and standard deviation of the different
metrics. Each experiment is a 5-fold cross valida-
tion, using 64% of the dataset for training, 16%
for validation and 20% for testing. Each model is
trained for 40 epochs. The validation F1 is used for
early stopping using a patience counter of 5. We
used Adam optimizer (Kingma and Ba, 2015). For
the LSTM models, we experimented with different
hidden sizes, word embedding options and vocab-
ulary options (explained later in the text), and the
learning rate is set to 1e-4. For all BERT-based
models the learning rate is set to 2e-5.

All of the models in Table 2 contain less than
12M parameters, with the exception of BERT and
BioBERT, which have approximately 110M pa-
rameters. Table 3 shows a detailed presentation
of the model’s size and inference time. Results
show that pre-training the compact BERT models
on PMC-10000 boosts the models’ performance,
obtaining test F1s even slightly higher than the
large BioBERT. On the other hand, the pre-training
of LSTM models using PMC-10000 does not help.

BERT-based models

Rows BERT and BioBERT in table 2 show the per-
formance of BERT models fine-tuned for the causal
precedence task. BioBERT showed both higher F1
scores on dev and test sets, and a lower discrepancy
between the dev and test scores compared with
other compact models. Since this is a small dataset,
we hypothesize that the in-domain pre-training of
BioBERT boosts the performance of the fine-tuned

model compared to the open domain BERT.

W2V embeddings

For the LSTM models, the w2v embeddings were
trained using Word2Vec over 1 million PubMed pa-
pers as introduced in (Hahn-Powell et al., 2016),
whereas w2v-ID embeddings were trained using the
same method but on the PMC-10000 corpus. Both
w2v and w2v-ID were trained with biomedical pa-
pers, but w2v-ID’s corpus is smaller and focused on
narrower topics. Results show that the w2v-ID em-
beddings trained on PMC-10000 largely increase
the dev scores of the models, which doesn’t trans-
fer to the test scores, suggesting the models are
overfitting to the dev examples. We suspect that
the reason for this is that the PMC-10000 corpus is
too small, and not diverse enough for the w2v-ID
embeddings to learn general and robust representa-
tions.

The vocabulary of LSTM models

We found that the composition of the vocabulary
used by the LSTM models can impact their perfor-
mance. We tried two different vocabularies: VO1,
which contains any word that appears in the train-
ing set; and VO2, which contains words that occur
at least twice in the training set. To deal with out-of-
vocabulary words (OOV), VO1 uses the unk vec-
tor as trained by Word2Vec (not fine-tuned on our
causal detection dataset) whereas in VO2 the unk
vector is further fine-tuned in our causal detection
dataset. The trade-off is that fine-tuning the unk
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embedding should yield a more accurate represen-
tation for it, but it also reduces the vocabulary size.
We found that using VO2 works better than VO1
for w2v but for w2v-ID.8 This is likely due to the
fact that w2v-ID already obtains a fairly accurate
unk embedding through in-domain pre-training,
so that the model benefits more from a larger vo-
cabulary than a fine-tuned unk embedding. On
the other hand, for w2v, the unk embedding is not
good enough without fine-tuning.

LSTM sizes
Since the size of the model may affect LSTM ar-
chitecture’s performance on some tasks (Adhikari
et al., 2020), we investigate the impact of the
model size. Results show that for our task the
larger LSTM works slightly better than the smaller
LSTM but the difference is negligible. Note that
the BiLSTM-small is only about 1/8 of BiLSTM-
large (size comparison in Table 3).

In-domain BiLSTM language modeling
LSTM-large-WP is trained with the language mod-
eling task introduced in section 4 using the PMC-
10000 corpus. However, if we use the regular vo-
cabulary, its size and the embedding layer’s size
would be large. We reduce both sizes using two
strategies: (1) we use the same WordPiece tok-
enization algorithm that BERT uses; (2) to further
reduce the number of embedding vectors, we keep
only the top 10,000 tokens by corpus frequency in
PMC-10000 and use only 10,000 token pieces. In
perspective, the WordPiece tokenization model of
bert-base-uncased has 30,522 tokens. With this
approach the vocabulary size and the number of
embeddings is reduced by 2

3 .
Our results show that pre-training the LSTM

model using in-domain language modeling task
does not help with the fine-tuning of our causal
precedence detection task. The pre-trained LSTM
has a relatively large gap between the dev F1
(0.484) and test F1 (0.418), and the test F1 is even
lower than using the w2v-ID embeddings. This is
probably because the LSTM is not pre-trained on
the general domain corpus (like BERT), therefore
it doesn’t benefit from any transfer learning signal.

In-domain pre-training of BERT
BERT-L8H128A2 and BERT-L4H256A4 are pre-
trained on BookCorpus (Zhu et al., 2015) and En-

8See the “W2V embedding” section of Section 5.1 for the
explanation of w2v and w2v-ID.

glish Wikipedia (the same as the regular BERT)
but not trained on any in-domain datasets (such
as any PubMed articles). Our results show that
fine-tuning BERT-L8H128A2 yields similar results
to BiLSTM-large. Fine-tuning BERT-L4H256A4
yields better results than the LSTM models, but
it has twice the number of parameters than the
BiLSTM-large model (comparison in Table 3).

However, if we pre-train them on PMC-10000,
corresponding to models BERT-L8H128A2-Bio
and BERT-L4H256A4-Bio, both the dev and test
F1 scores largely improve (the improvement ranges
from 0.03 to 0.06) compared to the equivalent mod-
els without in-domain pre-training.

The size of BERT-L4H256A4-Bio is much larger
than other compact models in the table. This is
mostly explained by the size of the embedding
layer. We experiment reducing the embedding layer
size using the similar approach as with the BiL-
STM model: Keep the top 10,000 word pieces by
frequency of the base-base-uncased tokenizer in
PMC-10000 and resize the vocabulary to 10,000.
The original pre-trained embeddings are used to ini-
tialize the embedding layers of the Reduced Vocab
BERT-L4H256A4 (see Appendix C for details).
The new models resulting of this procedure are
identified by the -RV suffix in tables 2, 3 and 4.

Both BERT-L8H128A2-Bio-RV and BERT-
L4H256A4-Bio-RV are pre-trained on PMC-10000
before fine-tuned on the causal precedence dataset.
Previous work has shown that larger vocabulary
sizes could slightly boost the performance of BERT-
based models (Conneau et al., 2020). We observed
different impacts of vocabulary reduction on BERT-
L8H128A2 and BERT-L2H256A4. The test F1
of BERT-L4H256A4 drops from 0.548 to 0.537
whereas that of BERT-L2H128A2 even increases
from 0.518 to 0.524. This shows that the impact
of the vocabulary size to the BERT’s performance
is task- and model-dependent. Further, it is pos-
sible to gain some improvement by reducing the
vocabulary size of BERT.

Model size and inference time
Table 3 shows the number of parameters of the
models and their inference times on CPU and
GPU. In general, all compact BERT models yield
much better inference time than LSTM models
on CPU. For example, both BiLSTM-large and
BERT-L8H128A2 have approximately 5M param-
eters, with an inference time on CPU are 0.026s
and 0.013s, respectively. This clearly shows the
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Model # Param. # Embd. Param. CPU Inf. T GPU Inf. T

BiLSTM-small-VO2 0.66M 0.14M 0.007 0.002
BiLSTM-large-w2v(-ID)-VO2 5.40M 0.14M 0.026 0.006
BiLSTM-large-WP 5.63M 1M 0.031 0.009
BERT-L8H128A2(-Bio) 5.58M 3.91M 0.013 0.007
BERT-L8H128A2-Bio-RV 2.95M 1.28M 0.014 0.007
BERT-L4H256A4(-Bio) 11.17M 7.81M 0.011 0.005
BERT-L4H256A4-Bio-RV 5.92M 2.56M 0.011 0.004
BioBERT 108.31M 22.27M 0.119 0.012

Table 3: Model sizes and inference times. For all models, we show the total number of parameters, the number of
parameters in the embedding layers (which can be reduced by reducing the model’s vocabulary), the average CPU
and GPU inference time (seconds per input sequence). The numbers are averaged across 5 runs of all examples.

transformer architecture of BERT is better suited
for parallelization. Furthermore, BERT-L4H256A4
has about twice number of parameters as BERT-
L8H256A4, but it has smaller inference time
(0.011s vs 0.013s) because of fewer layers.

5.2 The Impact of Distillation
Previous work shows that knowledge distillation
from a large model (teacher) to a compact model
(student) does not always work and is highly depen-
dent on the nature of task. For example, Wasserblat
et al. (2020) found that distillation can be helpful
for the tasks that require general lexical seman-
tics. However, the distillation on our dataset is very
challenging because: (1) there are only about 580
labeled training samples for the teacher, and (2)
after fine-tuning, our teacher can only reach a 0.54
test F1 (BioBERT in Table 2).

We adopt a three-stage pipeline for distillation.
(1) The teacher model (BioBERT) is fine-tuned on
the labeled training data. (2) The teacher model
runs inference on the labeled data (and optionally
on the unlabeled data) to get the predictions scores
for each example. (3) The student model is trained
to reproduce the teacher’s score on each training ex-
ample with the loss function introduced in Section
4. Depending on how many unlabeled data to use,
we evaluate 3 distillation settings: labeled, labeled
+ 2k unlabeled and labeled + 20k unlabeled. The
results are shown in Table 4.

The impact of distillation on out-of-domain
pre-trained models
Among the models we evaluate, BiLSTM(-
small/large)-w2v and BERT-L4H256A4 were not
pre-trained using PMC-10000, the in-domain cor-
pus. For BiLSTM(-small/large)-w2v, distillation
using only the labeled data is not helpful compared
with direct fine-tuning. However, distillation be-

comes helpful when more unlabeled data are used.
With BiLSTM-small-w2v, the testing F1 score in-
creases from 0.452, when only labeled data is used
for distillation, to 0.489, when using the labeled
and 2k unlabeled examples for distillation. The
testing F1 further improves to 0.496 when using
labeled and 20k unlabeled examples for distillation.
A similar trend is also found for BiLSTM-large-
w2v. The trend for BERT-L4H256A4 is slightly
different. When we use only labeled data, labeled
data plus 2k unlabeled examples, and labeled data
plus 20k unlabeled examples for distillation, test-
ing F1 scores are 0.502, 0.499 and 0.516, respec-
tively. Both BiLSTM(-small/large)-w2v and BERT-
L4H256A4, using labeled data, plus 20k unlabeled
examples for distillation attain better testing F1
scores compared to only using the labeled data for
fine-tuning (table 2). It shows that in general, out-
of-domain pre-trained models can largely benefit
from distillation, especially when there are suffi-
cient unlabeled data.

The impact of distillation on in-domain
pre-trained models
We observed a similar pattern when distilling in-
domain, pre-trained models. For most cases, the
model’s testing F1 score increased as more unla-
beled data became available for distillation. The
testing F1 scores of BiLSTM-large-WP increased
from 0.400 to 0.430 and 0.487 when using ei-
ther only labeled data, labeled data + 2k unla-
beled examples, labeled + 20k unlabeled exam-
ples, respectively for distillation. Similar trends are
also found for BERT-L4H256A4-Bio and BERT-
L4H256A4-Bio-RV. The only exception we ob-
served was BiLSTM-large-w2v-ID, whose testing
F1 score was 0.441 when using the labeled data
for distillation, then peaked at 0.477 when using
labeled + 2k unlabeled data, just to decrease to
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Model Dev P. Dev R. Dev. F1 Test P. Test R. Test. F1
labeled
BiLSTM-small-w2v-VO2 0.387 (0.014) 0.600 (0.090) 0.467 (0.024) 0.426 (0.034) 0.491 (0.073) 0.452 (0.037)

BiLSTM-large-w2v-VO2 0.393 (0.026) 0.703 (0.045) 0.503 (0.012) 0.414 (0.058) 0.508 (0.061) 0.450 (0.022)

BiLSTM-large-w2v-ID-VO1 0.524 (0.051) 0.587 (0.051) 0.550 (0.029) 0.488 (0.046) 0.407 (0.037) 0.441 (0.028)

BiLSTM-large-WP 0.462 (0.047) 0.598 (0.053) 0.518 (0.036) 0.444 (0.051) 0.373 (0.051) 0.400 (0.024)

BERT-L4H256A4 0.364 (0.015) 0.592 (0.058) 0.450 (0.024) 0.468 (0.044) 0.550 (0.042) 0.502 (0.011)

BERT-L4H256A4-Bio 0.389 (0.022) 0.645 (0.048) 0.483 (0.008) 0.514 (0.044) 0.569 (0.040) 0.537 (0.007)

BERT-L4H256A4-Bio-RV 0.417 (0.031) 0.625 (0.057) 0.498 (0.020) 0.554 (0.066) 0.555 (0.038) 0.551 (0.035)

labeled + unlabeled 2k
BiLSTM-small-w2v-VO2 0.467 (0.031) 0.574 (0.085) 0.510 (0.029) 0.541 (0.049) 0.452 (0.057) 0.489 (0.037)

BiLSTM-large-w2v-VO2 0.480 (0.031) 0.616 (0.082) 0.535 (0.033) 0.561 (0.088) 0.438 (0.050) 0.483 (0.018)

BiLSTM-large-w2v-ID-VO1 0.531 (0.027) 0.650 (0.066) 0.583 (0.038) 0.535 (0.047) 0.434 (0.033) 0.477 (0.023)

BiLSTM-large-WP 0.494 (0.027) 0.568 (0.079) 0.525 (0.034) 0.498 (0.044) 0.384 (0.057) 0.430 (0.037)

BERT-L4H256A4 0.394 (0.034) 0.591 (0.071) 0.468 (0.013) 0.520 (0.066) 0.498 (0.076) 0.499 (0.010)

BERT-L4H256A4-Bio 0.393 (0.024) 0.688 (0.045) 0.499 (0.015) 0.509 (0.060) 0.584 (0.021) 0.541 (0.024)

BERT-L4H256A4-Bio-RV 0.408 (0.030) 0.678 (0.031) 0.508 (0.018) 0.532 (0.057) 0.592 (0.030) 0.558 (0.023)

labeled + unlabeled 20k
BiLSTM-small-w2v-VO2 0.464 (0.027) 0.580 (0.080) 0.512 (0.028) 0.539 (0.065) 0.468 (0.054) 0.496 (0.029)

BiLSTM-large-w2v-VO2 0.458 (0.039) 0.629 (0.043) 0.527 (0.015) 0.524 (0.082) 0.473 (0.054) 0.490 (0.027)

BiLSTM-large-w2v-ID-VO1 0.512 (0.057) 0.575 (0.090) 0.537 (0.055) 0.521 (0.040) 0.399 (0.060) 0.449 (0.039)

BiLSTM-large-WP 0.474 (0.026) 0.572 (0.040) 0.517 (0.005) 0.563 (0.050) 0.432 (0.024) 0.487 (0.021)

BERT-L4H256A4 0.382 (0.026) 0.617 (0.037) 0.470 (0.008) 0.492 (0.075) 0.553 (0.062) 0.516 (0.044)

BERT-L4H256A4-Bio 0.388 (0.028) 0.666 (0.046) 0.489 (0.014) 0.508 (0.057) 0.602 (0.039) 0.547 (0.014)

BERT-L4H256A4-Bio-RV 0.393 (0.017) 0.647 (0.043) 0.488 (0.007) 0.526 (0.062) 0.602 (0.033) 0.558 (0.021)

Table 4: The compact model’s performance using distillation with different amount of unlabeled data. The im-
proved F1s (compared with the fine-tuned model’s F1 in Table 2) are shown in bold text. All experiments are run
for 5 seeds and 5-fold cross validation. The standard deviation across 5 random seeds is shown in the parenthesis.

Model Dev P. Dev R. Dev. F1 Test P. Test R. Test. F1
Rule 0.534 0.272 0.360 0.523 0.170 0.257
SVM 0.361 0.407 0.383 0.395 0.364 0.379
Rule -> SVM 0.367 0.537 0.436 ↑ 0.383 0.445 0.412 ↑
Rule -> BiLSTM-small-FT 0.325 0.713 0.445 ↑ 0.393 0.622 0.476 ↑
Rule -> BiLSTM-large-FT 0.314 0.739 0.441 ↑ 0.381 0.659 0.482 ↑
BiLSTM-small-FT -> SVM 0.308 0.767 0.439 ↑ 0.362 0.649 0.461 ↑
BiLSTM-large-FT -> SVM 0.299 0.785 0.433 - 0.348 0.662 0.456 ↓
Rule -> BiLSTM-small-DS 0.414 0.618 0.493 ↓ 0.482 0.507 0.492 ↓
Rule -> BiLSTM-large-DS 0.406 0.645 0.497 ↓ 0.472 0.513 0.488 ↓
Rule -> BERT-L4-Bio-RV-DS 0.357 0.647 0.459 ↓ 0.476 0.616 0.535 ↓
Rule -> BERT-L4-Bio-RV-FT 0.376 0.625 0.469 ↓ 0.503 0.562 0.529 ↓
BiLSTM-small-DS -> SVM 0.377 0.692 0.487 ↓ 0.411 0.593 0.485 ↓
BiLSTM-large-DS -> SVM 0.369 0.717 0.486 ↓ 0.409 0.590 0.482 ↓
BERT-L4-Bio-RV-DS -> SVM 0.339 0.731 0.463 ↓ 0.417 0.684 0.518 ↓
BERT-L4-Bio-RV-FT -> SVM 0.349 0.708 0.467 ↓ 0.423 0.624 0.504 ↓
BiLSTM-s -> BERT-L4-DS 0.376 0.678 0.482 ↓ 0.498 0.630 0.552 ↓
BiLSTM-l -> BERT-L4-DS 0.374 0.685 0.482 ↓ 0.491 0.635 0.550 ↓
Rule + BiLSTM-l + BERT-L4 0.488 0.609 0.540 ↑ 0.585 0.478 0.521 ↓
SVM + BiLSTM-l + BERT-L4 0.458 0.612 0.523 ↓ 0.551 0.495 0.517 ↓

Table 5: Results of the sieve models. “X -> Y” means model X’s prediction is firstly used in the sieve then Y.
FT means fine-tuning (entries in Table 2) and DS means distillation using 20k unlabeled data and labeled data
(entries in Table 4). The upside and downside arrows besides the scores indicate whether the sieve score outper-
forms the best individual model in the sieve. In the last four rows, BiLSTM-s is BiLSTM-small-DS, BiLSTM-l is
BiLSTM-large-DS and BERT-L4 is BERT-L4H256A4-Bio-RV-DS. For all BiLSTM models we use w2v general
embedding with VO2. The last two rows of the table are the ensemble model’s performance.

0.449 when using labeled + 20k unlabeled data.
This indicates in general the in-domain pre-trained
models can still benefit from distillation when there
are sufficient unlabeled data.

5.3 Comparison among Rule-based,
Feature-based and Neural-based Models

Previous work has explored combining multiple
models by using a sieve method (Mirza, 2014;
Hahn-Powell et al., 2016). Generally speaking,
a sieve method starts by using the model with the
highest precision to predict the class of an input. If
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the prediction is positive, it is returned as the re-
sult, otherwise the input is forwarded to the model
with the second best precision, and the process is
repeated until a model makes a positive prediction
or all the models are exhausted. In this work we ex-
plore the performance of a sieve method composed
of multiple combinations of feature/rule/neural-
based models. We rank the models by their de-
creasing precision in the development set. Table 5
contains the performance of different sieves.

Rules and SVM complement each other
As shown in Table 5, combining the rule-based
and feature-based models into a sieve results in
an improvement over either of them individually.
However, this sieve is not on par with the perfor-
mance of sieves that contain neural models.

Non-distilled neural models are complemented
by non-neural models
Table 5 shows that in three out of four cases, sieves
with a rule-based classifier or SVM classifier boost
the performance of the LSTM models that are fine-
tuned but not distilled. The benefits are more evi-
dent for the rule classifier than for the SVM classi-
fier.

Well-trained neural models are not
complemented by non-neural models
For models distilled with labeled and 20k unla-
beled examples (BiLSTM-small/large-DS, BERT-
L4-DS) and the model pre-trained both in the gen-
eral domain and in the target domain (BERT-L4-
FT), neither the rule-based classifier nor the SVM
classifier result on increase the performance when
sieved. This hints that well-trained neural models
could learn to represent the same high-level hand-
crafted features in the Rule and SVM classifier.

Different neural models are not likely to
complement each other in a sieve
As the last two rows of Table 5 show, although
BiLSTM and BERT are very different models, they
do not tend to complement each other in a sieve.

6 Conclusion

In this work we trained several neural models for
causal precedence detection in the biomedical lit-
erature. To help with the deployment of neural
models on systems without a GPU, we restricted
the sizes of our architectures to approximately 1

20
of the size of a state-of-the-art language model such

as BERT. Moreover, to overcome the challenge of
scarcity of labeled training data, we used in-domain
unlabeled data combined with pre-training and dis-
tillation and obtained robust neural models. Finally,
we compared our neural models with previous rule-
based and feature-based classifiers and found the
in-domain pre-trained models can mostly replace
them.
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Claudiu Mihăilă, Tomoko Ohta, Sampo Pyysalo, and
Sophia Ananiadou. 2013. Biocause: Annotating and
analysing causality in the biomedical domain. BMC
bioinformatics, 14(1):1–18.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jef-
frey Dean. 2013. Efficient estimation of word
representations in vector space. arXiv preprint
arXiv:1301.3781.

Paramita Mirza. 2014. Extracting temporal and causal
relations between events. In Proceedings of the ACL
2014 Student Research Workshop, pages 10–17, Bal-
timore, Maryland, USA. Association for Computa-
tional Linguistics.

Amr Mousa and Björn Schuller. 2017. Contextual bidi-
rectional long short-term memory recurrent neural
network language models: A generative approach to
sentiment analysis. In Proceedings of the 15th Con-
ference of the European Chapter of the Association
for Computational Linguistics: Volume 1, Long Pa-
pers, pages 1023–1032.

Subhabrata Mukherjee and Ahmed Hassan Awadallah.
2019. Distilling transformers into simple neural net-
works with unlabeled transfer data. arXiv preprint
arXiv:1910.01769, 1.

261



Claire Nédellec, Robert Bossy, Jin-Dong Kim, Jung-
Jae Kim, Tomoko Ohta, Sampo Pyysalo, and Pierre
Zweigenbaum. 2013. Overview of bionlp shared
task 2013. In Proceedings of the BioNLP shared
task 2013 workshop, pages 1–7.

Haojie Pan, Chengyu Wang, Minghui Qiu, Yichang
Zhang, Yaliang Li, and Jun Huang. 2021. Meta-KD:
A meta knowledge distillation framework for lan-
guage model compression across domains. In Pro-
ceedings of the 59th Annual Meeting of the Associa-
tion for Computational Linguistics and the 11th In-
ternational Joint Conference on Natural Language
Processing (Volume 1: Long Papers), pages 3026–
3036, Online. Association for Computational Lin-
guistics.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J Liu. 2020. Exploring the lim-
its of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research,
21:1–67.

Victor Sanh, Lysandre Debut, Julien Chaumond, and
Thomas Wolf. 2019. Distilbert, a distilled version
of bert: smaller, faster, cheaper and lighter. arXiv
preprint arXiv:1910.01108.

Antonio Sorgente, Giuseppe Vettigli, and Francesco
Mele. 2013. Automatic extraction of cause-effect
relations in natural language text. DART@ AI* IA,
2013:37–48.

Raphael Tang, Yao Lu, and Jimmy Lin. 2019a. Natu-
ral language generation for effective knowledge dis-
tillation. In Proceedings of the 2nd Workshop on
Deep Learning Approaches for Low-Resource NLP
(DeepLo 2019), pages 202–208, Hong Kong, China.
Association for Computational Linguistics.

Raphael Tang, Yao Lu, Linqing Liu, Lili Mou, Olga
Vechtomova, and Jimmy Lin. 2019b. Distilling task-
specific knowledge from bert into simple neural net-
works. arXiv preprint arXiv:1903.12136.

Iulia Turc, Ming-Wei Chang, Kenton Lee, and Kristina
Toutanova. 2019. Well-read students learn better:
On the importance of pre-training compact models.
arXiv preprint arXiv:1908.08962.

Marco A Valenzuela-Escárcega, Özgün Babur, Gus
Hahn-Powell, Dane Bell, Thomas Hicks, Enrique
Noriega-Atala, Xia Wang, Mihai Surdeanu, Emek
Demir, and Clayton T Morrison. 2018. Large-scale
automated machine reading discovers new cancer-
driving mechanisms. Database, 2018. Bay098.

Konstantinos Z Vardakas, Grigorios Tsopanakis,
Alexandra Poulopoulou, and Matthew E Fala-
gas. 2015. An analysis of factors contributing
to pubmed’s growth. Journal of Informetrics,
9(3):592–617.

Wenhui Wang, Furu Wei, Li Dong, Hangbo Bao, Nan
Yang, and Ming Zhou. 2020. Minilm: Deep self-
attention distillation for task-agnostic compression
of pre-trained transformers. Advances in Neural In-
formation Processing Systems, 33:5776–5788.

Moshe Wasserblat, Oren Pereg, and Peter Izsak. 2020.
Exploring the boundaries of low-resource BERT dis-
tillation. In Proceedings of SustaiNLP: Workshop
on Simple and Efficient Natural Language Process-
ing, pages 35–40, Online. Association for Computa-
tional Linguistics.

Bowen Wu, Huan Zhang, MengYuan Li, Zongsheng
Wang, Qihang Feng, Junhong Huang, and Baoxun
Wang. 2020. Towards non-task-specific distillation
of bert via sentence representation approximation.
In Proceedings of the 1st Conference of the Asia-
Pacific Chapter of the Association for Computa-
tional Linguistics and the 10th International Joint
Conference on Natural Language Processing, pages
70–79.

Yukun Zhu, Ryan Kiros, Rich Zemel, Ruslan Salakhut-
dinov, Raquel Urtasun, Antonio Torralba, and Sanja
Fidler. 2015. Aligning books and movies: Towards
story-like visual explanations by watching movies
and reading books. In Proceedings of the IEEE inter-
national conference on computer vision, pages 19–
27.

262



A Types of Events of PMC-10000

phosphorylation, phosphorylates, ubiquitination,
ubiquitinates, hydroxylation, hydroxylates, sumoy-
lation, sumoylates, glycosylation, glycosylates,
acetylation, acetylates, farnesylation, farnesylates,
ribosylation, ribosylates, methylation, methylates,
binding, binds, activation, activates.

B More Description of the Rule-based
Classifier

The event pair causal precedence relation is pre-
dicted using a few hand-written deterministic rules.
There are three types of rules: The first type are
intra-sentence rules, where the two events are in
the same sentence. Patterns of this type operate
over the syntactic dependency graph of the sen-
tence. The second type are rules for inter-sentence
relations, where the two events occur on different
sentences and a dependency graph is not available.
These kind of rules use the presence of patterns,
such as “leads to”, “result in” to predict causal
precedence. The third kind of rules, also for inter-
sentence event pairs, use verbal-tense information.
Phrases such as “has been phosphorylated” are used
to detect the existence of causal precedence.

C Reducing the Vocabulary of
BERT-L4H256A4 and Resizing the
Embeddings

The original vocabulary of the bert-base-uncased
model has a size of 30,522. As discussed in Section
5.1, we count the frequency of the word pieces in
PMC-10000 and only maintain the top 10000 most
frequent word pieces.

The next step would be to resize the embedding
layer of BERT-L4H256A4. Note that the original
embeddings of BERT-L4H256A4 are pre-trained
in the language modeling task on BookCorpus and
English Wikipedia. We don’t want to lose such
information during the resizing of the embedding
layer by initializing the 10000 token embeddings
randomly. Instead, the new embedding weights
are initialized with the values of the corresponding
weights of the original embedding layer (i.e., all
the embedding weights in the new embedding layer
reuses the pre-trained weights of the old embedding
layer).
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Abstract

In this paper, we present an overview of the
MedVidQA 2022 shared task, collocated with
the 21st BioNLP workshop at ACL 2022. The
shared task addressed two of the challenges
faced by medical video question answering: (i)
a video classification task that explores new
approaches to medical video understanding (la-
beling), and (ii) a visual answer localization
task. Visual answer localization refers to identi-
fication of the relevant temporal segments (start
and end timestamps) in the video where the an-
swer to the medical question is being shown
or illustrated. A total of thirteen teams par-
ticipated in the shared task challenges, with
eleven system descriptions submitted to the
workshop. The descriptions present mono-
modal and multi-modal approaches developed
for medical video classification and visual an-
swer localization. This paper describes the
tasks, the datasets, evaluation metrics, and base-
line systems for both tasks. Finally, the paper
summarizes the techniques and results of the
evaluation of the various approaches explored
by the participating teams.

1 Introduction

With the increasing interest in using artificial intel-
ligence (AI) to support clinical decision-making,
improving patient engagement, patient health and
well-being (HHS, 2021), there is a need to explore
the efficient algorithms for medical language-video
understanding. Further, the recent surge in avail-
ability of online educational videos on diverse med-
ical and health-related topics demands the devel-
opment of effective systems that can understand
medical videos to provide the best possible answers
to consumers’ first aid, medical emergency, and
medical educational questions.

Video Question Answering (VQA) is an emerg-
ing and challenging task that requires the under-
standing of video, language, and their interaction
to correctly provide the answer to the question. The

majority of the existing studies (Lei et al., 2018;
Xue et al., 2018; Li et al., 2020a; Chadha et al.,
2020) on video question answering are focused
on open-domain videos such as movies (Tapaswi
et al., 2016), TV shows (Lei et al., 2018, 2020a),
and games (Mun et al., 2017). Moreover, the pri-
mary objective of the existing VQA studies is to
develop a system that can provide natural language
answers to the users’ questions about the video.
Some works, such as Anne Hendricks et al. (2017);
Lei et al. (2020b); Wang et al. (2020) focus on nat-
ural language frame/video localization, but most
of them aim to find the video segment that has
semantic understanding equivalent to the natural
language query. The existing VQA approaches,
however, do not take into account the real-world
scenarios, where people interact through natural
language questions and expect relevant and con-
cise temporal segments from the videos as answers
to their questions. Consider a health-related ques-
tion “How can I ease my neck pain?”. The textual
answer (cf. Fig. 1) to the given health-related
question will be hard to understand and act upon
without visual assistance. In order to provide a
visual answer to the question, the first step is to
identify the most relevant medical video that has a
series of steps describing the detailed visual answer
to the question. The second and most important
step is to locate the relevant temporal segment in
the video that is suitable to be a visual answer (cf.
Fig. 1) to the question.

Towards solving these challenges, we introduced
the MedVidQA 2022 shared task1, which aims to
explore and develop efficient algorithms for video
question answering that remain understudied in the
medical domain. In the first task (medical video
classification) of the MedVidQA 2022 shared task,
participants are asked to develop a system that
can categorize the video into medical instructional,
medical non-instructional, and non-medical. The

1https://medvidqa.github.io/
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Figure 1: An example of a health-related question, textual answer, video containing the answer, and visual answer
(temporal segment) from the video. The textual answer (center-left) is retrieved from the web. It contains a series
of steps to relieve neck pain by improving neck flexion. The suggested steps in textual answer might be difficult to
follow for a consumer who has little or no medical knowledge. The top video (center-right) retrieved from the
YouTube search contains the answer; however, one has to watch the entire video to find the appropriate temporal
segment from the video, which could be served as a visual answer to the question. Unlike the textual and video
containing the answer, locating the appropriate temporal segment (bottom) which has the visual answer is easy to
follow and also eliminates the need to watch the entire video to find the answer.

second task (medical visual answer localization)
aims to effectively localize the visual answer to the
given medical or health-related question in a given
video.

2 MedVidQA 2022 Task Descriptions

Following creation of the dataset for video question
answering (Gupta et al., 2022), we consider the
following tasks:

2.1 Task 1: Medical Video Classification
(MVC)

Given an input video, the task is to categorize the
video into one of the following classes:

• Medical Instructional: A medical instruc-
tional video for non-professionals should
clearly demonstrate a medical procedure, pro-
viding enough details to reproduce the proce-
dure and achieve the desired results without
prior training. The accompanying narrative
should be to the point, and should clearly de-
scribe the steps in the visual content. A video
is medical instructional if a valid medical or
health-related question is aligned with it, and
it explains/answers the medical question with
a demonstration. The demonstration should
be a tutorial/educational video where some-
one (e.g., a doctor or a medical professional)

demonstrates a procedure related to the medi-
cal question or a how-to video about the med-
ical or health-related question.

• Medical Non-instructional: A medical video
can be categorized into a medical non-
instructional if it discusses medical-related
topics without any visual demonstration.

• Non-medical: A video can be categorized as
non-medical if the video is neither medical
instructional nor medical non-instructional.

We have provided the link to the sample videos for
each class in Fig. 2.

2.2 Task 2: Medical Visual Answer
Localization (MVAL)

Given a medical or health-related question and a
video, the task aims to locate the temporal segments
(start and end timestamps) in the video where the
answer to the medical question is being shown, or
the explanation is illustrated in the video. A sim-
ilar task in the literature is established as natural
language frame localization (Anne Hendricks et al.,
2017; Miech et al., 2019), where the task is to find
the video segment that has equivalent semantics
as to the natural language. In contrast, the intro-
duced task seeks to find a video segment with a
visual answer to the natural language query. The
MVAL task can be considered as finding a series of
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(a) Medical Instructional (b) Medical Non-Instructional (c) Non-medical

Figure 2: Sample videos from each category in Medical Video Classification Task

Video Category Train Validation Test
Medical Instructional 789 100 400

Medical Non-instructional 2, 394 100 426
Non-medical 1, 034 100 382

Total 4, 217 300 1, 208

Table 1: The dataset statistics for the MVC
task. Training and validation datasets statistics
are borrowed from MedVidCL corpus (Gupta
et al., 2022).

Dataset Detail Train Validation Test
Medical instructional videos 800 49 50
Video duration (hours) 86.37 4.54 5.13
Mean video duration (seconds) 388.68 333.89 369.62
Questions and visual answers 2, 710 145 153
Minimum question length 5 6 6
Maximum question length 25 21 18
Mean question length 11.67 11.76 11.20
Minimum visual answer length (seconds) 3 10 4
Maximum visual answer length (seconds) 298 267 257
Mean visual answer length (seconds) 62.29 66.81 60.45

Table 2: The dataset statistics for the MVAL task. Train-
ing and validation datasets statistics are borrowed from
MedVidQA corpus (Gupta et al., 2022).

“medical instructional activity-based frame local-
ization” where a potential solution first searches for
all medical instructional activity for a given medi-
cal question and then localizes a particular activity
that is aligned to medical or health-related ques-
tion in an untrimmed medical-instructional video.
The sample health-related question and the visual
answer are shown in Fig. 1.

3 Data Description

3.1 MVC Dataset

The MedVidCL2 (Gupta et al., 2022) training
and validation datasets are provided to train and
validate the system for MVC task. A human-
assisted two-stage approach was used to construct
the MedVidCL dataset. In the first stage, human-
annotated videos were used to train a machine
learning model that predicts the appropriate cat-
egory for the input video. In the second stage,
only high-confidence (classifier probability ≥ 0.8)
videos from HowTo100M (Miech et al., 2019) and
YouTube8M (Abu-El-Haija et al., 2016) dataset are
selected and manually validated. The automatically
predicted video category is then updated, if needed.

2https://osf.io/pc594/

This strategy was used to construct the MedVidCL
dataset. The videos in the training dataset are taken
from YouTube3; however, the validation and test
dataset contain the videos from HowTo100M and
YouTube8M datasets. We have provided the de-
tailed statistics of the datasets used for the MVC
task in Table 1.

3.2 MVAL Dataset

The MedVidQA datasets are created from the top-
4 videos returned by the YouTube search in re-
sponse to the WikiHow4 health-related query. The
dataset contains 800 medical instructional videos
in the training and 50 medical instructional videos
in the validation set. MedVidQA contains medical-
informatics expert-curated instructional questions
and timestamps in the video, which serve as the
visual answer to the questions. For the test dataset,
we followed the dataset creation strategy similar
to MedVidQA creation. We selected 50 YouTube
videos from the search results in response to the
diverse set of WikiHow queries. The instructional
questions and visual answer timestamps were man-
ually created by watching these 50 videos. We have

3https://www.youtube.com/
4https://www.wikihow.com/Main-Page
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provided the detailed statistics of the dataset used
for the MVAL task in Table 2.

4 Evaluation

4.1 Evaluation Metrics

4.1.1 MVC Evaluation

To evaluate the performance of the MVC task, we
use the following evaluation metrics:

Medical-Inst Precision: It measures the propor-
tion of Medical Instructional class predictions that
are actually correct.

Med-Inst Precision =
TPmedinst

TPmedinst + FPmedinst
(1)

where, TPmedinst and FPmedinst are the True pos-
itive and False positive corresponding to the Medi-
cal Instructional class.

Medical-Inst Recall: It measures the proportion
of actual Medical Instructional class video that
were predicted correctly.

Med-Inst Recall =
TPmedinst

TPmedinst + FNmedinst
(2)

where, TPmedinst and FNmedinst are the True pos-
itive and False negative corresponding to the Medi-
cal Instructional class.

Medical-Inst F1-score: It is the harmonic mean
between precision Pmedinst and recall Rmedinst for
the Medical Instructional video category.

Med-Inst F1-score =
2× Pmedinst ×R

medinst

P
medinst

+Rmedinst
(3)

Macro-averaged F1-score: It is the average har-
monic mean between precision and recall, where
the precision and recall are calculated per video
category.

Macro-F1 =
∑

l∈L

2× Pl ×Rl

Pl +Rl
(4)

where, Pl and Rl are the precision and recall corre-
sponding to the class l ∈ L.

Since the goal of the MVC task is to effectively
predict Medical Instructional video, we consider
Medical-Inst F1-score as our primary metric to

rank the submission. We used the Scikit-learn (Pe-
dregosa et al., 2011) implementation5 of the preci-
sion, recall and macro-averaged F1-score metrics.

4.1.2 MVAL Evaluation
Following Gupta et al. (2022), we evaluated the
performance of the MVAL task using the following
metrics:

Mean Intersection over Union (mIoU): For a
given question qi, IoU is computed as the ratio of
intersection area over union area between predicted
and ground-truth temporal visual answer segments.
It ranges from 0 to 1. A larger IoU means the
predicted and ground-truth temporal visual answer
segments match better, and IoU = 1.0 denotes ex-
act match. The mIoU is defined as the average
temporal IoUs for all questions (N ) in the test set.
Formally,

mIoU =
1

N

i=N∑

i=1

IoU(qi) (5)

Rαn, IoU = µ is another metric used to evaluate
the performance of the MVAL system. It denotes
the percentage of questions for which, out of the
top-n retrieved temporal segments, at least one pre-
dicted temporal segment having IoU with ground-
truth is larger than µ. We asked the participants
to submit only the top-1 temporal segment as the
visual answer to the question; therefore, we have
n = 1. Formally,

< Rα1, IoU = µ >=
1

N

i=N∑

i=1

s(qi, µ), and (6)

s(qi, µ) =

{
1, if IoU(qi) ≥ µ

0, otherwise
(7)

We evaluated the participants’ submission by con-
sidering µ = {0.3, 0.5, 0.7} and for brevity, we de-
note the < Rα1, IoU = µ > metric with IoU=µ.
Since the IoU=0.7 is the most restrictive metric
amongst all the MVAL metrics, we use IoU=0.7 as
our primary metric to rank the participants’ submis-
sions. The implementation of the evaluation metric
is released here6.

5https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.
classification_report.html

6https://github.com/deepaknlp/
MedVidQACL/blob/master/MedVidQA/util/
runner_utils_t7.py
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4.2 Baseline Systems

4.2.1 MVC Baselines
Monomodal (Language) Baseline: In the first
baseline, we consider extracting the English sub-
titles from the videos using the pytube7. The
extracted subtitles are used to fine-tune the BERT-
Base-Uncased (Devlin et al., 2019) pre-trained lan-
guage model (PLM) to classify the video category.

Monomodal (Vision) Baseline: The monomodal
vision-based baseline is built upon the video
frames, which are extracted from each video at
a uniform time interval. In order to extract the
frame features, we considered the pre-trained ViT
(Dosovitskiy et al., 2021) model as the feature ex-
tractor. The sequence of frame features is passed
to the LSTM (Hochreiter and Schmidhuber, 1997)
network for video category prediction.

Multimodal Baseline: For the multimodal base-
line, we consider utilizing both video subtitles and
video frames features (extracted from ViT) to pre-
dict the video category. The features are passed to
the LSTM network to learn their sequence repre-
sentation. We then concatenated the language and
vision representation and passed the concatenated
features to a feed-forward layer to predict the video
category.

4.2.2 MVAL Baselines
VSL-BASE: Following Gupta et al. (2022), we
consider the VSL-BASE as the first baseline for
MVAL task, where the visual answer span is pre-
dicted using a multimodal fusion-based technique
introduced by Zhang et al. (2020). In the VSL-
BASE a Transformer-based encoder is used to en-
code the question, and video frames features (ob-
tained from I3D (Carreira and Zisserman, 2017)),
and thereafter, both features are fused with the help
of attention mechanism. The joint feature repre-
sentation is used to predict the start and end times-
tamps of the visual answer.

VSL-QGH: This baseline is the extension of
the VSL-BASE introduced by Zhang et al. (2020),
where the target temporal segment in the video is
considered as the foreground and the rest of the
video as the background. With the VSL-QGH tech-
nique, the network is trained by extending the span
of the foreground to cover its preceding and fol-
lowing video frames. We follow the experimental

7https://pypi.org/project/pytube/

Team Name Team Affiliations MVC MVAL
ALIBABA_DAMO Alibaba Damo Research ✓ ✓

BAIDU AI TEAM Baidu AI Team ✓ ✓

SJTU_YITU SJU/YITU ✓ ✓

TENCENT AI RESEARCH Tencent AI Research ✓ ✓

CMU_HKUST CMU/HKUST ✓ ✓

VPAI_LAB (Li et al., 2022a) Hunan University/CAS ✓ ✗

CHICHEALTH Chic Health ✓ ✓

PAHT Pingan Health Tech ✓ ✓

I AM BERT No Information Available ✓ ✗

LINGJING Hunan University/CAS ✗ ✓

UWASHINGTON University of Washington ✓ ✓

CS No Information Available ✗ ✓

DOSSIER (Kusa et al., 2022) TU Wien ✗ ✓

Table 3: Participating teams and their task participation
at MedVidQA 2022 shared task

Team Name MVC MVAL
Language Vision Language Vision

ALIBABA_DAMO ✓ ✗ ✓ ✓

BAIDU AI TEAM ✓ ✗ ✓ ✗

SJTU_YITU ✓ ✗ ✓ ✗

TENCENT AI RESEARCH ✓ ✗ ✓ ✓

CMU_HKUST ✓ ✗ ✓ ✗

VPAI_LAB ✓ ✓ NA NA
CHICHEALTH ✓ ✗ ✓ ✗

PAHT NA NA ✓ ✗

I AM BERT NA NA NA NA
LINGJING NA NA ✓ ✓

UWASHINGTON ✓ ✗ ✓ ✗

CS NA NA NA NA
DOSSIER NA NA ✓ ✓

Table 4: Participating teams and their submissions con-
sidering the language (video subtitles) and vision (video
frames) to build their approaches for MedVidQA 2022
shared task

details discussed in Gupta et al. (2022) to obtain
the results on the test dataset.

5 Participating Teams and Methods

5.1 Participating Teams

We use the CodaLab platform to release the
datasets, registration, and submissions of the partic-
ipating teams. In total, 13 teams from Asia (China),
Europe (Germany), and North America (USA) con-
tinents participated in the MedVidQA 2022 shared
task and submitted 30 and 43 individual runs for
the MVC and MVAL task, respectively. We have
provided (cf. Table 3) the team name, affiliations
and their participation in MVC and MVAL tasks.
We also summarize (cf. Table 4) the participating
teams and their submissions based on the consid-
ered modality to build their approaches for MVC
and MVAL tasks. The results of all the participat-
ing teams for MVC8 and MVAL9 tasks are avail-

8https://codalab.lisn.upsaclay.fr/
competitions/1058

9https://codalab.lisn.upsaclay.fr/
competitions/1078
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Rank Team Name Med-Inst Precision Med-Inst Recall Med-Inst F1-score Macro F1-score
1 VPAI_LAB 99.74 97.75 98.74 99.01
2 CHICHEALTH 98.73 97.25 97.98 98.46
3 BAIDU AI TEAM 99.23 96.75 97.97 98.46
4 PAHT 97.76 98.00 97.88 98.46
5 TENCENT AI RESEARCH 97.75 97.75 97.75 98.04
6 SJTU_YITU 98.47 96.50 97.47 98.04
7 CMU_HKUST 98.72 96.25 97.47 98.03
8 ALIBABA_DAMO 96.02 96.50 96.26 97.22
9 UWASHINGTON 97.65 93.50 95.53 96.86
10 I AM BERT 92.21 91.75 91.98 94.01
– Monomodal (L) – Baseline 94.67 88.75 91.61 94.37
– Monomodal (V) – Baseline 90.97 68.00 77.83 82.24
– Multimodal (L+V) – Baseline 84.97 69.25 76.31 81.06

Table 5: Official results of the MVC task. Here L and V denotes the Language and Vision respectively.

able on CodaLab platform.

5.2 MVC Submissions

5.2.1 Methods
All participants utilized pre-trained language mod-
els to develop the video classification methods to
categorize the videos into one of the pre-defined
categories. The earlier studies by Gupta et al.
(2022) show that information obtained from the
video subtitles features is more useful for the MVC
task compared to the video frame features; there-
fore, the video subtitles remained the primary in-
formation considered by all participants to de-
velop their approaches for the MVC task. To
build the MVC models ALIBABA_DAMO and
SJTU_YITU fine-tuned the Clinical-Longformer
(Li et al., 2022b) on video subtitles. SJTU_YITU
also used the Longformer (Beltagy et al., 2020) to
build another MVC model by utilizing the video
subtitles from the videos. BAIDU AI TEAM utilizes
video title and subtitles to form a concatenated
sequence and fine-tuned the hierarchical-BERT
(Zhang et al., 2019) to predict the video category.

Team TENCENT AI RESEARCH build their
MVC models by fine-tuning the Longformer, Per-
former (Choromanski et al., 2021) and Big-Bird
(Zaheer et al., 2020) pre-trained language mod-
els. Team CMU_HKUST built an ensemble ap-
proach for the MVC task with the predictions
from hierarchical-BERT and Transformer-XL (Dai
et al., 2019) pre-trained language models. Team
VPAI_LAB built an ensemble approach by con-
sidering the predictions from monomodal and mul-
timodal approaches for MVC tasks. They used
DeBERTa (He et al., 2020) and I3D (Carreira and
Zisserman, 2017) to encode the video subtitles and
frames respectively. Team CHICHEALTH also pro-
poses the ensemble models with the pre-trained

Big-Bird and Longformer language models. In-
stead of encoding the entire subtitles from a video,
they split the subtitles into multiple pieces and used
the max and average pooling layer to aggregate the
representations into a fixed-size representation vec-
tor. Team UWASHINGTON adopt the Big-Bird as
the backbone network. They used the contrastive
learning loss and the cross-entropy loss to build
their approach for the MVC task.

5.2.2 Results
We have provided the official results for the MVC
task and baseline models in Table 5. We rank
the submissions based on the Med-Inst F1-score.
Team VPAI_LAB achieved the first rank with the
98.74 Med-Inst F1-score and also reported the
highest Med-Inst Precision (99.74) and Macro F1-
score (99.01). Team PAHT submission reported
the highest Med-Inst Recall (98.00) value from
the best-ranked participants’ system. The best-
submitted run of each team outperformed the base-
line scores on the primary metric of Med-Inst F1-
score. We observed that top-4 teams achieved
near-perfect Macro F1-score within a difference
of 0.47 points. In terms of the primary metric
(Med-Inst F1-score), the team CHICHEALTH (rank
#2), BAIDU AI TEAM (rank #3), PAHT (rank #4)
and TENCENT AI RESEARCH (rank #5) achieved
near-same performance ranging between 97.75 to
97.98. BERT-based monomodal baseline achieved
the highest Med-Inst F1-score amongst all the base-
line approaches.

5.2.3 Findings
The video subtitles are dominant features to pre-
dict the category of the video. The pre-trained
language models (Longformer, Hierarchical BERT,
Big-Bird) having the capability of effectively pro-
cess the longer sequences, outperformed the tra-
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Rank Team Name IoU=0.3 IoU=0.5 IoU=0.7 mIoU
1 PAHT 90.85 84.97 73.20 75.83
2 SJTU_YITU 88.89 83.01 71.24 74.06
3 UWASHINGTON 85.62 81.05 69.93 72.07
4 LINGJING 84.31 73.20 62.75 67.53
5 CMU_HKUST 75.82 72.55 62.09 63.86
6 BAIDU AI TEAM 75.16 71.90 61.44 63.21
7 CHICHEALTH 74.51 67.97 53.59 61.34
8 TENCENT AI RESEARCH 69.28 62.09 49.67 57.31
9 ALIBABA_DAMO 60.13 52.94 38.56 48.21
10 cs 30.07 14.38 5.88 19.97
– VSL-QGH – Baseline 21.56 10.45 5.88 17.60
– VSL-BASE – Baseline 20.91 9.15 5.22 19.44
11 DOSSIER 31.37 13.07 4.58 18.80

Table 6: Official results of the MVAL task

ditional BERT-based pre-trained language model
baseline. We observed that the video features could
play an essential role in further enhancing perfor-
mance on the MVC task if the language and vision
features are fused without losing information from
each modality.

The MVC task greatly benefited from the large
pre-trained language model. The pre-trained lan-
guage model learns the inherent structure from
video subtitles that have proven effective in catego-
rizing a video into one of the pre-defined categories.
In contrast to the classical video classification task,
where the model has to detect and learn the specific
action to classify the video into the fine-grained cat-
egory, the MVC task focused on the coarse-grained
category. Therefore, we observed the participants’
system (cf. Table 4) achieving high performance
by only utilizing the video subtitles in coordination
with the large pre-trained language models.

We observed that only the winning team
VPAI_LAB built their approach considering both
the language and vision features. The rest of
the teams focused on only language features and
achieved promising results. Due to the coarse-
grained nature of the MVC task, the vision features
alone (monomodal baseline) seem to carry the least
information compared to the counterpart language
modality to predict the video category.

5.3 MVAL Submissions

5.3.1 Methods
We briefly describe the approaches used by each
participating team for the MVAL task.

ALIBABA_DAMO The video subtitles and
questions were encoded with BERT, and the vec-
tor representations were obtained. The video fea-
tures from consecutive three-second interval video
frames were pooled to form a vector representa-
tion. The subtitles, question, and video features
were aligned and concatenated to form a multi-
modal representation. Thereafter, two two-layer
feed feed-forward was used to predict whether the
three-second multimodal representations are inside
the answer boundary.

BAIDU AI TEAM The team adopted the negative
sampling NER method from Li et al. (2020b) to
train the answer localization system. The team for-
mulated atomic unit spans in the subtitles, i.e., the
tokens in subtitles that belong to the start and end
timestamps of the visual answer. The hidden state
representations for each token of the span and ques-
tion were obtained using BERT. The span represen-
tation was obtained using the approach discussed
in Chen et al. (2017). The question representation
and span representation were fused together with
the feed-forward network to get the question-span
representation. The question-span representation
was used to predict whether the given span is an
answer to the question or not. Following Li et al.
(2020b), the team randomly sampled a small subset
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Team Name Pre-trained LM Modality Approach
PAHT BigBird Language Sequence labeling with PLM and CRFs (Lafferty

et al., 2001) on video subtitles to detect the answer
span.

SJTU_YITU BERT Language The relevant subtitle sentences are classified with
BERT. Thereafter, the semantic relatedness scores
is computed between the question and the subtitles
sentences.

UWASHINGTON DeBERTa Language Utilized the PLM to score the question-sentence
pair. After that, the high-scoring contiguous se-
quence are considered as the visual answer.

LINGJING DeBERTa Both Utilized visual highlight features as the visual to-
ken, which concatenates with the question, and
video subtitles. Sequence labeling framework is
adopted with PLM on video subtitles to detect the
answer span.

CMU_HKUST Big-Bird Language Utilized machine reading framework to localize
the span in the video that could serve as the visual
answer to the health-related question.

BAIDU AI TEAM BERT Language Negative sampling approach (Li et al., 2020b) is
used to incorporates randomness into the training
loss for span recognition.

CHICHEALTH NA Language Sequence labeling with PLM on video subtitles to
detect the answer span.

TENCENT AI RESEARCH NA Language The Mutual Matching Network (MMN) (Wang
et al., 2021) is trained with the auxiliary task of
mutual matching to guide the network.

ALIBABA_DAMO BERT Both Sequence labeling with PLM on video subtitles to
detect the answer span.

DOSSIER
RoBERTa,
MPNet

Both First, the similarity scores between question and
subtitle are computed. After that, similarity scores
are used to detect the answer by utilizing a random
forest regressor and unsupervised peak detection
method.

Table 7: The summary of the participants approaches used for MVAL task.

of unlabeled spans as the negative instances to in-
duce the training loss. A span-level cross-entropy
loss was used for training.

SJTU_YITU Team SJTU_YITU used a two-
step approach to localize the answer in the video. In
the first step, they fine-tune the BERT model to tag
whether a given sentence from subtitles will be part
of the answer sentence or not. In the second step,
they compute the semantic relatedness between the
question and the answer sentences (predicted in the
first step) to refine the predictions of the previous
step further. Finally, they transform the selected
sentences from subtitles into corresponding time
intervals.

TENCENT AI RESEARCH Mutual Matching
Network (MMN) (Wang et al., 2021) was used
for visual answer localization. MMN is a metric-
learning approach that is based on the auxiliary
task of mutual matching, which guides the net-
work to select the additional correct sentence in
a constructed negative sentence set for video mo-
ments retrieval in addition to gold-standard super-

vision. Their approach uses subtitles and question
as input to train the MMN by considering a binary
cross-entropy loss for regressing the IoU and a pair
discrimination loss for learning discriminative fea-
tures.

CMU_HKUST The team adopted a machine
reading framework (Cui et al., 2022) to localize the
span in the video that serves as the visual answer
to the question. They utilize the subtitles and their
timestamps to transform them into a span in the
subtitles text. To encode the subtitles and the ques-
tion, they used the Big-Bird model (Zaheer et al.,
2020).

CHICHEALTH The team formulated the task
as a sequence tagging problem. The query and
the subtitle of a given video were concatenated
as “[CLS] QUESTION [SEP] SUBTITLES
[SEP]”. The concatenated sequence served as in-
put to the Transformer network. A pointer network
was used to find the text spans that correspond to
the video spans that answers the query. During pre-
diction, they select the spans that have the highest
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span probability. They used multiple transformer-
based networks and ensemble the predictions to
find the appropriate span that is considered as the
visual answer to the question.

PAHT The team formulated the visual answer
localization task as a sequence labeling problem.
They concatenated the question and subtitles to
form a sequence. They utilized the pre-trained Big-
Bird with Conditional Random Fields (Lafferty
et al., 2001) head to tag each subtitle timestamps
either B-ANSWER, I-ANSWER, or Other.

LINGJING The team proposed the visual-prompt
text span localizing (VPTSL) method for visual
answer localization by utilizing the pre-trained lan-
guage model and visual highlight features. They
fuse the question and visual features using cross-
modal attention. The highlight features are used to
provide the visual prompt to textual span predictor.

UWASHINGTON The team formulated the visual
answer localization problem as question-sentence
pair scoring task. They split the subtitles into mul-
tiple sentences and computed the scores for each
sentence using the pre-trained DeBERTa model.
They considered the timestamps associated with
the high-scoring contiguous sequence of sentences
as the visual answer to the question.

DOSSIER Team DOSSIER (Kusa et al., 2022)
utilized the textual information in the form of sub-
titles and optical character recognition from video
frames. They computed the similarity scores (us-
ing BM25, RoBERTa (Liu et al., 2019), and MP-
Net (Song et al., 2020)) between each video sub-
titles and the question. With the similarity matrix,
they utilized random forest regressor10 and unsu-
pervised peak detection model to detect the answer
indices.

We have provided the summary of each partici-
pants’ approach for the MVAL task in Table 7.

5.3.2 Results
The official results for the MVAL task, along with
the baseline scores, are provided in Table 6. We
rank the team submissions based on the primary
metric (IoU=0.7). Team PAHT achieved the high-
est 73.20 IoU=0.7 score. Their best submission
also achieved the maximum IoU=0.3, IoU=0.5, and
mIoU, which are 90.85, 84.97, and 75.83, respec-
tively. Most of the participants’ runs outperformed

10https://bit.ly/3tViF3S

the multimodal learning-based baseline scores ob-
tained from VSL-BASE and VSL-QGH.

5.3.3 Findings

The majority of the participating teams only use
the video subtitles to locate the visual answer in
the video. The video subtitles and their appearance
timestamps are aligned to locate the start and end
indices of the visual answer. Unimodal semantic
relatedness between the question and video subti-
tles was computed with the pre-trained language
models and proved to be more effective than the
multimodal semantic relatedness as in VSL-BASE

and VSL-QGH baselines. The top-3 participating
systems built their approaches, similar to the text-
based machine reading comprehension, by only
utilizing the video subtitles features to locate the
visual answer. However, team LINGJING proposed
the multimodal approach for the MVAL task and
achieved 62.75 IoU=0.7 that placed them in the 4th
rank in the leaderboard.

It is observed that video subtitle features have
proven to be effective compared to video features.
The video subtitles are derived from commentary
in videos. When a speaker in the video starts dis-
cussing a specific topic, they introduce the topic at
the start of their commentary and make concluding
remarks at the end of the commentary on the par-
ticular topic. The health-related questions in the
MVAL task are formulated by watching the videos
and identifying the span in the video, which could
serve as the visual answer to the health-related
questions. The video subtitle feature-based ap-
proaches exploit this structure and consider training
the model to localize the span in the video subtitle
sequence, which is semantically associated with the
given question. This act of localizing the span from
video subtitles is closely related to the machine
reading comprehension (MRC) task; therefore, the
participants use video subtitle features and treat the
MVAL task similar to the approaches which have
been used in the literature for the MRC task.

6 Conclusion

This paper describes the overview of MedVidQA
2022 shared task organized as part of the BioNLP
2022 workshop. We discussed the tasks, datasets,
evaluation metrics, and baseline systems. We also
provided a summary of the participating systems
for both tasks. For the MVC task, the approach uti-
lizing the attention-based fusion of the pre-trained
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language model features and video features outper-
formed all the competitive methods. Overall, the
MVC task with the coarse-grained category was
relatively easy compared to the classical video clas-
sification task, where the model has to detect and
learn the specific action to classify the video into
the fine-grained category. We observe that video
subtitles are key information to localize the visual
answer in the video for the medical instructional
question. We are optimistic that introducing these
tasks and datasets will foster research toward de-
signing systems that can understand medical videos
and effectively provide visual answers to natural
language questions.
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Abstract

It is commonly claimed that inter-annotator
agreement (IAA) is the ceiling of machine
learning (ML) performance, i.e., that the agree-
ment between an ML system’s predictions and
an annotator can not be higher than the agree-
ment between two annotators. Although Bo-
guslav and Cohen (2017) showed that this claim
is falsified by many real-world ML systems, the
claim has persisted. As a complement to this
real-world evidence, we conducted a compre-
hensive set of simulations, and show that an ML
model can outperform IAA even if (and espe-
cially if) annotators are noisy and differ in their
underlying classification functions, as long as
the ML model is reasonably well-specified. Al-
though the latter condition has long been elu-
sive, leading ML models to underperform IAA,
we anticipate that this condition will be increas-
ingly met in the era of big data and deep learn-
ing. Our work has implications for (1) maxi-
mizing the value of machine learning, (2) adher-
ence to ethical standards in computing, and (3)
economical use of annotated resources, which
is paramount in settings where annotation is
especially expensive, like biomedical natural
language processing.

1 Introduction

It is standard when conducting machine learning
(ML) and natural language processing (NLP) work
to calculate inter-annotator agreement (IAA) met-
rics like Cohen’s Kappa (Cohen, 1960). This is
done not just for annotation quality control, but
also as a comparison for machine learning mod-
els’ performance. In particular, it has commonly
been claimed – by some of the most prominent
researchers in ML and NLP (Boguslav and Cohen,
2017) – that IAA places an upper bound or ceil-
ing on the performance of machine learning mod-
els. When researchers claim this and their model
reaches IAA, they are implicitly suggesting (or
at least it follows) that the model has performed

as well as possible or has solved the task for that
dataset, and/or that the dataset cannot be used to
drive further development of ML models. Despite
the prominence of this claim, however, Boguslav
and Cohen (2017) reported that neither they nor
a professional literature search service could find
evidence in support of it. This is concerning for at
least two reasons.

First, as Boguslav and Cohen (2017) say, “if the
assumption [that IAA bounds ML] turns out not
to be supported. . . we may be mis-estimating the
actual performance of our [ML] systems. In par-
ticular, we may be over-estimating the quality of
their performance by under-estimating how good
[performance] could potentially be” (pg 298). This
underestimation of the maximum possible perfor-
mance may lead to the development of poorer mod-
els under the belief that they have achieved max-
imum capacity. Moreover, as noted by Boguslav
and Cohen (2017), such misestimation may violate
ethical standards concerning accurate characteriza-
tion of the limitations of computer systems (e.g.,
ACM Code of Ethics and Professional Conduct 2.7
Anderson, 1992; see also Petersen et al., 2021 on
recommendations for safe, effective use of clinical
decision support systems).

Second, and relatedly, if a modeler stops us-
ing an annotated dataset to drive ML develop-
ment once ML performance on that dataset reaches
IAA, they may be underutilizing those annota-
tions. This could be an enormous waste of money,
since annotation is often one of the most expen-
sive components of an ML/NLP project, especially
in biomedical NLP where the time of annotators
(often biomedical experts) is especially expensive.
For example, Hill et al. (2015) noted that then state-
of-the-art word embeddings had reached IAA on
existing word relatedness benchmark datasets (e.g.,
WordSim-353, Finkelstein et al., 2001). Believing
that IAA was the upper bound of ML, they there-
fore believed that such datasets could no longer be

275



used to drive development of different word em-
bedding models. This led them to collect new anno-
tations of word similarity, yielding the benchmark
SimLex-999. Their abstract lays out this logic:

“Further, unlike existing gold stan-
dard evaluations, for which automatic
approaches have reached. . . the inter-
annotator agreement ceiling, state-of-the-
art models perform well below this ceil-
ing on SimLex-999. There is there-
fore plenty of scope for SimLex-999
to quantify future improvements to dis-
tributional semantic models, guiding
the development of the next generation
of representation-learning architectures.”
(pg. 1)

If IAA does not in fact bound ML, then the older
word relatedness benchmarks could have actually
been used to “guide. . . the development of the next
generation of representation-learning architec-
tures”, and there would have been less need to
spend time and money annotating SimLex-999.
Given that Hill et al. (2015) has been cited over
1000 times according to Google Scholar, other
researchers may have absorbed and replicated their
logic, which would be concerning if the claim is not
really true. Indeed, a Stack Exchange post (tomas ,
https://stats.stackexchange.com/users/84364/tomas)
roughly contemporaneous with Hill et al. (2015)
suggests that this logic may be widespread.

Despite the popularity and stakes of the claim
that IAA bounds ML, Boguslav and Cohen (2017)
found, across 6 papers, 20 ML systems that out-
perform IAA, on tasks ranging from entity recog-
nition in clinical notes (Roberts et al., 2008), to
deception detection (Pérez-Rosas et al., 2015) (and
see Wilbur, 1998 for earlier evidence that ML can
outperform IAA in information retrieval1). How-
ever, claims that IAA bounds ML performance
have persisted. This is seen in both biomedical and
broader ML/NLP, in (1) papers that are often cited
much more than Boguslav and Cohen (2017) and
published in high impact outlets including JAMA
Network, AMIA, Nature Human Behavior, and
ACL (e.g., Grčar et al., 2017; Pilehvar et al., 2018;
Amidei et al., 2018; Sarker et al., 2019; Pustu-Iren
et al., 2019; Ribeiro et al., 2019; Richie et al., 2019;
O’Connor et al., 2020; Hebart et al., 2020; May-
field and Black, 2020; Basile, 2020; Bevilacqua

1We thank an anonymous reviewer for this suggestion.

et al., 2021; Li et al., 2021; Higashinaka et al.,
2021; Goldberg et al., 2021), (2) machine learn-
ing lectures at well-known universities including
University of Pittsburgh (Han, 2017), University
of Edinburgh (Cohen, 2020), and City University
of New York (CUNY, Gorman, 2020) and in slides
by noted NLP textbook authors Jurafsky and Mar-
tin (Jurafsky and Martin, 2022), and (3) online
posts and social media discussions by prominent
machine learning users (e.g., Ruder, 2021).

It is not entirely clear why the claim that IAA
bounds ML survived Boguslav and Cohen’s coun-
terexamples, but we suspect at least two factors
are at play. First, Boguslav and Cohen (2017) was
published in a fairly specialized journal (Studies in
Health Technology and Informatics), and therefore
may not have reached as many ML/NLP practi-
tioners as it could or should have. Consistent with
this, as of March 29, 2022, Boguslav and Cohen
(2017) has been cited only 7 times, according to
Google Scholar. Second, we suspect that the issue
deserves a broad proof of concept based on simula-
tions, in addition to the empirical examples raised
by Boguslav and Cohen. Simulations would be
complementary to the real-world evidence brought
by Boguslav and Cohen, in at least two ways. First,
simulations allow us to simplify the problem to its
essence, which may be clarifying in ways that real-
world studies, with all their potentially distracting
idiosyncrasies, are not. Second, simulations allow
us to precisely control and test different potentially
relevant annotation and modeling factors, and there-
fore better understand when/how/why a model can
or can’t beat IAA. Therefore, the aim of this study
is to use a comprehensive set of computational sim-
ulations to bolster the evidence that IAA is not the
upper bound on ML performance.

The rest of this paper is organized as follows. We
start with simplified simulations that capture the ba-
sic elements of an ML pipeline with two annotators
and train a supervised model with these annotations
(Experiment 1). We then relax various assumptions
of this setup to simulate potentially more realistic
settings, and to better understand the conditions
under which an ML model can outperform IAA
(Experiment 2). In both experiments, the general
approach is to (a) simulate two annotators’ anno-
tations on a test set (where both annotators label
all samples of this set); (b) simulate their annota-
tions on disjoint halves of a training set; (c) train
an ML model on the training set annotations; and

276



(d) compare the agreement between the ML model
and each annotator to the annotators’ IAA on the
test set. We conclude with a general discussion
interpreting our work and its implications.

2 Experiment 1

2.1 Simulations
We consider a binary classification task conducted
by two annotators, A1 and A2 who probabilisti-
cally classify the i-th sample, xi (composed of a sin-
gle variable), into one of two classes, yi ∈ {0, 1},
according to a logistic function of xi, as in:

p(yi = 1) =
1

1 + e−xi
(1)

In a simulation, we first sample the independent
variable x from a standard normal distribution
(zero mean, unit standard deviation), producing an
Xtrain and an Xtest with some number of samples
each. Through Eq 1, A1 and A2 independently an-
notate every sample in Xtest, which yields ytest,A1

and ytest,A2. Then A1 annotates the first half of
Xtrain, and A2 annotates the second half of Xtrain,
and we concatenate their annotations into a sin-
gle ytrain. We then train a logistic regression on
(Xtrain, ytrain), and generate this model’s predic-
tions on Xtest, i.e., we generate ŷtest.

We can then calculate the inter-annotator
agreement f(ytest,A1, ytest,A2), and the model’s
average performance using both A1’s and
A2’s annotations as ground truth, as in
average(f(ŷtest, ytest,A1), f(ŷtest, ytest,A2)),
where f is either F1-score or Cohen’s Kappa.
F1-score is defined as:

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(2)

where Precision is TP
TP+FP and Recall is

TP
TP+FN . Cohen’s Kappa is defined as:

κ ≡ po − pe
1− pe

(3)

where po is the observed agreement among annota-
tors, and pe is the probability of chance agreement,
which is often calculated using the base rates of
each label in observed annotations.

Conventionally, Cohen’s Kappa is used to mea-
sure IAA because it controls for chance annotator
agreement, and F1 is used to measure model per-
formance because it balances precision and recall
and punishes (inappropriately) ‘extreme’ models (a

setting with 1 positive sample and infinite negative
samples, and a model that always assigns the posi-
tive class, will have Recall = 1, Precision = 0,
and F1 = 0). However, Boguslav and Cohen
(2017) suggest that in many linguistic annotation
tasks, especially named entity recognition or others
involving phrase extraction, where there are a very
large number of potential spans that no annotator
ever extracts, it is often the case that pe = 0 in
Equation 3. In this case, Kappa is equivalent to F1
(Hripcsak and Rothschild, 2005), which arguably
justifies the commonly conducted direct compar-
ison between (1) IAA measured with Kappa and
(2) model performance measured with F1. In our
simulations, however, it is more straightforward to
simply calculate and compare IAA and ML perfor-
mance in the same metric(s), and we opt for this
here.

Finally, we note here that our goal is not
to critique these particular measures, their us-
age, or the paradigm of inter-annotator agreement
more generally (for such critique, see for exam-
ple Amidei et al., 2018). Rather, our focus is
merely to demonstrate the falsity of the claim that
IAA bounds ML, i.e., that f(ytest,A1, ytest,A2) >=
average(f(ŷtest, ytest,A1), f(ŷtest, ytest,A2)). Al-
though we chose Kappa and F1-score here because
of their common usage in ML and NLP, we expect
our results to generalize to other measures (e.g.,
Matthews Correlation Coefficient).

2.2 Results

In our simulations, Xtest contains 100 samples and
Xtrain contains 1000 samples, and the simulations
were repeated 100 times. Figure 1a shows the
results. As can be seen, on average, the model
achieves F1=0.67 when comparing to the annota-
tors on the test set, while the annotators score only
F1=0.58 when comparing to each other (t=12.44,
p < 10-25). Likewise, the model ‘agrees’ with
the annotators at a Cohen’s Kappa of about 0.35,
while the annotators agree with each other at only
0.16 (t=13.60, p < 10-29). Clearly, inter-annotator
agreement does not provide an upper bound on ML
performance in this simple setting.

While IAA clearly doesn’t provide an upper
bound on model performance, it is also clear (see
Figure 1b) that the two are positively correlated (r
= 0.48, p < 10-6). The correlation arises because
when an annotator happens to assign a positive
class to samples whose p(yi = 1) > 0.5, the an-
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notator’s predictions will be closer to both (a) the
model’s predictions (which always assigns the pos-
itive class to samples when p(yi = 1) > 0.5, and
(b) the other annotator’s predictions, because the
latter annotator will also usually assign the positive
class when p(yi = 1) > 0.5. Thus, one might
fairly say that although IAA doesn’t bound ML
performance, IAA predicts ML performance. This
relationship may be partly what underlies the ap-
peal or intuitiveness of the notion that IAA bounds
ML performance, an issue we return to in the gen-
eral discussion. At the same time, Figure 1b also
makes clear that, at the level of individual simu-
lations, the ML model tends to outperform IAA,
since most points are above the line y = x.

2.3 Discussion

The simulations above show that, contrary to many
claims in the ML and NLP communities, IAA does
not bound ML performance, at least in this sim-
ple case. At the same time, because IAA and ML
performance are positively correlated, IAA does
give some indication of the level of ML perfor-
mance that can be expected, which could explain
why many people believe that IAA bounds ML per-
formance. It may even be that when two authors
use the same term (‘bound’, ‘ceiling’, or ‘limit’,
the keywords we used to find claims about the rela-
tionship between IAA and ML performance), one
author may intend that IAA is a strict ceiling on ML
performance, and another may intend that low IAA
merely predicts low ML performance (although
based on our reading of the literature, we tend to
think most writers intend the first meaning). Fail-
ure to carefully distinguish these meanings may be
contributing to confusion in the field, and we hope
these results clarify the distinction.

Also note that in this simulation, the annotators
A1 and A2 have identical classification functions,
so this simulation can be equivalently viewed as
having a single annotator classify all of the train-
ing samples once, and all of the test samples twice.
Having a single annotator classify the test sam-
ples twice allows us to calculate not inter-annotator
agreement, but intra-annotator agreement (also
known as test-retest reliability in the psychometrics
literature, Guttman, 1945). Therefore, concluding
that IAA does not bound ML performance is also
applicable to intra-annotator agreement.

3 Experiment 2

The conditions of Experiment 1 are intentionally
oversimplified from real-world conditions. To bet-
ter understand the range of conditions under which
ML can or cannot outperform IAA, we next in-
troduce some additional complexity in the simula-
tions.

3.1 Simulations

First, it seems unrealistic that two different anno-
tators, with different experiences and perceptual
and cognitive systems, will ever understand and
perform an annotation task in exactly the same way.
In a sentiment analysis task, for example, annota-
tors may have different thresholds for what is con-
sidered a ‘positive’ text. In other words, it seems
unrealistic that two annotators will have the exact
same classification function. One straightforward
way to relax this assumption is to allow different
annotators to have different intercepts in the linear
component of the logistic function, as in:

p(yi = 1) =
1

1 + e−(xi+bj)
(4)

where bj is the intercept for annotator j ∈ {1, 2}.
If, for example, b2 > b1, Annotator 2 will generally
be more likely than Annotator 1 to assign a sam-
ple to the positive class. In our experiments, we
will simply assume b2 ≥ 0 and b1 = −b2 (other
combinations of intercepts, like setting b1 = 0 and
varying b2, were also tested and the general pattern
of results did not change). This will of course de-
crease IAA. It may also seem intuitive that, when
annotators systematically disagree about how to ap-
proach the task, it will be more difficult for a model
to learn anything coherent, decreasing model per-
formance, possibly to a performance worse than
IAA.

Second, it also seems possible, in practice, that
annotators’ judgments are more deterministic (less
noisy) than implied in Experiment 1, where the
IAA Cohen’s Kappa averaged only 0.18. This
likely strikes most ML practitioners as much lower
than what is seen and accepted in empirical ML
applications. It therefore seems reasonable that
a given annotator, facing a sample twice, would
generally classify it the same way each time (i.e.,
that intra-annotator agreement is high). There are
various ways to parameterize determinism in an-
notation, but we opt to simply exponentiate the
outputs of the logistic function by a parameter, γ,
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(a) Bars show means across simulations, and error bars display
95% confidence intervals.

(b) Scatterplot of inter-annotator F1 (x-axis) against Average
Model-Annotator F1 (y-axis), across simulations. Each dot
represents a single simulation

Figure 1: Experiment 1 results

and then divide these values by their sum so they
add to 1, as proper probabilities, as in:

a1,i =
1

1 + e−(xi+bj)
(5)

p(yi = 1) =
aγ1,i

aγ1,i + (1− a1,i)γ
(6)

Thus, instead of viewing the logistic function as
producing probabilities, we can view it (Equation
5) as producing ‘activations’ of the possible anno-
tations in the annotator’s mind, i.e., a1,i and a0,i
refer to the activations of labels 1 and 0, respec-
tively, for the i-th sample. These activations are
then converted into probabilities by Equation 6.
When γ = 0, the choice is completely random (i.e.,
p(yi = 1) = 0.5) and does not depend on xi and
bj . When γ = 1, then annotation probabilities of
Equation 6 are identical to the activations produced
by Equation 4. When γ > 1 and approaches pos-
itive infinity, choice becomes more deterministic,
such that with an extremely high γ, an annotator
will almost always classify a sample xi as positive
if a1,i > 0.5. One might argue that, to more accu-
rately model commonly seen levels of IAA metrics,
we need to test γ > 1, which ought to boost IAA
and perhaps therefore make it harder for ML to
outperform IAA.

Third, and perhaps most importantly and obvi-
ously, a machine learning model will always be
misspecified in some way (Box, 1976). That is,
the ML model will almost always lack some of the
variables that influence an annotator’s judgment, or
the ML model may be purely linear while annota-
tors are actually using some nonlinear combination

of variables. Although it may seem obvious that,
if the model is misspecified enough, ML perfor-
mance will fall short of IAA, we also simulate this
condition to show that the model does not need
to be perfectly specified to beat IAA. To simulate
misspecification, we simply augment Equation 5
with a second independent variable, x2, as in:

a1,i =
1

1 + e−(x1,i+m∗x2,i+bj)
(7)

We assume that, like x1, x2 is sampled (inde-
pendently) from the standard normal distribution
(i.e., x1 and x2 together constitute a standard
multivariate normal distribution). We also assume
that there is a coefficient m on x2 controlling the
relative importance of x2 to annotator decisions.
We then assume that annotators’ judgments follow
from Equations 7 and 6. To misspecify an ML
model, we simply withhold x2 from Xtrain and
Xtest when fitting the model and generating ŷtest,
respectively. That is, annotators make decisions
with both x1 and x2, but the model only has
access to x1. When m is large, reflecting great
importance of x2 to annotator decisions, then
the ML model is greatly misspecified and this
misspecification will have large negative impacts
on average(f(ŷtest, ytest,A1), f(ŷtest, ytest,A2)).
When m = 0, of course, x2 is ignored in
annotators’ decisions and the ML model is not
misspecified at all – the omission of x2 from the
ML model has no effect on its performance.2

2We note that increasing m can also increase IAA because
it will push the output of Equation 7 toward 0 or 1, which
in turn makes annotators’ labels less noisy. Although it may
be undesirable for m to influence both misspecification and
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We emphasize that m is just one simple way to
introduce misspecification in the simulations. In
more complex real world tasks with more complex
models (such as deep learning), misspecification
can take many different forms. Exploring this
further may be a useful avenue in future work.

Finally, although it is generally intentional and
desirable that ML models classify samples deter-
ministically (i.e., ŷi = 1 if and only if p(yi = 1) ≥
0.5), we can simulate a noisy ML model to better
understand the conditions under which ML can or
cannot beat IAA. That is, it seems intuitive that
one advantage an ML model has over human an-
notators, is that an ML model can make decisions
with perfect consistency. To simulate a noisy ML
model, we simply pass a trained ML model’s pre-
dicted probabilities through Equation 6 and sample
its predictions accordingly.

3.2 Results

We sample b2 from {0, 0.25, 0.5}, γ from {1, 3, 6},
and m from {0, 0.25, 0.5}. The ranges of b2 and
γ were chosen so that reasonably high IAA could
be achieved despite individual differences, while
the range of m was chosen so that we had values
of m that lead to ML > IAA, and values of m such
that ML < IAA. We also simulate both fully deter-
ministic and noisy model predictions. In the latter
case, the ML model uses the same value of γ that
simulated annotators use. We simulate all possible
combinations of parameters and conditions. As in
Experiment 1, our simulations involve Xtest of 100
samples and Xtrain of 1000 samples, but now we
run 400 simulations per combination of parameters.
Because F1 and Cohen’s Kappa show the same gen-
eral pattern of results, we only use F1 to compare
IAA and model performance in Experiment 2.

Figure 2 shows, for each combination of param-
eter values, the difference between average model
F1 and annotator F1, such that bars above y = 0
indicate that the model outperforms IAA. Table 1
shows the same results as Figure 2, but transposes
Figure 2’s arrangement of parameter combinations,
and just shows whether ML outperforms IAA or
vice versa. As can be seen in both Figure 2 and
Table 1, ML outperforms IAA across a broad range
of conditions.

First, perhaps contrary to intuition, ML can out-
perform IAA when annotator classification func-

IAA, it is not immediately obvious how to better parameterize
misspecification, and in any case, we don’t think this property
affects our conclusions.

tions differ, i.e., when b2 ̸= b1. In fact, the larger
the difference b2 − b1, the larger the margin by
which the model beats IAA (e.g., compare the 1st,
2nd and 3rd blue or orange bars in any subplot of
Figure 2). Rather than causing the model to learn
something incoherent, b2 ̸= b1 causes the model
to learn a b̂ that compromises between b2 and b1.
For example, in the simple case b1 = −0.5 and
b2 = 0.5 (and γ = 1), the model will tend to learn
b̂ = 0. This causes the model’s predictions to be,
on average, closer to either annotator’s predictions
than the annotators’ predictions are to each other.

Second, even if we increase determinism in an-
notator judgments (via γ in Equation 6) such that
IAA reaches levels typically seen in empirical ap-
plications (e.g., Kappa = 0.6 or 0.7, see bottom row
of Figure 2 subplots), ML can still beat IAA.

Third, ML can outperform IAA even under some
model misspecification (m = 0.25 or m = 0.5),
although misspecification reduces the margin by
which ML outperforms IAA (e.g., compare top row
subplots of Figure 2, or more strikingly, middle or
bottom row subplots).

Fourth, although determinism in model predic-
tions is clearly an advantage ML has over noisy
human annotators (blue bars are generally higher
than orange bars in Figure Figure 2), it is not neces-
sary for ML to beat IAA. Systematic differences in
annotator behavior are sufficient, as can be seen in
the right most bars of the first and second subplots
in the top row of Figure 2. Although these differ-
ences between ML and IAA are quite small, they
are statistically significant, as indicated by the 95%
confidence intervals excluding 0.

Most importantly, we note that ML beats IAA
in a realistic combination of conditions, i.e., when
annotators have good IAA (γ = 6, Kappa=0.61)
despite (small) systematic differences in behavior
(−b1 = b2 = 0.25), and the ML model is mildly
misspecified (m = 0.25). In Figure 2, this situa-
tion is represented in the middle bars of the subplot
of the third row and second column, which is sur-
rounded by a black box.

4 General Discussion

In a comprehensive range of simulations, we
showed that, contrary to popular belief (Boguslav
and Cohen, 2017), inter-annotator agreement is not
the upper bound on machine learning performance.
We showed this is the case even if (and especially
if) annotators are noisy and differ in their under-
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Figure 2: Experiments 2 results. Bars show mean differences between average Model F1 scores and IAA F1 score,
i.e., bars above y = 0 indicate ML outperforming IAA. Error bars represent 95% confidence intervals. Below the
bars are inter-annotator Cohen’s Kappa’s at each level of γ, m, and b2. The black box in the middle column and
bottom row represents a realistic condition, where ML still beats IAA.

lying classification functions, as long as the ML
model is reasonably well-specified. While we think
noisy annotators with (possibly small) systematic
individual differences are the norm rather than the
exception, well-specified models have been elusive
for a long time in domains with unstructured data
like (biomedical) NLP or machine learning. This
was especially true in decades past, when the be-
lief that IAA bounded ML proliferated, and this ill-
specification likely led ML models to underperform
IAA. However, reasonably well-specified models
are likely to be increasingly attainable in today’s
era of big data, increased computing power, and
correspondingly complex nonlinear models like
deep neural networks. Although these real-world
cases involve much more complex data and models
than we simulated here, we believe our conclusions
still apply, and we therefore expect to see more em-
pirical cases of ML outperforming IAA (like those

in Boguslav and Cohen, 2017). Likewise, although
we focused on binary classification here, we expect
our results to generalize straightforwardly to other
settings, like multiclass classification or regression.

On the other hand, whether and how much a
model will beat IAA depends, as we have shown,
on the degree of model misspecification, the degree
of noise in annotators’ judgments, the degree of in-
dividual differences in the annotators, and possibly
other factors. An ML practitioner might therefore
wish to determine, given a particular annotated
dataset, how well-specified the model must be in
order to beat IAA by a given margin. Modeling
one’s annotators (e.g., Passonneau and Carpenter,
2014), and their noise levels and individual differ-
ences, may be useful here. Beyond this, it is unclear
how best to perform such an analysis, and thus we
leave this to future work. For the time being, then,
we simply recommend that researchers not claim
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γ

m b2 Model Noise 1 3 6

0

0
False ML >IAA ML >IAA ML >IAA
True ML >IAA ML >IAA ML >IAA

0.25
False ML >IAA ML >IAA ML >IAA
True ML >IAA ML >IAA ML >IAA

0.5
False ML >IAA ML >IAA ML >IAA
True ML >IAA ML >IAA ML >IAA

0.25

0
False ML >IAA ML >IAA ML >IAA
True IAA >ML ML >IAA ML >IAA

0.25
False ML >IAA ML >IAA ML >IAA
True IAA >ML ML >IAA ML >IAA

0.5
False ML >IAA ML >IAA ML >IAA
True ML >IAA ML >IAA ML >IAA

0.5

0
False ML >IAA ML >IAA IAA >ML
True IAA >ML IAA >ML IAA >ML

0.25
False ML >IAA ML >IAA ML >IAA
True IAA >ML ML >IAA ML >IAA

0.5
False ML >IAA ML >IAA ML >IAA
True IAA >ML ML >IAA ML >IAA

Table 1: Experiment 2 results. Cells indicate whether the mean ML model F1 outperforms IAA F1, or vice versa.
Bolded are the few settings in which ML does not outperform IAA.

that IAA is the ceiling of ML performance on their
dataset. (Relatedly, for consideration of what, if
not IAA, constitutes the upper bound on ML perfor-
mance, we refer the reader to the discussion section
of Boguslav and Cohen, 2017).

We realize that the simulations are so simple that
our results and their implications may seem obvi-
ous. To an extent, we share this impression. At the
same time, the persistence of the belief that IAA
bounds ML performance, despite any evidence or
argument in support of this claim, and despite em-
pirical evidence contrary to the claim (Boguslav
and Cohen, 2017), suggests that the results are not
intuitive, at least for a large number of practicing
ML users (the smaller number of theoretical statis-
tics and machine learning researchers may not be
surprised by the present results). We are not en-
tirely certain why the belief that IAA bounds ML
has persisted – and, to some extent, this is a psy-
chological and sociological question outside the
scope of our work – but we suspect there are at
least a few culprits. First, as Boguslav and Cohen
(2017) pointed out, this belief makes our models
appear better than they are, and it may be the case
that ML users were therefore eager to believe that
IAA bounded ML. Second, as noted above, most
models to-date have been (enormously) misspeci-

fied, so most models will tend to fall short of IAA.
Third, as we showed in Experiment 1, IAA pos-
itively correlates with ML performance. These
latter two facts combined may give the appearance
of IAA “pushing down on” ML performance (see
especially Mozetič et al., 2016 and their Figure 1 or
Richie et al., 2019 and their Figure 3 for possible
cases of this reasoning).

Regardless of the reasons that the belief IAA
bounds ML persisted in the past, our results ought
to help dispel this belief in the future, and thereby
help researchers realize the full potential of ma-
chine learning models, adhere to ethical standards
in reporting the performance of computational sys-
tems, and use expensive annotated resources more
efficiently.
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Abstract

Conversational bots have become non-
traditional methods for therapy among
individuals suffering from psychological
illnesses. Leveraging deep neural generative
language models, we propose a deep trainable
neural conversational model for therapy-
oriented response generation. We leverage
transfer learning methods during training
on therapy and counseling based data from
Reddit and AlexanderStreet. This was done to
adapt existing generative models – GPT2 and
DIALOGPT – to the task of automated dialog
generation. Through quantitative evaluation
of the linguistic quality, we observe that the
dialog generation model - DIALOGPT (345M)
with transfer learning on video data attains
scores similar to a human response baseline.
However, human evaluation of responses by
conversational bots show mostly signs of
generic advice or information sharing instead
of therapeutic interaction.

1 Introduction

Psychological and mental disorders, such as de-
pression and anxiety, are a growing concern world-
wide. About an estimated 5% of the global adult
population suffer from depression.1 The National
Alliance on Mental Illness (NAMI) reports 1 in
5 adults in the U.S. were diagnosed with mental
health issues.2

Psychological ailments are complicated and chal-
lenging to diagnose and can manifest in an indi-
vidual, in any form, regardless of their age, race,
and gender. In extreme situations, lack of diagno-
sis and proper treatment can also be fatal.2 How-
ever, only a fraction of the suffering individuals
seek proper treatment from a mental health profes-

1Institute of Health Metrics and Evalua-
tion - Global Health Data Exchange (GHDx),
http://ghdx.healthdata.org/gbd-results-tool?params=gbd-api-
2019-permalink/d780dffbe8a381b25e1416884959e88b

2https://www.nami.org/mhstats

sional due to the existing stigma surrounding men-
tal health. Additionally, the growing dearth in the
current clinical workforce also adds to the problem.
This impending crisis has led to a growing interest
in automated conversational bots as non-traditional
methods of receiving treatment for mental health
(Ali et al., 2020; Vaidyam et al., 2019). A major-
ity of the available conversational agents generate
responses based on predefined rules or tree-based
dialog flows, and may not be useful for therapeutic
counseling (Mousavi et al., 2021) due to shallow
and ineffective conversations (Abd-Alrazaq et al.,
2021). Recent developments in massive language
modeling through deep learning has resulted in suc-
cessful outcomes in natural language understand-
ing and generation tasks. Transformer architectures
like OpenAI’s GPT-2 (Radford et al., 2019) have
been used in conversational modeling and dialog
generation with great empirical success (Zhang
et al., 2020; Wolf et al., 2019).

While deep neural learning has helped improve
the cognitive capability of these conversational
agents, training such chatbots for a particular task
require massive amounts of in-domain conversa-
tional data. Currently available massive pre-trained
models have been trained on a motley of web-
scraped articles and conversations on social me-
dia platforms (Devlin et al., 2018; Radford et al.,
2019) that may contain toxic and aggressive con-
tent (Anderson, 2015). Therefore, dialog mod-
els pre-trained on such text can often generate re-
sponses that are harmful and callous, making them
unsuitable for conversational psychotherapy (Pérez-
Rosas et al., 2018; Harrigian et al., 2021).

Existing research on neural response generation
has generated multiple data sets for evaluating di-
alog responses, however data related to mental
health counseling is very limited (Harrigian et al.,
2021; Pérez-Rosas et al., 2018). Additionally, a
majority of these data sets have been collected
through crowd-sourced human-human conversa-

285



tions (Rashkin et al., 2019), video transcripts of mo-
tivational interviewing (Pérez-Rosas et al., 2018),
through text messaging (Gupta et al., 2020), etc.
Mental health and psychological counseling data
is sensitive with limited access and availability –
restricting the improvement of dialog agents in the
domain of psychotherapy counseling.

This study leverages existing generative archi-
tectures like the DialoGPT (Zhang et al., 2020),
an open-domain dialog model based on OpenAI’s
GPT-2 (Radford et al., 2019), for therapeutic con-
versational modeling for mental and emotional sup-
port. We additionally explore model fine-tuning
through transfer learning on therapy counseling
videos for therapy-based response generation (Wolf
et al., 2019). For pre-training and fine-tuning, we
use Subreddit threads that contain submissions on
therapy and counseling, mental disorders and ail-
ments (De Choudhury and De, 2014; Sharma et al.,
2020), and transcripts of English therapy and coun-
seling videos from AlexanderStreet website. Se-
lecting the top models through a metric-based quan-
titative evaluation (Sedoc et al., 2019), we perform
a task-based effectiveness study through human
evaluation setup.

2 Related Work

While conversational agents have been used for
multiple reasons, one major area of application is
the diagnosis and treatment of psychological ill-
nesses. From the first simple conversational agent
ELIZA developed in 1966 by Joseph Weizenbaum
to act as a Rogerian psychotherapist, current chat-
bots have undergone major improvements with the
advancements in the field of artificial intelligence
(AI) like natural language processing (NLP) and
machine learning (ML) (Sharma et al., 2017).

2.1 Therapy-based Conversational Systems

Chatbots can generate human-like social and emo-
tional responses, however the effectiveness of such
automated agents have not been thoroughly inves-
tigated. Previous researchers have examined the
key considerations and usefulness for incorporat-
ing conversation AI in psychotherapy (Miner et al.,
2019; De Gennaro et al., 2020; Pham et al., 2022).
Pacheco-Lorenzo et al. (2021) study review how
smart conversational agents have been used to de-
tect neuropsychiatric disorders by researchers – of
which, (Mallol-Ragolta et al., 2019; Tsai and Lin,
2018) applied deep neural learning models for psy-

chiatric oriented response generation. Vaidyam
et al. (2019) also report studies showing the poten-
tial of conversational agents in psycho-education
and self-adherence. Most of the systems like (Bick-
more et al., 2010b,a; Tielman et al., 2017a,b) used
three-dimensional setups or interfaces to interact
with the users.

Zhang et al. (2020) proposes DIALOGPT, a
large-scale, tunable conversational model trained
and fine-tuned on Reddit conversational threads.
The model was built using OpenAI’s GPT-2 archi-
tecture as the base model (Radford et al., 2018,
2019). To better tune a massive generative model
for task-specific performance, (Wolf et al., 2019)
used an architecture called TransferTransfo to fine-
tune the transformer-based BERT model on conver-
sational data for the ConvAI2 challenge. (Huang
et al., 2020) present a graph-based automated co-
herence metric for evaluating open-domain didactic
conversations. Sedoc et al. (2019) combines mul-
tiple popular metrics like lexical diversity, BLEU
scores, mean cosine similarity between generated
and ground-truth responses, system perplexity, etc.
into an evaluation tool called ChatEval.

2.2 Psychotherapy Dialog Datasets

Pérez-Rosas et al. (2018) proposes a novel dataset
that consists of high and low quality counseling
conversations collected from publicly available
sources. Along with collection procedure the au-
thors also describe the annotation procedure in-
volving counseling skills like reflective listening
and questioning. Harrigian et al. (2021) analyze
the state and impact of social media resources as
data for mental health research. Such sources like
Reddits have been used in systems proposed by
(Sharma and De Choudhury, 2018) and (Sharma
et al., 2020) for studying empathy in human-human
conversation threads. Researchers in (Rashkin
et al., 2019) and (Mousavi et al., 2021) have pro-
posed corpora on empathetic and therapeutic di-
alogs collected through real-life human-human con-
versations. Rashkin et al. (2019) uses crowdsourc-
ing for building the corpora, while conversations
between therapists and human participants are used
by Mousavi et al. (2021) in their study. The au-
thors in (Campillos-Llanos et al., 2020) address
the task of varied terminologies and ontologies in
medical domain by designing a knowledge-based
patient record model using frame- and rule-based
approach and terminology-rich resources like struc-
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tured thesauri with linguistic, terminological and
ontological knowledge. Similar task of term-based
adaptivity in the clinical domain was also studied
by Nirenburg et al. (2008), who used a multi-agent
network model as a solution.

3 Data Collection

To train and incorporate the attributes of therapy
in conversation - we collect the data by scraping
Subreddit threads on mental health and transcripts
of videos on psychotherapy and counseling. We
extract the conversations about mental health and
therapy from online sources and platforms such as
Reddit (Baumgartner et al., 2020) and Alexander
Street Press.3

3.1 Mental Health Subreddits

Reddit (www.reddit.com) is an online plat-
form that hosts multiple sub-communities or sub-
reddits where people share their comments and
views through posts and comments. Prior re-
search (Sharma et al., 2020; De Choudhury and De,
2014; Sharma and De Choudhury, 2018) has pro-
posed the use of Reddit to facilitate conversations
and support for mental health and wellness through
different subreddits like depression, anxiety, ther-
apy and counseling, etc. In this study, we collected
a total of 68,835 posts and 809,646 comments from
mental-health related subreddits. These publicly
available subreddit threads have been curated and
used in previous research for mental health and
empathetic textual modeling. We use the Pushshift
Reddit API to periodically scrape Reddit for the
data.4

We followed the pre-processing steps outlined
by Zhang et al. (2020) to prepare our scraped sub-
reddit submission data. These include removal of
submissions – (a) with a URL in source or target,
(b) not containing at least one of the most frequent
English words (like "the", "a", etc.), (c) empty or
upvoting comments, (d) with less than five words or
more than 200 words. To convert the thread-based
structure (posts and comments) to a conversational
dialog-like input, we model them as tree-structured
reply chains (Zhang et al., 2020). Table 1 shows
the statistics of the data collected. The subred-
dits scraped can be divided to the following broad
categories based on (Sharma and De Choudhury,
2018): (a) Coping and Therapy (C-Th): 7Cup-

3https://video.alexanderstreet.com/
4https://github.com/pushshift/api

sofTea, Existential_crisis, getting_over_it, Grief-
Support, helpmecope, hardshipmates, HereToHelp,
itgetsbetter, LostALovedOne, offmychest, MMFB,
Miscarriage, reasonstolive, SuicideBereavement,
therapy; (b) Mood Disorders (MD): depression, de-
pressed, lonely, mentalhealth; (c) Psychosis and
Anxiety (P-An): anxiety, BipolarReddit, socialanxi-
ety; and (d) Trauma and Abuse (Tr-A): abuse, sur-
vivors, Anger, emotionalabuse, PTSDcombat.
Training setup. We used the subreddit data to
fine-tune the GPT-2 (345M) model and it served as
a baseline. This was done because we compared
its performance with the DialoGPT model (Zhang
et al., 2020), which has already been trained on a
huge Reddit dump. We discuss the models in detail
in Section 4.

3.2 Psychotherapy Videos
Alexander Street Press5 is a website with a large
collection of video transcripts and video recordings
of therapy and counseling sessions on topics like
depression, abuse, trauma, mental disorders, etc.
The video transcript dataset was collected from the
Counseling and Therapy channel on the website.6

Of the 2,253 videos on the channel, we extracted
videos on counseling and therapy training sessions.
Collecting only sessions recorded in English rang-
ing from the years 1980 to 2018, the collected set
consists of 1,284 videos and transcripts. We re-
moved some short-length non-informative videos,
the final set has 1,130 video transcripts with a total
of 180,765 dialog turns. After cleaning the data to
remove unicode characters, pauses, etc., the data
consists in total 2,914,307 words with a vocabulary
size of 30,438.

Training setup. We divide the set of video tran-
scripts into different subsets, with 80% for training
(904 videos), 10% for development (112 videos)
and hyperparameter fine-tuning, and 10% for test-
ing (114 videos).

3.3 Independent Test Data
To further evaluate, the performance of the dialog
generation models, we built an independent con-
versational dataset by collecting responses from a
different source. This is an out-of-domain dataset
of synthetic human-human conversations. The Em-
pathic Conversation dataset was created by collect-
ing 25 conversations written by a group of research

5https://alexanderstreet.com/
6https://video.alexanderstreet.com/channel/counseling-

and-therapy-in-video
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Figure 1: The schematic of the model training and dialog response generation

Category Collected Posts Filtered Posts Comments Avg. CL Vocab Size
C-Th 49,426 38,750 625,149 16.13 102,458
MD 6,000 3,519 37,350 10.61 28,833
P-An 3,048 1,925 31,112 16.17 28,116
Tr-A 10,361 6,758 116,035 17.17 56,542

Table 1: Statistics for Scraped Subreddit Data. Avg. CL: Average Conversation Length or Number of Turns in
Conversation, Vocab Size: Vocabulary Size

scientists, post-doctoral scholars and doctoral stu-
dents for a given set of empathic prompts corre-
sponding to stress inducing situations like health,
work, trauma or abuse (Zhang et al., 2019; Du et al.,
2018). The group consisted of 5 participants, each
of whom wrote 5 conversations. Each conversa-
tion consisted of a total of 5 or more utterances.7

The average conversation length was 7.2 utterances
with each utterance has an average of 12.3 words.

4 Model

4.1 Model Architecture

We use the Generative Pretrained Transformer
(GPT-2) (Radford et al., 2019) architecture as our
baseline model. The massive pre-trained generative
language models like GPT-2 can generate realistic
looking text from a given prompt (Radford et al.,
2019) – but the text may be noisy or unrelated to the
nature of the task (Wolf et al., 2019). This becomes
more challenging in the case of automatic coherent
response generation during didactic conversations.
The other baseline, Zhang et al. (2020)’s DialoGPT
was trained (fine-tuning and training from scratch)

7An uninterrupted sequence of words spoken in a speech
is an utterance.

on subreddit threads to capture task-oriented dia-
logue generation.

Additionally, to adapt the model for specialized
textual content, like therapeutic counseling, we
need to build a generative system that is more goal-
oriented, topical and coherent. While fine-tuning
has been widely used for domain adaptation - the
technique may not be adequate for our task for two
main reasons – (a) the nature of the dataset we use
for training/fine-tuning our base models is different,
video transcripts vary in nature from community
posts like Reddit (DialoGPT) and general web text
pages (GPT-2), and (b) dialog response generation
tasks combines multiple linguistic aspects such as
co-reference resolution, common-sense knowledge,
and long-range dependency. Therefore, following
the technique proposed by (Wolf et al., 2019), we
add transfer learning during fine-tuning the pre-
trained baseline models for our dialog generation
task. The experimental setup and details are further
explained in the following sections.

4.1.1 GPT-2

OpenAI’s GPT-2 (Radford et al., 2019, 2018) is a
large transformer-based network trained on web-
scraped textual content (8 million pages of web-
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text). The generative pre-trained architecture is
based on transformer decoder-only blocks with at-
tention modeling (Vaswani et al., 2017) and has
outperformed previous state-of-the-art approaches
on natural language understanding based tasks. Of
the three model configurations, we use the GPT-2
medium (345M, 24, 1024, 64)8 The models use
byte-pair encoding (BPE) scheme (Sennrich et al.,
2015) to encode the input text allowing the architec-
ture to handle a wider range of vocabulary. Since
the GPT-2 model was trained on web text, we pre-
train a baseline model on the collected subreddit
data.

4.1.2 DialoGPT

Zhang et al. (2020) proposes the DialoGPT model
that adapts the GPT-2 (Radford et al., 2018) for
dialog generation. The implementation of the Di-
aloGPT architecture along with the pre-trained
models have been provided by (Zhang et al., 2020).
In our implementation, we use the DialoGPT model
based on a PyTorch adaptation made available by
the HuggingFace team.9 The model was trained on
147M multi-turn dialogue from Reddit discussion
thread, collected over a span of 2005 to 2017.

4.2 Model Fine-tuning

Retraining the pre-trained models is necessary to
condition the model for dialog generation – fine-
tuning the generative architecture produce stylisti-
cally and linguistically better content from a given
prompt (Das and Verma, 2020). We use the Python
implementation of the GPT-2 models made avail-
able by OpenAI.10

The traditional fine-tuning experiment on the
video transcripts and Reddit threads resulted in
two sets of models. We fine-tune the GPT2 model,
pre-trained on subreddit threads, on the psychother-
apy training videos. Since DialoGPT was already
trained on a huge dump of Reddit data, we only use
the video transcripts for fine-tuning it. Therefore,
we have two sets of models as a result of tradi-
tional fine-tuning. Here, the transformer model
size varies from small, medium, and large, here we
focus on the medium (345M) size of the generative
models. The set of fine-tuned models to evaluate:

8We report the model configurations in the following or-
der: Model-name (number of parameters, number of layers,
embedding dimension, batch size/GPU)

9https://huggingface.co/docs/transformers/model_doc
/dialogpt

10https://github.com/nshepperd/gpt-2

(a) GPT2 (345M)-FT-V, and (b) DialoGPT (345M)-
FT-V.11 The batch size and the learning rate were
chosen based on the computation capability of the
A100-SXM4 GPUs used to fine-tune the models.

4.3 Fine-tuning with Transfer Learning

We use the TransferTransfo architecture proposed
by Wolf et al. (2019) for the Conversational Intelli-
gence Challenge 212 (ConvAI2). TransferTransfo
uses the multi-layer transformer encoder model
GPT-2 (Radford et al., 2018, 2019) along with po-
sitional and segment embeddings extracted from a
set of dialog conversations to incorporate speaker
personality into conversations. The architecture
uses transfer learning to adapt a content generation
model like GPT-2 to a dialog generation task.

We use a similar setup for our transfer learning
approach during the fine-tuning step. Using the
pre-trained GPT-2 and DialoGPT (Radford et al.,
2018; Zhang et al., 2020) as the base models, we
fine-tune the language models on the collected
therapy-specific conversation data from Reddit and
AlexanderStreet. Unlike the original model, we re-
move the persona inputs, but keep the conversation
history of a pre-specified fixed sequence length.
Additionally, similar to Wolf et al. (2019)’s imple-
mentation, we combine the ‘gold’ human response
(or correct response) as well as sampled ‘distractor’
response from the dataset. The distractor responses
are actually randomly chosen responses from dif-
ferent conversation sequences in the dataset. The
combined set of inputs (conversation history, gold
response, and distractor response) are then used to
create the set of input embeddings using the GPT-2
tokenizer model. The model schematic has been
shown in Figure 2. To learn a global representation
of the given context (nature of dialog conversa-
tions), we use a double headed model implemen-
tation called OpenAIGPTDoubleHeadsModel,13

trained using a multi-task loss function that models
both the generative and predictive loss functions.

To adapt the process of transfer learning for
our purpose, we take a sequence of N = 5 sen-
tences during training as conversation history. The
N + 1-th response is added as gold response and
randomly sampled a distractor response from the
utterances from other conversations. The Ope-
nAI’s DoubleHead GPT2 Language Model was

11FT - Fine-tuning based, V - Video
12http://convai.io/
13https://huggingface.co/docs/transformers/

model_doc/gpt2#transformers.GPT2DoubleHeadsModel
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Figure 2: Transfer Learning Architecture

used for tokenization and embedding the inputs.
Using the medium (345M) configuration for our
evaluation models, we evaluate the following mod-
els for performance – (a) GPT2 (345M)-TL-V and
(b) DialoGPT (345M)-TL-V.14 Similar to the fine-
tuning, DialoGPT is fine-tuned using only video
data, while GPT-2 baseline model was used after
pre-training on the collected subreddit data.

4.4 Generation Methods

The most popular and widely used decoding tech-
niques for text generation include top-k sampling,
greedy decoding and beam search (Das and Verma,
2020). Of these, top-k sampling (Holtzman et al.,
2019) has shown the best results for coherent long-
form text generation. We select the value of k as
10 in our experiments. The softmax temperature t
was chosen as 1.0, which is the default value.

Greedy decoding is also not a good decoding al-
gorithm often generating incoherent textual content.
Beam search (BS) method of sampling improves
upon greedy sampling by selecting k most proba-
ble responses at each step of decoding the output
and finally repeats the step iteratively until the most
probable sequence is selected. Here, k is the beam
length. DialoGPT models with 345M parameters
and beam search of length 10, showed the best re-
sults (Zhang et al., 2020) in comparison to top-k
sampling method.

14TL - Transfer learning based, V - Video

4.5 Experiments and Evaluation

4.5.1 Experimental Setup

We evaluate the performance of the GPT-2 and Di-
aloGPT models (Zhang et al., 2020; Radford et al.,
2018, 2019) on the dialog response generation task
with the goal of therapeutic counseling. Based on
computational ease and prior performance (Das and
Verma, 2020; Zhang et al., 2020), we select the gen-
erative model with the medium size with 345M
parameters to demonstrate the findings for the
task. Finally, we also test two decoding/sampling
techniques – top-k and beam search, we set k and
the beam length to 10 in both cases. This was cho-
sen empirically through a hyperparameter tuning
setup.

We fine-tune our models on a single A100-
SXM4 GPU and select the training epoch size as
1015 for both sets of models. The batch size and
initial learning rate for the fine tuning experiments
are chosen as 16 and 2e−5. As used by Zhang
et al. (2020) for their implementation, we use the
Noam learning rate (selected based on validation
loss) scheduler with 2000 warm-up steps.16 For
an accelerated training of the DialoGPT models,
(Zhang et al., 2020) first compress the training data
to a lazy-loading file type for faster loading during
fine-tuning. We convert our datasets (video and red-
dit conversations) to an HDF5 file format to reduce
computation load and accommodate GPU memory
limitations. For the transfer learning setup, we use

15chosen through hyperparameter tuning on held-out devel-
opment dataset

16https://docs.allennlp.org/main/api/training/learning_rate
_schedulers/noam/
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Figure 3: Quantitative Evaluation Setup

the 6.25e−5 as the learning rate with Adam opti-
mizer and PiecewiseLinear as the rate scheduler.
We use the same number of epochs for fine-tuning
the models with transfer learning. For the GPT2
model, the fine-tuning setup without the transfer
learning took about 27 hours on the GPU, and
with transfer learning the fine-tuning took approxi-
mately 38 hours. The traditional fine-tuning of the
DialoGPT model took an average of roughly 34
hours and with transfer learning it took about 49
hours.

4.5.2 Evaluation Metrics
The ChatEval toolkit (Sedoc et al., 2019) is a col-
lection of automatic quantitative metrics used for
evaluating standard machine translation task per-
formance. Using the metrics toolkit, we report the
following: (a) Lexical diversity (Distinct-n): The
number of unique n-grams in the models’ response
normalized by the token length. We consider the
value of n = 1, 2, (b) Average cosine-similarity
between the word embedding vectors of a gener-
ated response with the ground-truth human written
response. We use a Word2Vec model trained on the
conversation data to create the embedding vectors,
(c) Sentence average BLEU-2 score. Additionally,
we also report the average length of the generated
responses.

5 Results

We discuss in detail the qualitative and quantitative
evaluation metrics and performance of the differ-
ent generative language models for therapy-based
dialog response generation. We show our evalua-
tion setup in Figure 3. We first perform a quanti-

tative metric-based evaluation on an in-domain
test dataset of therapy videos. The test dataset
for model evaluation consists of 114 videos col-
lected from AlexanderStreet Therapy and Coun-
seling training videos. The dataset has a total of
18,237 dialog utterances and 312,276 words. To
compare the generated response with the test refer-
ence set, we select conversation length of at least
5 utterances as the maximum sequence length for
the next utterance generation. Given a sequence
of N responses, the generated N + 1th response
is compared to the corresponding human response
in the original conversation. Here, we evaluate
the model performance for a single utterance given
a prompt. For calculating the HUMAN system
metrics, we created a held-out subset of 50 con-
versations to calculate the metrics. These 50 con-
versations were selected from the AlexanderStreet
video test dataset. We calculate the metrics by us-
ing the N -th response from these conversations
and comparing them with the human ground truth
response.

For the qualitative and task-based effective-
ness analysis, we selected responses generated by
the top three models from the quantitative evalu-
ation, and showed them to our psychotherapy do-
main experts to judge. We further calculate the
inter-annotator agreement between two judges to
measure the effectiveness of the systems and their
feasibility in automated therapy-based counseling.

We present the scores of the automated quantita-
tive metrics provided by the ChatEval tool (Sedoc
et al., 2019) on the video test dataset in Table 2.
The different metric scores are denoted by "Vid."
in the table. We see that the DialoGPT model usu-
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ally scores closer to the human response baseline
scores. With transfer learning on the video data,
the scores like BLEU-2 and Distinct-uni and bi-
grams in the generated responses are relatively
higher – even than the human baselines. Beam
search also shows to generate responses with im-
proved BLEU and Distinct-n scores. As explained
in (Zhang et al., 2020), we also conclude that typ-
ically ‘higher’ scores from the generative models
do not mean that these systems generate responses
largely better in quality than human speakers. The
quantitative evaluation is a measure of semantic dis-
tance between a set of preceding responses and the
generated content. So, a higher automatic BLEU-2
score shows a lower semantic distance and thus
provides an understanding of the model’s perfor-
mance with respect to human baselines. Based
on the models’ performance across the Video test
dataset, we see that DialoGPT is the best model
with techniques like transfer learning and beam
search decoding helping in achieving better quanti-
tative scores overall.

5.1 Additional Evaluation

We also compare the quantitative evaluation met-
rics on the independent dataset described in Sec-
tion 3. The results on the independent synthetic
Empathic conversation data have been summarized
in Table 2 under "Emp". Although the quantitative
scores are typically lower in this case, due to the
shorter nature of the conversations, we see a sim-
ilar trend in the model performance – DialoGPT
fine-tuned with transfer learning and beam search
decoding generated responses that score quantita-
tively higher compared to other models.

Based on the results shown in Table 2, we se-
lect the top three dialog-based generative systems
for our human evaluation setup. The three mod-
els selected were – DialoGPT-BS (beam search),
DialoGPT-topk, and GPT-2-BS – all the models
trained using the transfer learning (TL setup).

5.1.1 Human Evaluation
We evaluate the performance of dialog generation
models based on qualitative scores to measure the
linguistic and task-based effectiveness of the gen-
erated samples. We sample a set of 10 source
statements from Therapy and counseling videos
on AlexanderStreet. Each of these prompts belong
to a psychotic stressor-inducing situation like ad-
diction, alcohol consumption, cyberbullying, etc
(Zhang et al., 2019; Du et al., 2018). To anonymize

the system names and to remove any existing bias,
we refer to them as Systems A, B, and C respec-
tively. Given a starting conversation prompt, each
system generates the statement in response to the
prompt – generating a total of 30 samples to be
evaluated.

We present the samples to two judges – a psychi-
atrist and a psychologist, experts in psychotherapy
and acquainted with the required resources for the
evaluation. For every stressor situation, we present
three generated conversations to each judge to help
them compare the context across all three systems.
The average length (i.e., the number of utterances)
of each generated conversation was 5 – we choose
to present longer conversations to ensure the judges
have more context and content and look at the con-
versation more globally before making a decision
– instead of evaluating the system at a single utter-
ance generation level (Zhang et al., 2020).

The qualitative metrics used to measure the thera-
peutic effectiveness were taken from a standard set
of assessment questions used to score psychother-
apy resident performance – (a) Communication:
Did the bot ask any relevant questions to under-
stand the situation – reason for session, sugges-
tions, response of patient, plans for future, etc.?
(b) Basic Psychotherapy Skills: Which conversa-
tion showed the signs of basic psychotherapy skills
like active listening, open-ended inquiries, restate-
ment/reflection/summarization, empathy? (c) Over-
all Psychotherapy Competence: Which conversa-
tion would you say is better on overall psycho-
therapeutic competence? Each sample is rated us-
ing Likert scale-based system from 1 to 5 for each
metric, with 1 denoting the conversation as ‘Not
effective at all’ and 5 being ‘Extremely effective’.

We calculated the Inter-Annotator Agreement
scores using both Cohen’s κ and Krippendorff’s
α, with 0.286 and 0.34 respectively – this demotes
fair agreement between the judges. Although we
observe a strong preference for the DialoGPT gen-
erated responses – the judges comment on the
unhealthy and non-therapeutic advice from the
chat agents, typically discouraged in psychotherapy
practice, indicating the need for further improve-
ments in automated psychotherapy. Such an ex-
ample has been shown in Table 5 in the Appendix
Section. The skewness in the scores could also
mean the confusing nature of the conversations
causing the judges to not fully comprehend the ac-
tual purpose of the bot. Along with some sample
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Method Type BLEU-2 (%) Dist-1 (%) Dist-2 (%) Avg. Len. Cos. Sim.
Vid. Emp. Vid. Emp. Vid. Emp. Vid. Emp. Vid. Emp.

GPT-2 (345M)-
top-k

- 7.14 8.34 8.3 9.1 11.4 14.3 7.4 8.3 0.412 0.586
FT 8.02 9.68 7.8 8.2 17.2 12.7 6.2 7.6 0.507 0.632
TL 11.17 10.03 9.1 8.7 16.8 15.2 8.1 10.2 0.618 0.643

GPT-2 (345M)-
BS

- 6.85 7.05 9.5 8.3 14.2 15.6 7.4 7.8 0.603 0.587
FT 10.73 8.96 10.4 10.9 14.7 18.4 9.5 9.1 0.702 0.732
TL 10.18 11.76 13.7 9.6 17.6 15.7 8.8 9.3 0.674 0.613

DialoGPT (345M)-
top-k

- 9.04 9.34 7.4 6.3 8.9 11.3 8.1 8.3 0.505 0.519
FT 12.03 12.61 11.3 9.7 13.3 14.9 9.0 10.1 0.640 0.678
TL 16.83 17.71 15.1 7.4 16.4 17.7 10.6 11.4 0.719 0.701

DialoGPT (345M)-
BS

- 9.06 9.13 9.2 7.9 19.2 20.3 8.7 9.4 0.752 0.658
FT 13.16 12.02 15.4 9.1 23.1 26.5 9.2 10.3 0.730 0.771
TL 16.31 17.15 18.3 10.3 25.7 28.8 11.4 10.2 0.683 0.662

HUMAN - 12.19 10.43 14.9 15.8 41.2 33.2 7.3 11.6 0.801 0.726

Table 2: Evaluation Results on the AlexanderStreet Video test dataset (Vid.) and Empathic Conversation dataset
(Emp.). Here, BS - Beam Search, TL - Transfer learning based, FT - Fine tuning based, Dist-1 - Distinct - 1, Dist-2 -
Distinct-2, Avg. Len. - Average Length and Cos. Sim. - Cosine Similarity.

conversations, we also include an example of the
human evaluation template used for judging in the
Appendix.

6 Conclusion

We propose a novel technique to adapt existing
open-domain pre-trained generative models, Di-
aloGPT (dialog-based) and GPT-2, for therapeutic
conversation modeling. To fine-tune the model to
the specific task of didactic conversations, we use
a transfer learning technique to model aspects of
therapist-patient counseling extracted from therapy
video transcripts. On existing automated quantita-
tive evaluation metrics, DialoGPT performed better
than the GPT-2. Furthermore, a task-based effec-
tiveness evaluation by human judges of the gener-
ated samples show that the models, pre-trained on a
subsequently larger content of Subreddit data, gen-
erate responses with unhealthy advice or generic
information usually discouraged in traditional ther-
apeutic counseling. This indicates the need for fur-
ther improvements in automated therapy counsel-
ing like domain-specific clinical and therapy data.

7 Future Work

We used a subset of the massive Reddit community
to train our models – but there exists a large number
of subreddit threads like r/therapy, r/askatherapist,
r/schizophrenia, etc., that can capture contents and
discussions on psychotherapy and psychosis. Inclu-
sion of a variety of mental health related content

will enrich our conversational model incrementally.
Our primary goal is to build an automated system
that can provide therapeutic guidance and advice to
individuals through conversation. The usefulness
of such a bot-based therapist is the accessibility,
availability, and convenience of a conversational
assistant during emergencies. Therapist-patient
conversational transcripts have not been used in
previous AI-based bots and is a novel contribution
of this study and using further sophisticated post-
processing and abstraction techniques will help
alleviate the problems the bot is suffering from.
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Role Response
Human Hello! I have been feeling very down lately.

System
Was there anything you do for fun or anything
you enjoy doing or interests hobbies.

Human

Yeah, like diving. We actually me and Lisa we
went to Hawaii a couple weeks ago.
I guess she wanted to pull me out of this funk.
She saw it coming and wanted to do
something that we both love.

System Did you feel better.

Human
No. No. I just I don’t know. This time it just didn’t help.
And that really scares me. Couldn’t even I didn’t even
end up actually diving while I was there. Stayed on the boat.

System
Maybe you need to find something new to do to bring you joy.
Maybe try some new activities or maybe take on a new hobby.
Do you have any ideas?

Table 3: Conversation with a DialoGPT trained through
Transfer Learning on Video transcripts to assess depres-
sion

Role Response
Human Hi. I wanted to talk about something .

System Sure! What would you like to talk about?

Human

I experienced some recent losses...
the loss of my mother about a year ago,
just over a year ago.. then the loss of my partner in September.
My father also moved to a home. So, really, uh,
an enormous amount of loss to cope with, to have to deal with in,
in a relatively short time.

System That sounds very difficult. Can you tell me more?

Human
My mother passed away so quickly and unexpectedly...
I cannot deal with it

System

I’m so sorry to hear that. Losing a loved one
is never easy, no matter how long they’ve been gone.
You may find it helpful to talk to someone about
how you’re feeling, or to write down your thoughts and feelings.
There are also support groups
available for people who have lost a loved one.
Don’t hesitate to reach out for help if you need it.

Table 4: Conversation with a DialoGPT trained through
Transfer Learning on Video transcripts to counsel loss
in family

Figure 4: Sample Questionnaire
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Role Response

Human
Hi! I am here seeking help with my past history with various substances and alcohol.
I drink sometimes. Alcohol, beer, vodka. Personal favorite is rum.

System Okay. About. . . How often when you say you drink?

Human
I mean, I used to drink uh. . . more often. Uh. . .
Like, you know, three times a week, when I’ve tried to cut back.

System How about marijuana? Have you ever used marijuana?

Human
Before. I mean I’ve. . . I’ve tried. It wasn’t really my thing though.
the last time I used marijuana was couple of years ago...

System Okay. How about other drugs?

Human No not much.

System Okay. So marijuana and alcohol are the only two substances you’ve tried?

Human Yes

System

All right. Well, from what you’ve said it sounds like you’re trying to cut back on your drinking.
That’s really good. You’re taking steps to improve your health and that’s important.
As far as marijuana goes, it sounds like you’ve tried it before and it wasn’t really your thing.
That’s okay. Not everyone likes marijuana.
There are plenty of other things to try out there. If you ever want to try marijuana again,
there are plenty of ways to do so safely. But if you’re not interested, that’s perfectly fine too.
Thanks for talking with me.

Table 5: Conversation with a DialoGPT trained through Transfer Learning on Video transcripts to counsel Opioid
Use Disorder. This is a negative example.
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Abstract

Automatic extraction of event structures from
text is a promising way to extract important
facts from the evergrowing amount of biomed-
ical literature. We propose BEEDS, a new
approach on how to mine event structures
from PubMed based on a question-answering
paradigm. Using a three-step pipeline compris-
ing a document retriever, a document reader,
and an entity normalizer, BEEDS is able to
fully automatically extract event triples in-
volving a query protein or gene and to store
this information directly in a knowledge base.
BEEDS applies a transformer-based architec-
ture for event extraction and uses distant super-
vision to augment the scarce training data in
event mining. In a knowledge base population
setting, it outperforms a strong baseline in find-
ing post-translational modification events con-
sisting of enzyme-substrate-site triples while
achieving competitive results in extracting bi-
nary relations consisting of protein-protein and
protein-site interactions.

1 Introduction

Cellular processes such as DNA damage repair or
cell division are realized by the orchestration of
simple biochemical events into larger structures
called pathways. Pathways play a crucial role in
Biology research, for example in network analysis
(Barabasi and Oltvai, 2004) or enrichment analy-
sis (Reimand et al., 2019). For these applications,
accurate and exhaustive lists of biochemical reac-
tions are crucial. Examples for databases collect-
ing such biochemical events are KEGG (Kanehisa
et al., 2002), the Protein Interaction Database (PID,
Schaefer et al., 2009) and Reactome (Fabregat et al.,
2018). Although pathway knowledge bases strive
to include as much information as possible their
foremost goal is the correctness of provided data
and they mostly rely on manual collection and re-
view of data. Thus, they are notoriously incomplete

despite extensive curation efforts (Weber et al.,
2020).

In this work, we present BEEDS (Biomedical
Event Extraction using Distant Supervision), a
novel approach to biomedical event extraction from
a large corpus, i.e., PubMed. BEEDS takes ques-
tions like What phosphorylates JAK2? or What
regulates expression of JAK2? to find typed inter-
actions between molecular entities and follow up
questions like Which sites does EPO phosphory-
late in JAK2? to expand upon previously found
answers, as a basis to recover complex event struc-
tures. To answer such questions, BEEDS uses a
pipeline of three steps: retrieval, machine read-
ing and entity normalization. In the first step, our
model retrieves documents relevant to the query
from all PubMed abstracts and PubMed Central
full texts. In the second step, we feed the retrieved
documents to a transformer-based model to identify
and extract answer spans in each document. In the
third step, we apply an entity normalizer to map the
identified entities to canonical database identifiers
before returning them as answers.

As training data for event mining is notoriously
scarce, BEEDS applies distant supervision for ob-
taining a more comprehensive model. Specifically,
it extracts biochemical events from curated path-
way knowledge bases and transforms these into
text annotations, by sourcing text spans containing
the pair of proteins from a knowledge base event.
This creates a distant supervision training set, as
we do not know whether a found text span actu-
ally describes the respective event. To the best
of our knowledge, this is the first approach for
distantly supervised biomedical event extraction.
We augment this distantly supervised training set
with gold standard text annotations for biomedical
event structures from (Kim et al., 2011) and (Ohta
et al., 2013). For evaluation, we again make use
of pathway knowledge base data by checking how
many of their reactions are found by our model.
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Compared to EVEX (Van Landeghem et al., 2013)
as baseline, our experiments indicate that BEEDS
is well able to mine biomedical event structures
from the literature achieving a rise in recall of
about 13 percentage points (pp) when mining for
enzyme-substrate-site triples of post-translational
modifications (PTMs). In mining of binary rela-
tions like protein-protein and protein-site interac-
tions, BEEDS gains about two pp in recall when
compared to EVEX.

The rest of this paper is structured as follows: In
Section 2, we give a brief overview over related
work in event mining. In Section 3, we describe
the event extraction task and our used data sets,
explain each part of our model pipeline in detail
and provide the evaluation setup together with our
baseline. In Section 4 and Section 5, we present
and discuss our results. In Section 6, we make final
remarks and conclude this work.

The code for reproducing this paper is
freely available under https://github.com/
WangXII/BEEDS.

2 Related Work

The two approaches which are closest to BEEDS
are EVEX (Van Landeghem et al., 2013) and PEDL
(Weber et al., 2020). Both aim to solve the task of
populating pathway knowledge bases with automat-
ically extracted event structures from the literature.
EVEX differs from BEEDS as it does not use a
retriever component so its document reader has to
be applied to every document in PubMed which
is expensive in terms of computing resources. Ad-
ditionally, it is only able to learn from manually
labeled, directly supervised data and cannot incor-
porate noisy, distantly supervised text annotations
for training. PEDL’s main difference to BEEDS is
that it is a relation extraction system and can only
extract binary relations but not more complex event
structures with three or more participants.

Regarding the formulation of biomedical event
extraction as question answering with a document
reader, BEEDS builds upon our previous approach
introduced in Wang et al. (2020). DeepEventMine
(Trieu et al., 2020), another approach for biomedi-
cal event extraction, solves the task by employing
a multi-layered model structure each responsible
for a different step in event construction like entity
detection and event merging. However, both these
methods only make use of directly supervised train-
ing data. Furthermore, they both only cover the

machine reading component of biomedical event
extraction and have not been applied to large-scale
biomedical event extraction.

Similar approaches combining a retriever reader
model to pose questions directly to a corpus in-
clude DrQA (Chen et al., 2017), REALM (Guu
et al., 2020) and Lewis et al. (2020). DrQA an-
swers questions posed to a Wikipedia corpus and
uses two models, the BM25 algorithm for retrieval
(Robertson and Walker, 1994) and a deep learning
model consisting of an LSTM (Long short-term
memory) for reading. The BM25 algorithm is still
a widely used document retrieval algorithm, e.g., in
the internal retrieval tool of PubMed, Best Match
(Fiorini et al., 2018), where it is complemented by
a machine learning model reranking its top 500
retrieved documents. REALM and Lewis et al. fol-
low a similar idea like introduced in DrQA but use
dense retrieval methods, i.e., a retriever employ-
ing a deep learning model, and unite the retriever
and reader components in a joint deep learning
model which can be optimized end-to-end. Com-
pared to BEEDS, these systems lack a normalizing
component and have neither been applied to event
extraction nor in the biomedical domain.

3 Material and methods

3.1 Event types and data sets

BEEDS can extract three types of biomedical
events: Post-translational modifications (PTMs),
gene expressions and regulation events in general.
Regulation events include the former two event
types plus other forms of state changes. For PTMs,
such as phosphorylation, we extract relation triples
of theme, cause and amino acid site. For gene ex-
pression and regulation, we extract relation pairs of
theme and cause. Themes are always given by a sin-
gle protein or gene, causes or controllers may also
include other types of molecules. For the remainder
of the document, we use the terms protein and gene
interchangeably. BEEDS neither recognizes event
modifiers like negation or speculation, i.e., it may
extract negated or speculated events without dis-
cerning the negations or speculations themselves,
nor the polarities of events, like positive or negative
regulation.

BEEDS uses a data set for training that consists
of two portions: The first portion is a distantly
supervised, knowledge base data set containing
presumable descriptions of events from the union
of the following seven pathway databases: KEGG,
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PID, Reactome, HumanCyc (Romero et al., 2005),
INOH (Yamamoto et al., 2011), PANTHER (Mi
et al., 2017) and NetPath (Kandasamy et al., 2010).
The second portion is a directly supervised data set
containing gold annotations from the GENIA (Kim
et al., 2011) and Pathway Curation (Ohta et al.,
2013) challenges; in the following, we call the
former the KB data set and the latter the BioNLP
data set.

3.2 Question answering for event extraction

For each of the three event types that BEEDS can
extract, we define templates to construct the natural
language questions from a given query entity. For
regulations and gene expression, we define only
one template, i.e., to find the controller for a given
protein of interest. The template for regulations is:

What regulates [theme entity] ?

where [theme entity] is filled with the protein of
interest. For PTMs, we define several question
templates, each to extract a different participant
in the event structure: One template to find the
controller/enzyme of a given event, one to find
modified amino acid sites on the given protein, and
a third to find modified amino acid sites for a theme-
cause pair found in a previous question from the
first template. See Table 1 for an example and an
overview of the question templates. We call all
questions that build upon the answer of a previous
question "multi-turn questions" and all other ones
"single-turn questions".

We transform all event structures from our two
data sets into question-answer pairs. The size of
the transformed data sets can be found in Table 2.
Note that for the KB data, each canonical protein
entity (with a unique database identifier) occurs
at maximum once for a combination of event and
question type. For the BioNLP data, each occur-
rence of a protein entity in a different document
counts as a separate question. We split the data sets
into train, development and test sets across indi-
vidual theme entities/proteins, e.g., all events with
AKT1 as theme go into one split and all events with
GSK3B as theme go into another one. To further
reduce the danger of information leakage, we also
grouped together all proteins belonging to the same
function (as defined by Pfam Mistry et al., 2021)
and assign them to the same data split, i.e., all AKT
proteins (like AKT1, AKT2 or AKT3) are assigned
to the same split.

Question for a given protein/gene:
(Phosphorylation, Substrate Entrez 4772)

Document Retriever

Document Reader

Entity Normalizer

Answer:
(Phosphorylation, Substrate Entrez 4772,

Enzyme Entrez 1432)

Build question:
What causes phosphorylation of 
NFAT2 or NFATC?

Find relevant documents:
More specifically, p38 and JNK would 
directly phosphorylate NFATC1 serine 
residues. (Derbré et al., 2016)

Mark answers: More specifically, p38 and 
JNK would directly phosphorylate NFATC1 
serine residues. 

Normalize answers:
(p38, Entrez 1432)

Figure 1: Model overview

3.3 BEEDS overview
BEEDS implements a pipeline consisting of three
main components: the document retriever, the
document reader and the entity normalizer. An
overview is shown in Figure 1. We now describe
each component in detail.

3.4 Document retriever
During document retrieval, we want to select the
documents probably relevant to our query, which
we define of those containing the query protein and
a trigger term for the query event. If retrieval fails,
then our subsequent machine reading model has
no chance of finding correct answers and events in
the provided documents. A reliable document re-
triever is the BM25 model (Robertson and Walker,
1994) which ranks documents based on their cosine
similarity between query and document in TF-IDF
representation. We use Apache Lucene1 to index
all documents and to perform the BM25-based re-
trieval.

Our document corpus consists of all currently
available PubMed2 abstracts plus the full texts from
the open access portion of PubMed Central3. For

1https://lucene.apache.org
2https://pubmed.ncbi.nlm.nih.gov/

about/
3https://pubmed.ncbi.nlm.nih.gov/

300



Event type Question type Example

PTM Cause What regulates phosphorylation of CLIP1?
Site Where is CLIP1 phosphorylated?
Cause + Site Where does mTOR phosphorylate CLIP1?

Expression Cause What induces gene expression of MIP-1-beta?

Regulation Cause What regulates RUNX2?

Table 1: Overview of extracted events and corresponding question types.

BioNLP KB
Qu. Ans. Qu. Ans.

Phosphorylation Cause 272 440 674 2,452
Phosphorylation Site 214 404 546 1,792
Acetylation Cause 19 32 72 215
Acetylation Site 8 16 66 159
Ubiquitination Cause 16 19 134 271
Ubiquitination Site 3 4 54 100
Expression Cause 671 813 721 2,868
Regulation Cause 1,878 3,244 1,584 7,171
Single Turn 3,081 4,972 3,851 15,028

Phospho. Cause + Site 61 67 1,783 4,247
Acety. Cause + Site 4 4 148 264
Ubiquit. Cause + Site 0 0 87 158
Multi Turn 65 71 2,018 4,669

All 3,146 5,043 5,869 19,697

Table 2: Number of questions (Qu.) and answers (Ans.)
for the BioNLP and the KB data sets after transforma-
tion to question-answer pairs.

indexing and retrieval, each PubMed abstract and
each paragraph of a PubMed Central full text are
considered as one document, resulting in a set of
~140 million documents. An important hyperpa-
rameter of BEEDS is the maximal number r of
top-ranked documents that are considered as poten-
tial answer sources for a given query.

To enhance retrieval performance, we slightly
adjust our retrieval queries to obtain better ranking
results. In a first step, we remove all tokens from
the full question except the tokens for the protein
and event type. We then expand the protein with a
list of all its known synonyms, e.g., for AKT1 we
add PKB-alpha, RAC, protein kinase b alpha etc.
This list is extracted from NCBI Gene4 and helps to
cope with the severe synonym problem in protein
naming. For the event types, we conduct a similar
expansion by including further event triggers as
defined in the BioNLP data set. In the end, we

about/
4https://ftp.ncbi.nih.gov/gene/DATA/

gene_info.gz

receive a list of subjects/objects and predicates as
the retrieval query where at least one synonym for
each entity has to be matched.

3.5 Document reader

For document reading, we employ BERT (Devlin
et al., 2018), a popular transformer-based deep
learning model. More specifically we use a pre-
trained checkpoint of the model called SciBERT
(Beltagy et al., 2019). Question answering with
BERT is modeled as a sequence labeling task where
the input consists of the tokenized question, fol-
lowed by a special separating token and a tok-
enized document from the retrieval. In the output
sequence, corresponding answers in the tokenized
document are marked using the IOB2 tagging nota-
tion where B and I stand for the start and middle of
an answer token, O for a non-answer token and X
for a continuation of a token from a previous word,
respectively. Token splits are made automatically
by the tokenizer and the X tag signalizes to defer
labeling of a subtoken to its respective starting to-
ken. This tagging is realized by a fully connected
output layer on top of BERT with the output dimen-
sion d × n, where d denotes the number of possible
sequence labels (4 in our case) and n denotes the
maximum sequence length of the input. For each
sequence position i ∈ {1, ..., n}, we obtain a d-
dimensional vector denoting the log probabilities
for each possible label. An example of input and
output from the BERT document reader is shown
in Figure 2. Detailed hyperparameter settings for
BEEDS can be found in appendix A.

Generating distantly supervised training
instances
As a distinct feature, BEEDS is able to also learn
from noisy training annotations extracted from
pathway knowledge bases. These samples are cre-
ated as follows. Given a question-answer pair in
the training set, we tag all answer synonyms that
are near the question entities (protein, event type
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Figure 2: Question answering as sequence tagging. Depiction of the input tokens fed into the BERT model and of
the output tags produced.

and possibly amino acid site) as a valid answer sim-
ilarly to the strategies carried out in Quirk and Poon
(2017) and Peng et al. (2017). We define "near"
by restricting the number of sentences between a
question entity and our answer candidate to three.
For amino acid sites, the set of valid synonyms
is defined as the full name of the amino acid and
its abbreviations in form of one and of three letter
codes. For instance, synonyms for the amino acid
site Y183 include tyrosine183, Tyr183 and Y183
and the further combinations with either a whites-
pace, a hyphen or brackets, e.g., Y 183, Y-183 and
Y(183).

Distant supervision and multi-instance learning

In the classic distant supervision setting as de-
scribed by Mintz et al. (2009), all automatically
generated annotations are assumed to be correct
and thus valid learning examples. However, in
many settings, including the one described here,
examples contain noisy, false positive training ex-
amples which may lead to conflicting signals for
the learner and degraded model performance (Sur-
deanu et al., 2012). In the multi-instance learn-
ing formulation, Surdeanu et al. (2012) alleviate
this problem by relaxing the assumptions on the
generated annotations. Instead of assuming every
generated annotation to be right, their idea was to
require only at least one of the generated annota-
tions to be correct. We follow this idea and thus
assume that only at least one of the text snippets
per query-answer pair in the KB data set is correct,
which means that our model does not need to fit
every training example but nevertheless may do
so. We call the collection of examples for a given
question-answer pair a bag and use the hyperparam-
eter b as maximal bag size (b = 100 in BEEDS).
If retrieval size r is greater than the maximal bag
size b, retrieved documents are split across multiple
bags so that no bag exceeds size b.

A sequence annotation during training is deemed
correct if the labels for each output token are tagged

correctly. In the BioNLP data set, this is simply
given by the gold standard tags. For the KB data set,
this is given by our generated, distantly supervised
annotations. The output tag at position k in the
sequence of length n is determined by the tag with
the highest output emission score eyik(xi). The
overall log probability of an output sequence y
given the input sequence x is determined by the
sum of log probabilities of its individual output
labels:

logP (y|x) = log

n∏

i=1

P (yi|xi) =
n∑

i=1

logP (yi|xi)

=
n∑

k=1

max
k=1,...,d

eyik(xi)−
d∑

k=1

eyik(xi)

For our learning objective, we separate the whole
bag of training examples into a positive and a nega-
tive bag. The positive bag contains all the output
sequences which have marked at least one answer,
i.e., one token at least has a B or I label. The
negative bag on the other hand contains all noisy
annotations where no token is marked as a potential
answer. Applying the multi-instance learning for-
mulation for each bag separately ensures that our
model learns when to label an answer with a B or I
token instead of just labelling every token with an
O token. We apply the multi-instance formulation
by calculating the maximum of all sequence log
probabilities for both the positive and negative bag.
For training stability and optimization purposes,
we use the smooth approximation of the maximum
function, logsumexp, in our computations instead
of the maximum preventing a sparse gradient flow
(c.f. Weber et al., 2020). As our objective loss func-
tions are to be minimized instead of maximized, we
multiply the resulting probability by -1. We sum up
our positive loss ℓpos and negative loss score ℓneg
to obtain the final objective function ℓdistant:
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ℓpos = − log
∑

yj∈pos
expP (yj |xj)

ℓdistant = ℓpos + ℓneg, ℓneg analogous

For directly supervised examples, loss calcula-
tion is more straightforward. We use the same
formulas but always set the bag size b to 1 which
corresponds to a standard sequence labeling loss

ℓdirect = − logP (y|x).

We do not use negative examples and bags for di-
rectly supervised examples. We introduce the addi-
tional hyperparameter w which is multiplied with
each direct loss ℓdirect allowing us to control the
relative importance of direct examples in compari-
son to distantly supervised examples. During each
training step, we either choose one directly super-
vised example or one bag with distantly supervised
examples resulting in the final loss

ℓ =

{
ℓdistant , if distantly supervised sample,
w · ℓdirect , else.

3.6 Entity normalizer

For entity normalization, we use the existing nor-
malizer PubTator Central5 from Wei et al. (2019). It
provides mention-level and document-level normal-
izations for proteins in every PubMed and PubMed
Central article by mapping mentions to NCBI En-
trez Gene identifiers. Because proteins in our
knowledge bases are identified using UniProt iden-
tifiers, we map the UniProt identifiers to their cor-
responding Entrez Gene identifiers using UniProt
ID mappings6. In addition, most of our knowledge
bases focus on interactions in human. To handle
homologous genes from other species, we use Ho-
moloGene7 to map genes to their human orthologs
(NCBI taxonomy ID 9606) whenever possible.

Entities which we cannot normalize to a
gene/protein mention using PubTator Central are
normalized to CHEBI8 identifiers using a simple
dictionary lookup. For amino acid site strings, our

5ftp://ftp.ncbi.nlm.nih.gov/pub/lu/
PubTatorCentral/

6ftp://ftp.uniprot.org/pub/databases/
uniprot/current_release/knowledgebase/
idmapping/idmapping_selected.tab.gz

7https://ftp.ncbi.nih.gov/pub/
HomoloGene/current/homologene.data

8https://www.ebi.ac.uk/chebi/

normalization performs the reverse way as the syn-
onym expansion for sites (see Section 3.5), i.e.,
we try to transform every possible extracted amino
acid sites from text to their canonical symbols. For
instance, serine 123 would be normalized to S123.

3.7 Baseline and evaluation
We use EVEX (Van Landeghem et al., 2013) as a
strong and still popular baseline for event mining.
To allow adequate comparison to our results, we
only consider documents published before 2013
for our document retrieval. We have downloaded
all EVEX annotations9 (one annotation file for
each PubMed/PubMed Central article) and trans-
formed the extracted events structures into the same
question-answering format as used by our model.
Mapping of the BioNLP/EVEX events to our event
types is straightforward and can be found in the
appendix Table 8.

Our evaluation setup consists of two experi-
ments: knowledge base evaluation and sample eval-
uation. Knowledge base evaluation is a fully auto-
mated evaluation where we measure how many of
the event structures in the test set of the KB data
set are found by each method. As evaluation met-
rics, we use knowledge base recall and the number
of predicted question-answer pairs; note that for
those not in the DB data set we cannot decide auto-
matically whether they are correct or not and thus
cannot compute a precision. In such a setting, the
number of predicted question-answer pairs is help-
ful to put the achieved recall value into perspective.

Sample evaluation involves manual review of
some randomly chosen events extracted by BEEDS
and some events extracted by the baseline and al-
lows to estimate precision. A further advantage
of this evaluation, though laborious, is that it also
considers new predictions, i.e., those events not
already present in a knowledge base.

4 Results

4.1 Knowledge base evaluation
We present the results of the knowledge base evalu-
ation in Table 3. Overall BEEDS achieves a ~5pp
higher recall than EVEX. The difference is more
pronounced in multi-turn questions where BEEDS
achieves a recall of 14.30% while EVEX results
are close to zero. Note that for knowledge base
evaluation of multi-turn questions, we only count

9http://evexdb.org/download/
standoff-annotation/
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the theme-cause-site triples where the theme-cause
pair extracted from the previous single-turn ques-
tion has been correct, i.e., the theme-cause pair
has been curated in one of our knowledge bases.
The multi-turn question itself is answered correctly
if the whole event triple was extracted correctly.
Compared to single-turn questions, recall in multi-
turn questions falls off in both approaches, e.g., in
BEEDS from 35% to about 14%. In single-turn
questions, BEEDS outperforms EVEX in PTMs
with a difference of 0pp to 48pp for the different
types of PTM, whereas EVEX outperforms BEEDS
in expression and general regulations by ~4pp.

Interestingly, BEEDS achieves this higher over-
all recall with only half of the number of predic-
tions (29,867 versus 56,482). The discrepancy in
number of predictions is especially high for the
single-turn questions of expressions and regula-
tions. In contrast, BEEDS extracts many more for
all other event types. For instance, BEEDS is able
to return about 2,000 controller-cause-site triples
(given a valid controller-cause pair) whereas EVEX
is only able to return 56 of such triples.

4.2 Sample evaluation

We present the results for the sample precision in
Table 4. For each model, we randomly sampled
109 predictions and evaluated the correctness of the
textual annotations manually (excluding entity nor-
malization). We made sure that the number of each
question type and each event type is roughly the
same for our model and for the baseline. BEEDS
achieves a total sample precision of 49.09% com-
pared to EVEX with 63.30%.

In Table 5, we show events extracted by BEEDS.
The first five samples are events not present in any
of the knowledge bases showing that the model is
able to extract new event structures. The last two
are examples of typical errors.

5 Discussion

5.1 Comparison to EVEX

The higher number of predictions in EVEX likely
stems from the fact that EVEX for each query anal-
yses all PubMed abstracts whereas BEEDS con-
siders only a limited amount of matches for each
question, as controlled by the hyperparameter r
(with r = 1000 in the experiments). This is espe-
cially true for the general regulation type which not
only contains PTMs and expression events but also
event types like transport or unspecific inhibitions

and activations. Nonetheless, the limited amount
of documents per question is sufficient for BEEDS
to achieve a higher overall recall than EVEX show-
ing that our retriever component is able to extract
relevant documents.

For single-turn questions, BEEDS and EVEX
achieve similar results. The advantages of BEEDS
lie (a) in the important class of PTMs and (b) in
multi-turn questions where simple event structures
are merged to form larger event structures. Errors
propagate in both models, i.e., wrongly extracted
theme-cause pairs automatically lead to wrong
theme-cause-site pairs, but event merging is more
often successful in BEEDS. Multiplying the recalls
for the Phosphorylation Cause question and the
Phosphorylation Site question for BEEDS results
in an expected recall of about 15% for the Phospho-
rylation Cause and Site question which is almost
the exact recall the model achieves with 14.96%.
Multiplying the same recalls in EVEX results in
an expected recall of about 5% while the actually
achieved recall of 0.84% is much lower. However,
the higher number of merged events likely leads to
a lower sample precision in BEEDS compared to
EVEX (~37% versus ~69%).

It may be that recall improvement of BEEDS
over EVEX is in part because of the newer Gen-
NormPlus (Wei et al., 2015) normalization algo-
rithm used in BEEDS compared to the older Gen-
Norm (Wei and Kao, 2011) used in EVEX. How-
ever, the increase in F1-score performance from
GenNorm to GenNormPlus (80.10% to 86.70%,
see Wei et al., 2019) does not solely explain the
significant discrepancy in recall for the multi-turn
questions.

In the sample evaluation, BEEDS achieves much
lower results in multi-turn question than in single-
turn questions compared to EVEX. We hypothe-
size that BEEDS is more prone to error propaga-
tion than EVEX: Mainly, in extending falsely ex-
tracted event pairs to event triples whereas EVEX
uses a more conservative approach to event merg-
ing. This is in line with our previous results from
(Wang et al., 2020) where the machine reading com-
ponent of EVEX, TEES (Björne and Salakoski,
2011), achieves a slightly worse precision than
the machine reading component in BEEDS on the
GENIA11 dataset (Kim et al., 2011, 57.65% to
59.33%) and a much better precision on the Path-
way Curation dataset (Ohta et al., 2013, 55.78% to
48.74%). The former dataset contains more sim-
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Knowledge Base BEEDS EVEX
KB Gold KB Recall Predictions KB Recall Predictions

Phosphorylation Cause 715 36.92 3,175 24.75 3,398
Phosphorylation Site 546 42.12 3,076 19.96 797
Acetylation Cause 25 56.00 39 8.00 7
Acetylation Site 22 22.72 25 22.72 14
Ubiquitination Cause 57 36.84 217 26.31 80
Ubiquitination Site 9 33.33 17 22.22 7
Expression Cause 896 29.01 5,262 32.47 13,580
Regulation Cause 1,901 36.64 16,069 40.87 38,534
Single Turn 4,171 35.81 27,880 33.03 56,426

Phosphorylation Cause + Site 1,302 14.59 1,946 0.84 55
Acetylation Cause + Site 57 8.77 24 0.00 0
Ubiquitination Cause + Site 18 11.11 17 0.00 1
Multi Turn 1,377 14.30 1,987 0.79 56

All 5,548 30.47 29,867 25.03 56,482

Table 3: Results from knowledge base evaluation. Knowledge base (KB) recall values given in percent. In multi-turn
questions, we only count the theme-cause-site triples where the extracted theme-cause pair from the previous
single-turn question has been correct, i.e., the theme-cause pair has been curated in one of our knowledge bases.

Precision Samples BEEDS EVEX

Single Turn 80 53.75 61.25
Multi Turn 29 36.66 68.96
All 109 49.09 63.30

Table 4: Precision on sampled text spans

ple events corresponding to single-turn questions
and the latter more complex events correspond-
ing to multi-turn questions. Overall, F1-scores of
the BEEDS machine reading component in (Wang
et al., 2020) and TEES show similar performances
in the context of directly supervised tasks: 58.33%
for BEEDS compared to 53.30% for EVEX in GE-
NIA11 and 48.29% compared to 51.10% in Path-
way Curation, respectively.

Another source of error decreasing the preci-
sion for multi-turn questions in BEEDS may be the
distantly supervised training examples. Distantly
supervised event triples likely contain much more
noise than corresponding event pairs as one more
entity must be mapped from the database event to
potential events in the biomedical literature.

5.2 Importance of the retrieval size

In Table 6, we evaluate the impact of the retrieval
size r on the final model performance (columns
"BEEDS" versus "BEEDS (100 docs)"). Going
from a retrieval size of 100 to 1,000 during eval-
uation almost doubles the knowledge base recall
from 17.77 to 30.29%, implying that a tenfold in-
crease in retrieval size has approximately resulted

in a twofold increase in recall. In future work, we
plan to perform additional experiments to explore
the impact of r.

5.3 Importance of directly supervised data
We evaluate the impact of adding directly super-
vised data to our training set by evaluating model
predictions specifically on the development set of
the BioNLP data set. In Table 7, we see a consid-
erable improvement of the ability of the model to
extract correct text spans when giving gold anno-
tations during training: On the BioNLP data, the
recall increases from 4.84% to 65.23% and the pre-
cision improves from 41.46% to 68.45%. In Table
6, we can see similar results when evaluating the
KB data set: With access to directly supervised
data during training, the knowledge base recall in-
creases from 23.01% to 30.29%.

5.4 Importance of the normalizer
In Table 6, we show results from an experiment
where we evaluate how much performance is lost
due to insufficient normalization of extracted text
spans. We examine this step by constructing a sim-
ple dictionary lookup which inverts the mappings
from all EntrezGene database identifiers to their
respective entity synonyms. Then, we identify an-
swer spans extracted by the machine reading com-
ponent which have no corresponding normaliza-
tion in PubTatorCentral. We match these text spans
to the corresponding database identifiers from the
lookup dictionary. This simple mapping would in-
crease the recall by about a third from 30.29% to
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Question Type Substrate(s) Kinase/Target Document Source Correctness
Text Evidence

Acetylation Cause EGID 9126 EGID 850584 (Ben-Shahar et al., 2008) True
What acetylates SMC3? [...] we show that SMC3 is acetylated in an ECO1 -dependent manner [...]

Phosphorylation Site EGID 84335 S183 (Bönig et al., 1996) True
Where is PRAS40 or AKT1S1 phosphorylated? PRAS40(Ser183) phosphorylation was also inhibited [...]

Phosphorylation Cause + Site EGID 5970, 7124 S276 (Vermeulen et al., 2003) True
Where does TNF phosphorylate p65? Mutational analysis of p65 revealed Ser276 [...] phosphorylation [...] in response to TNF.

Expression Cause EGID 2353 EGID 3586 (Oshiro et al., 2007) True
What causes expression of FOS or c-FOS? Interleukin 10 induced c-FOS expression in human B cells [...]

Regulation Cause EGID 8313 EGID 1869 (Hughes and Brady, 2005) True
What regulates AXIN2? E2F1 up-regulates the expression of the tumor suppressor AXIN2 [...]

Phosphorylation Site EGID 2309 253 (Schwab et al., 2005) False
Where is FKHLR1 or FOXO3 phosphorylated? IGF-I induced phosphorylation of FKHR (Ser 253), FKHRL1 (Ser 256) [...]

Acetylation Cause EGID 4303 EGID 23411 (Chuang et al., 2011) False
What acetylates FOXO4? [...] AGE increases FOXO4 acetylation and suppresses expression of the SIRT1 protein deacetylase.

Table 5: Samples of correctly and wrongly extracted text spans by BEEDS.

KB Dev Set Questions Answers Answers KB Recall

BEEDS 452 671 12,495 30.29
BEEDS (Norm) 479 859 27,435 38.76
BEEDS (Distant) 433 510 7,767 23.01
BEEDS (100 Docs) 414 394 3,807 17.77

KB Gold 681 2,216

Table 6: Ablation studies on the KB development (dev)
set for BEEDS: BEEDS (Norm) estimating the upper
bound for the KB recall, BEEDS (Distant) without ac-
cess to the BioNLP data set and BEEDS (100 Docs)
reducing the retrieval size to 100 from 1,000.

BioNLP Dev set Gold Preds Recall Precision F1

BEEDS 351 335 65.24 68.35 66.76
BEEDS (Distant) 351 41 4.84 41.46 8.67

Table 7: Performance on the BioNLP dev set with and
without access to gold data during training.

38.76% (but would also create many false positives
decreasing model precision). This shows room for
future optimization of the normalizer.

6 Conclusion

In this work, we have presented BEEDS, a new
approach towards large-scale biomedical event ex-
traction. We used question answering to iteratively
extend biomedical event structures, first retrieving
relevant documents and then applying a machine
reader and normalizer to identify answer spans.
On a knowledge base population task, BEEDS
achieves similar results to an EVEX baseline for
events with two participants and a much higher
recall than EVEX on PTMs with three participants.

For future work, it remains to be examined how
well other current biomedical event extraction ap-
proaches like DeepEventMine can be scaled up for
large-scale curation efforts and how they compare
to our model. We also plan to test other retrieval ap-
proaches like dense retrieval methods which might
be able to improve the retrieval performance over
BM25.
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A Implementation Details

For implementation, parsing of the knowledge base
event structures is done by INDRA10 (Gyori et al.,
2017). Mapping the event types in INDRA to our
custom types is straightforward, events with a sub-
strate and an enzyme without a corresponding event
type in BEEDS are just mapped to the regulation
event type.

The retrieval size r for our noisy training sets is
100. During evaluation in the development and test
sets, we have found out that a larger retrieval size
improves the recall considerably (see Table 6), so
r = 1000 there. The bag size for multi-instance
learning is b = 100. The additional weight factor
that we multiply directly supervised examples with
is w = 4. Model training is halted using the early
stopping criterion.

Weight parameter of BERT are initialized to
the configuration of the pretrained SciBERT (Belt-
agy et al., 2019) checkpoint. Maximum sequence
length for a document is 384, longer documents are
truncated so that the question entities remain in the
document. Further hyperparameters to the BERT
model are a learning rate of 2e-5, the proportion
of warmup steps set to 0.1 and a weight decay of
0.01. Dropout probability for every weight in the
network is set to 0.1, we use one step for gradient
accumulation and a maximum norm of one before
we apply gradient clipping. Input parameters to the
AdamW optimizer use the default values of β1 =
0.9, β2 = 0.999 and ϵ = 1e-8.

B Transformation of BioNLP and EVEX
data

In Table 8, we report the mapping from EVEX and
BioNLP event types to our event types in BEEDS.

C Binding and Complex events

During our model development, we have also ex-
perimented with extracting protein complexes of
either two (question type complex pair) or three
participants (question type complex triple). The
number of gold knowledge base question answer

10https://indra.readthedocs.io/en/
latest/modules/statements.html
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EVEX/BioNLP event types BEEDS event types

REGULATION of (de-)phosphorylation Phosphorylation
REGULATION of (de-)acetylation Acetylation
REGULATION of (de-)ubiquitination Ubiquitination
REGULATION of gene expression,
transcription Expression
All REGULATIONs including above Regulation

Table 8: Mapping of EVEX/BioNLP event types to
our event types. REGULATION refers to one of the
four regulation types in EVEX: Catalysis, Regulation,
Positive Regulation and Negative Regulation.

pairs is much larger than for the other event types.
This is most likely due to the worse evidence for
protein complexes curated in the pathway knowl-
edge bases compared to the evidence of the other
question types as many complex relations are deter-
mined automatically by transitive nature between
separate protein complexes. A sample question
for complex pairs would be "What protein is in
complex with AKT-1?". A corresponding sample
question for complex triples would be "What pro-
tein is in complex with AKT-1 and AKT-2?".

Complex pair Questions Answers in KB Answers Recall

BEEDS 997 1,494 27,880 35.81
EVEX 938 1,378 56,426 33.03

KB Gold 1,074 4,171

Table 9: Single-turn question Complex pair.

Complex triple Questions Answers in KB Answers Recall

BEEDS 106 432 1,914 0.05
EVEX 1,334 630 4,818 0.07

KB Gold 20,453 832,875

Table 10: Multi-turn question Complex triple.

We report the results for the single-turn question
of complex pairs in Table 9 and for the multi-turn
question of complex triples in 10. As the number of
gold knowledge base question answer pairs is much
higher in these two question types, the resulting
recall values are much lower for both BEEDS and
EVEX. EVEX has access to whole PubMed during
prediction time, so the number of predictions is
much higher than in BEEDS which translates into
a larger recall value for both question types.
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Abstract

We study the problem of entity detection and
normalization applied to patient self-reports
of symptoms that arise as side-effects of vac-
cines. Our application domain presents unique
challenges that render traditional classification
methods ineffective: the number of entity types
is large; and many symptoms are rare, resulting
in a long-tail distribution of training examples
per entity type. We tackle these challenges
with an autoregressive model that generates
standardized names of symptoms. We intro-
duce a data augmentation technique to increase
the number of training examples for rare symp-
toms. Experiments on real-life patient vaccine
symptom self-reports show that our approach
outperforms strong baselines, and that addi-
tional examples improve performance on the
long-tail entities.

1 Introduction

Motivation. Outside of clinical trials of vaccines
on a small part of the population, it is impor-
tant to study symptoms that arise as side effects
of vaccines in the broader population. This is
particularly crucial when the vaccines have only
been granted emergency use permission, as has
been the case for the COVID-19 vaccines such as
the Pfizer-BioNTech mRNA vaccine, the Oxford-
AstraZeneca adenovirus-vectored vaccine, and oth-
ers. In the United States, the Vaccine Adverse
Event Reporting System (VAERS)1, co-managed
by the Centers for Disease Control and Prevention
(CDC) and the U.S. Food and Drug Administra-
tion (FDA), is a national system that collects and
analyzes reports from patients, about possible side
effects after taking a vaccine.

VAERS presents a rich source of data for re-
searchers to analyze. A challenge that arises when
trying to analyze patient self-reports such as those
in VAERS is that patients are free to use their

1https://vaers.hhs.gov/data.html

feel muscle pain myalgia

Chills, Headache, Injection 
site erythema, Injection 
site pain, Injection site 
swelling, Injection site 
warmth, Pain, Pyrexia

Movement disorder, Pain in 
extremity, Sleep disorder

Day 1 thru 4 I could not lift my arm. Day 5 thru 9 
arm is still but better. Still not able to move arm in 
certain positions Day 10 thru 11 the pain in 
getting worse. difficult to lift my arm. All 1days 
the pain wakes me up at when I try to move.

I started feeling achy with chills on day 8 in the 
afternoon and on day 9 I was in bed all day on day 9 
with ache/fever and headache. I am never ever just 
lay around but I had to. I notice that my arm at 
injection cite was really sore, but the time I took off 
long sleeves and looked at it that night, injection 
site was red, swollen, and hot. I saw that I had 
Covid arm (after googling it). I took 2 Benedry, went 
to bed and in the morning was feeling much better. 
This is day 11 and I am fine, red swollen area in my 
arm is slowly going away.

Figure 1: Examples of patient self-reports from the
VAERS, and their corresponding symptom entities.

choice of words to describe the side-effects they
have experienced. This necessitates data normaliza-
tion so that across different patient reports, even in
the face of polysemy, abbreviations, spelling errors,
or other variations, the same symptom is mapped
to the same name. Thus, in this paper, we study
entity detection and normalization on the VAERS
dataset. The task we are addressing is illustrated
with sample reports from VAERS in Figure 1.

Currently, VAERS self-reports are manually
tagged with standardized names of symptoms that
are mentioned in them — a time consuming, and
imperfect process as our inspection showed cases
where not all symptoms were tagged. Automated
models could support human effort to speed up the
process, and potentially suggest entities a human
might miss.

Challenges. Our application setting presents
unique challenges : 1) entity names can be long and
contain a lot of common nouns; 2) the number of
entity types is large; 3) the number of labels in each
example varies widely, e.g., patient reports contain
anywhere from a minimum of 1 to a maximum of
131 symptoms; and 4) while a few symptoms are
common, many are rare, resulting in a long-tail
distribution of labels per entity type.

Contributions. To tackle these challenges, we
frame the problem as an entity retrieval (ER)
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BioBERT

Feedforward layer

Chills     Cough       Feeling cold   Headache   Hyperhidrosis   Neck pain    Pain in extremity

DecoderEncoder

Chills, Cough, Feeling cold, Headache, 
Hyperhidrosis, Neck pain, Pain in extremity

(a) Multi-label classification model (b) Autoregressive entity retrieval model

Woke up in the morning with a sweat; headache; neck 
hurt really bad; woke up and froze, chills, sore arm, 
and cough on and off.

Figure 2: Architecture of a multi-label classification approach (a) and an autoregressive entity retrieval approach (b).
The characteristics of our domain render classification approaches ineffective.

task. We leverage an autoregressive entity retrieval
model (Cao et al., 2021) that generates standardized
names of symptoms from patient self-reports, as op-
posed to a classification model such as a pre-trained
model (Devlin et al., 2019) or BioBERT (Lee et al.,
2019) fine-tuned with a classification layer on top.
To tackle data sparsity problems of rare symptoms,
we propose a data augmentation method that gen-
erates training data points through the definition of
symptoms. We then obtain symptom definitions
in two ways: i) Pre-trained language models: it
has been shown that pre-trained language models
are good at generating definitions (Shwartz et al.,
2020), we therefore use GPT-3 (Brown et al., 2020)
to generate symptom definitions. and ii) UMLS:
for additional definitions, we consult a medical
knowledge graph, the Unified Medical Language
System (UMLS) (Bodenreider, 2004). UMLS is
the largest and most authoritative knowledge graph
of the biomedical domain with over 3 million enti-
ties.

Our experiments on the VAERS dataset show
that our approach outperforms strong baselines,
and that additional examples improve performance
on long-tail entities.

2 Autoregressive Entity Retrieval Model

The goal of symptom entity detection is to predict
symptom entities E = {e1, ..., en} corresponding
to the input description x. Each example is a pair
of (x, E) and the number of entities n varies over
the dataset. As shown in Figure 2 (a), multi-label
classification approaches are trained to minimize
cross entropy loss over all symptom classes. In
the autoregressive entity retrieval, Figure 2 (b), the
model generates a sequence of symptom names
as a target sentence instead of classifying each en-
tity class. We adopt GENRE’s (Cao et al., 2021)

architecture that consists of transformer-based en-
coder and decoder. However, to retrieve multiple
symptoms, GENRE requires annotated spans that
refer to each symptom. For example, the source
and target sequences should be (“I have muscle
pain and fever”, “I have [muscle pain] (Myalgia)
and [fever] (Pyrexia)”). In our setting, a key dif-
ference is that the VAERS dataset is not annotated
with the mention spans of entities, only whether
or not a particular symptom was mentioned by the
patient. Therefore, we generate the target sequence
as a comma separated list, i.e., the pair of source
and target sequences is (“I have muscle pain and
fever”, “Myalgia, Pyrexia”). Then the model is
trained to maximize the probability

P (y|x, θ) =
|y|∏

i=1

p(yi|y0, ..., yi−1, x, θ) (1)

where y = {y1, ..., ym} is a set of tokens in the
target sentence, y0 is a model specific start token,
and θ is the parameters of the model.

3 Data Augmentation

While the data of common symptoms, such as
Headache and Pyrexia, are abundant to train the
model, examples of long-tail symptoms are rare,
and therefore have fewer reported instances in the
dataset. The median of the number of symptoms in
our train set is 5 and over 80% of entities occur less
than 50 times while Headache and Pyrexia have
over 100K examples, see Figure 3.

To overcome the problem posed by this very
skewed training data distribution, we propose to
generate additional labeled data in the form of def-
initions. The idea is that we can treat a symptom
definition as a synthetic patient report (input se-
quence), and the symptom name as the correspond-
ing label. We obtained definitions of symptoms in
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Figure 3: The distribution of symptom entities in the
VAERS dataset has a very long tail.

two ways: using a pre-trained language model, and
using the UMLS biomedical dictionary.

Pre-trained Language Model. We use GPT-3
(Brown et al., 2020) to generate definitions of long-
tail symptoms. We use the prompt: “The definition
of [symptom name] is”. We then add the gener-
ated sentence as a synthetic patient report and the
symptom name as a label, to our augmented data.

UMLS medical dictionary. For UMLS, we
search terms with symptom names and then choose
the first top result definition.

One limitation of this approach is that each symp-
tom definition only corresponds to a single symp-
tom whereas real patients often experience more
than one symptom. To mimic the more realistic
scenario of multiple symptoms, we also generate
synthetic reports with up to two symptoms by con-
catenating definitions. Examples of such halluci-
nated data points are shown in Figure 4.

4 Experiments

Dataset. From VAERS, we consider data from
the last three years (2019 to 2021), and randomly
split it into train, validation, and test sets of
534, 516; 66, 814; and 66, 814 (80%/10%/10%).

Long-tail Symptoms. The VAERS dataset con-
tains 10, 507 symptom entities. We define the
symptoms with a frequency of less than 50 as long-
tail entities. As a result, 8, 755 entities are classi-
fied as long-tail, which are 83.3% of the total entity
set.

Data Augmentation. We obtained 10, 507 gen-
erated definitions from GPT-3 and 3, 480 defini-
tions through the UMLS dictionary API. For the
experiments, we used a single definition to mimic a
patient with a single symptom, in addition, we cre-

Melaena

GPT-3 blood in the stool, typically caused by gastrointestinal bleeding.

UMLS The black, tarry, foul-smelling feces that contain degraded blood.

Ischaemia

GPT-3 lack of blood flow to a tissue or organ. This may be due to 
obstruction or a problem with the blood vessels.

UMLS a decrease in blood supply caused by blockage of blood vessel.

Input Output
blood in the stool, typically caused by gastrointestinal 
bleeding. Melaena

The black, tarry, foul-smelling feces that contain degraded 
blood. Melaena

lack of blood flow to a tissue or organ. This may be due to 
obstruction or a problem with the blood vessels. Ischamemia

a decrease in blood supply caused by blockage of blood 
vessel. Ischamemia

a decrease in blood supply caused by blockage of blood 
vessel. blood in the stool, typically caused by 
gastrointestinal bleeding.

Melaena, Ischamemia

The black, tarry, foul-smelling feces that contain degraded 
blood. lack of blood flow to a tissue or organ. This may be 
due to obstruction or a problem with the blood vessels.

Ischamemia, Melaena

Figure 4: Examples of symptom definitions and gen-
erated data for augmentation. To build examples with
multiple symptoms, we combine two definitions as one
input sentence.

ated 50K combination examples of two definitions
and two symptoms.

Test sets. We evaluated our approach on three
test sets:

• 1) Full: Full test set with 66, 814 examples.

• 2) CUI-mapped: Many symptoms in our
dataset can be mapped to Concept Unique
Identifiers (CUI) in UMLS. To compare with
previous work that can detect UMLS CUIs,
we built a test set with entities mapped to
UMLS. 6, 564 out of 10,507 entities are
mapped to UMLS by exact string match.

• 3) Long-tail: A set of test examples including
only long-tail entities.

4.1 Experiments Setup
We adopted GENRE’s (Cao et al., 2021) experi-
mental settings with 256 of maximum input length,
128 of maximum output length, 64 of batch size, 2e-
5 learning rate and 4 of beam search size. We used
the pre-trained BART (Lewis et al., 2020) model
and fine-tuned 5 epochs on our training set. In the
experiments with BERT, BioBERT and BART, we
followed a multi-label classification setting with a
feed-forward layer on the top of pre-trained models
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Model Type Test set Macro Micro
Precision Recall F1 Precision Recall F1

String match Full 1 0.1684 0.2883 1 0.1849 0.3121
BERT-base (Devlin et al., 2019) C Full 0.1453 0.1497 0.1474 0.1453 0.1735 0.1581
BioBERT-base (Lee et al., 2019) C Full 0.1321 0.1663 0.1472 0.1382 0.1989 0.1631
BART-base (Lewis et al., 2020) C Full 0.1378 0.1695 0.1520 0.1378 0.1976 0.1624
GENRE (Cao et al., 2021) G Full 0.8305 0.7688 0.7984 0.8196 0.7193 0.7662
GENRE + UMLS + GPT-3 G Full 0.8305 0.7682 0.7981 0.8189 0.7187 0.7655

MetaMap C CUI-mapped 0.1630 0.3232 0.2167 0.0671 0.3169 0.1108
BioBERT-base (Lee et al., 2019) C CUI-mapped 0.1453 0.1929 0.1657 0.1453 0.2665 0.1880
GENRE (Cao et al., 2021) G CUI-mapped 0.8273 0.7857 0.8060 0.8498 0.7719 0.8090
GENRE + UMLS + GPT-3 G CUI-mapped 0.8278 0.7853 0.8060 0.8502 0.7712 0.8088

GENRE (Cao et al., 2021) G Long-tail 0.1662 0.1391 0.1515 0.7061 0.1229 0.2094
GENRE + UMLS G Long-tail 0.1833 0.1541 0.1674 0.6973 0.1381 0.2305
GENRE + GPT-3 G Long-tail 0.1902 0.1604 0.1741 0.7106 0.1436 0.2389
GENRE + UMLS + GPT-3 G Long-tail 0.1955 0.1629 0.1777 0.6861 0.1473 0.2425

Table 1: Results of symptom entity detection on the VAERS dataset. C (Classification) and G (Generation) denote
the type of each model. The generative models are more effective. Our data augmentation with UMLS and GPT-3
improves upon the generative model, GENRE, on long tail entities (last three rows).

and also we trained 5 epochs for each. All hyper-
parameters are set on the best validation scores.

Baselines. 1) String match: String match refers
to an approach that relies on exact same string
matches with symptom entities.
2) BERT/BioBERT/BART: Pre-trained LMs with
a multi-label classification setup.
3) MetaMap (Aronson and Lang, 2010): MetaMap
is a medical entity detection model provided by the
National Library of Medicine.2 Given the input
text, MetaMap returns entities mapped to UMLS
with confidence scores. We experimented with
thresholds {0.05, 0.1, 0.15, 0.2, 0.25, 0.3} and
regarded entities as positives over the threshold.
The threshold of 0.1 was determined on the best
validation score.

4.2 Results

Table 1 shows the results of our experiments. In
multi-label classification models, we observe that
pre-trained LMs do not outperform even the simple
string match algorithm; this is likely due to the chal-
lenges outlined in the Introduction. On the other
hand, the generative methods significantly boosts
the F1 score, achieving over 79.8% and 76.6% of
Macro and Micro F1 scores. Similarly, compared
to MetaMap, the proposed approach shows substan-
tial gains across all metrics.

In the experiments on the long-tail test set, the
models show low performances as we expected
because long-tail entities are scarce in the training

2https://lhncbc.nlm.nih.gov/ii/tools/MetaMap/run-
locally/MetaMap.html

set. However, when we train the model with each
augmented set, we find that our synthetic data can
help improve performance. Augmenting with both
UMLS and GPT-3 definitions increases scores by
2.62% and 3.31% in Macro and Micro F1 on the
long-tail test set. However, augmentation does not
change performance for common symptoms that
already have sufficient training data, as seen on the
Full and CUI-mapped test sets.

5 Related Work

In biomedical entity retrieval or entity linking,
BERT-based models, such as BioBERT (Lee et al.,
2019) or EnRuDR-BERT (Tutubalina et al., 2020),
are often used to classify or re-rank candidate en-
tities (Ujiie et al., 2021; Angell et al., 2021; Sung
et al., 2020; Sakhovskiy et al., 2021). In contrast
to previous work, we took a generative approach.
The Social Media Mining for Health Applications
(SMM4H) Workshop (Magge et al., 2021) has intro-
duced various shared tasks including normalization
of adverse drug effects (Miftahutdinov et al., 2020)
and detection of disease mentions in social media.

Approaches to overcome the problem of data
sparsity and long-tail training data distributions in-
clude: data sampling (Li et al., 2019; Akhbardeh
et al., 2021), cost-sensitive loss function (Lin et al.,
2018), regularization (Kim et al., 2022), semi-
supervised learning (Hangya et al., 2018), and
word/sentence level attention mechanism (Qing
et al., 2019).

The success of the few-shot generation demon-
strated by GPT-3 (Brown et al., 2020) has resulted
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in several studies that leverage GPT-3 for this pur-
pose (Gao et al., 2021; Schick and Schütze, 2020).
Kim et al. (2021) explores ways of leveraging ex-
ternal resources such as dictionaries or medical
documents. We use both a language model, in ad-
dition to a dictionary whose coverage is limited.

6 Conclusion

We studied the problem of vaccine side-effect de-
tection on real-world patient data. The characteris-
tics of this domain render traditional classification
approaches ineffective. Our experiments demon-
strated that combining a generative approach with
synthetic data from symptom definitions obtained
from a pre-trained LM and a medical dictionary can
help improve performance on rare symptoms. Ex-
ploring other approaches for learning with limited
data, is an avenue for future work.
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Abstract

Recognition of named entities present in text is
an important step towards information extrac-
tion and natural language understanding. This
work presents a named entity recognition sys-
tem for the Romanian biomedical domain. The
system makes use of a new and extended ver-
sion of SiMoNERo corpus, that is open sourced.
Additionally, the best system is available for di-
rect usage in the RELATE platform.

1 Introduction

The rapid advancement of Artificial Intelligence
(AI) technologies has led to the development of
different prominent fields of AI such as natural
language processing (NLP). NLP is able to provide
valuable information from large amounts of texts.
For example, in the COVID-19 pandemic situation,
NLP has played an important role in finding the
presence of disease (Cury et al., 2021).

Identifying text spans that refer to real-world
objects and categorizing them into a subject under
an entity, is known as Named Entity Recognition
(NER) (Nadeau and Sekine, 2007; Ananiadou et al.,
2004). However, each domain has its own types
of entities, for example, NER in the biomedical
domain implies identifying chemicals, symptoms,
ingredients, diseases, genes, dosage level, dosage
forms, active substances, etc.

Although the NLP community has invested a lot
of effort in developing BioNER systems for the
English language, obtaining important results, the
development of NER systems for other languages is
conditioned by the availability of quality resources,
such as gold annotated NER corpora. Moreover,
biomedical NER has multiple specificities that one
needs to address when developing an NER system:
spelling variations, huge amounts of abbreviations,
lengthy phrases, polysemy, cascaded constructions
(Mitrofan, 2017). Consequently BioNER is a chal-
lenging task and most of the time NER systems

need domain adaptation. In this paper we pro-
pose a NER system that uses pre-trained contex-
tual embeddings, XLM-RoBERTa (Conneau et al.,
2020), enhanced with an inhibitory mechanism
similar to the biological process of lateral inhibi-
tion (Cohen, 2011), that has as the main goal the
filtration of noisy information, in our case noise
can be associated with rare contexts or less oc-
curring entities. This system is trained on a new
version of SiMoNERo corpus, whose NER level
has been expanded with new entities (including
COVID pandemic-related entities) for a better cov-
erage of biomedical language.

This paper is organized as follows: in Section
2 we present related work, in Section 3 the Si-
MoNERo corpus is presented, Section 4 describes
the NER system architecture, while Section 5 gives
the results and finally conclusions are presented in
Section 6.

2 Related work

BioNER is an important task that aims to extract
key information from biomedical documents that
can be used in workflows to perform different func-
tionalities such as relation extraction, text mining,
etc. In recent years, pre-trained models, such as
BERT (Devlin et al., 2019) and BioBERT (Lee
et al., 2020) have made significant contributions to
the development of the NER task.

In the context of the 2020 Iberian Languages
Evaluation Forum (IberLEF) shared task, Xiong
et al. (2020) used BERT as the base module and
a machine reading comprehension framework was
proposed to identify and classify NEs that achieved
an F1-score of 0.87. Weber et al. (2021) devel-
oped HunFlair, a NER tagger, able to recognize
five biomedical entity types. It outperforms other
NER tagers with an average gain of 7.26% when
compared with other state-of-the-art biomedical
NER tools such as SciSpacy (Neumann et al., 2019)
or HUNER (Weber et al., 2020). HunFlair uses a
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character-level model that was pretrained on 3 mil-
lion full texts and 24 million biomedical abstracts.

Even though the performance of NER systems
for the biomedical domain for English has in-
creased lately, there is still room for improvement
until human annotators performance is reached.
The Romanian language, suffers from the scarcity
of NER systems for different subdomains, espe-
cially in the biomedical domain. One of the first
attempts to develop a biomedical NER tagger was
based on a Partitioned Convolutional Neural Net-
work for classification and used word-embeddings
computed from the Romanian section of Wikipedia,
concatenated with a medical sub-corpus (Mitro-
fan, 2017). This approach achieved an F1-score
of around 0.5. A more recent approach was based
on Bidirectional Long-Short-Term Memory (BiL-
STM) networks and obtained an F1-score of 0.81
(Mitrofan, 2019).

3 SiMoNERo corpus

SiMoNERo is the gold standard morphologically,
syntactically and named entity annotated Romanian
medical corpus. This corpus has three different de-
velopment stages. The first one was the creation of
the MoNERo corpus, a gold standard biomedical
corpus for Romanian language enhanced with two
types of annotations: morphological and named
entities specific to the biomedical domain (Mitro-
fan et al., 2019). The second development stage
was the addition of the syntactic annotations (Mi-
titelu and Mitrofan, 2020). The current phase is the
one in which the named entity annotation level was
enhanced by 10%, due to the addition of new rele-
vant sentences. Currently, SiMoNERo has 163,707
tokens, comprised in 5,418 sentences and 15,493
NEs.

SiMoNERo contains texts from three types of
documents: scientific medical literature books,
medical journal articles, and sites that offer expla-
nations on various medical topics. Regarding the
medical domain, the texts were chosen to belong
mainly to cardiology, diabetes, and endocrinology.

The annotation scheme of the corpus has three
different levels:

• The morphological level that had two develop-
ment stages: automatic annotation using the
TTL tool (Ion, 2007) and manual verification
of each tag. Currently, the POS-tags of the
newly added sentences are yet to be validated
by hand.

Type Average Stdev.
ANAT 1.64 0.82
CHEM 1.34 0.73
DISO 1.78 0.99
PROC 1.85 0.99

Table 1: The average size of NEs

• Named entity level that was developed by
two annotators. The annotation scheme
contains four semantic groups: anatomy
(ANAT), chemicals and drugs (CHEM), dis-
orders (DISO), and procedures (PROC). Each
entity is marked in Inside-Outside-Beginning
(IOB2) format (Sang and Veenstra, 1999),
where “B” denotes the beginning of a chunk
(a span of tokens) and “I” represents an in-
side of a chunk. “O” - labels highlight to-
kens that do not belong to a chunk. Figure 2
presents an excerpt of the corpus with anno-
tations ("Eritemul diabetic deseori mimează
erizipelul s, i de aceea este numit s, i eritem
pseudo-erizipeloid"/ "Diabetic erythema often
mimics erysipelas and and therefore it is also
called erysipeloid erythema"). In order to see
the guidelines for named entity annotation see
(Mitrofan et al., 2019). Currently, this level
of annotation was expanded with 2,176 new
NEs annotations: 385 (ANAT), 213 (CHEM),
566 (DISO), and 1,012 (PROC).

• Syntactic level that was added automatically
using NLP-Cube parser (Boroş et al., 2018).
Additionally, a manual validation process was
performed to ensure compatibility with Uni-
versal Dependencies (UD)1 validation tests.

After the corpus was expanded with new anno-
tations regarding the named entities level, all sen-
tences were shuffled and split into three files: train,
dev, and test. In order to evaluate our approach
we used 80% of the corpus sentences for training,
10% for development, and 10% for testing. Figure
2 shows the label distribution in the train, dev and
test sets. Y axis indicates the number of a particular
label in the data and Table 1 indicates that most of
the medical NEs are compound of more than one
token. This version of the corpus is freely available
for download and non-commercial use 2.

1https://universaldependencies.org/
2https://www.racai.ro/tools/text/
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Figure 1: Example of a sentence extracted from the corpus.

Figure 2: Label distribution in the train, dev and test data.

4 System architecture

For the purposes of this work we constructed a
state-of-the-art system for NER in the Romanian
biomedical domain using contextualized embed-
dings. Previous work relied solely on static em-
beddings. In order to compare the newly proposed
system with previous approaches we also trained a
system making use of static embeddings. This was
necessary since existing systems were trained on
the previous, smaller, version of the corpus, hence
no direct comparison was possible. Comparison
with older models is further made difficult by the
introduction of new terms (such as COVID-related).
The results for both systems, using static and con-
textual embeddings, are described in Section 5.

NER systems making use of transformer-based
models usually obtain the numeric representations
associated with input tokens which are then fed
into a linear layer. Finally a classification head is
used to obtain the predictions. In our approach, we
employed an additional layer inspired by the biolog-
ical process of lateral inhibition. In neurobiology,
this process is defined as the capacity of an excited
neuron to reduce the activity of its neighbors. This

new layer is inserted after the embeddings calcula-
tion and before the linear layer.

To emulate the way inhibitory inter-neurons
function, an embedding dimension value is either
allowed to pass unchanged to the next layer or set
to zero, depending on the other values. The forward
pass calculation is given in Equation 1, where X is
the layer’s input vector, associated with a token em-
bedding representation, Diag represents a matrix
with the diagonal set to the vector given as parame-
ter, ZeroDiag is the matrix with the value zero on
the diagonal, and W and B represent the weights
and bias. Θ is the Heaviside function, described in
Equation 2.

F (X) = X ∗Diag(Θ(X ∗ZeroDiag(W )+B))
(1)

Θ(x) =

{
1, x > 0
0, x ≤ 0

(2)

The problem of computing a derivative for the
Heaviside function in the backward pass was over-
come by approximating the Heaviside function
with the sigmoid function using a scaling parameter
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as suggested by Wunderlich and Pehle (2021). This
approximation was used only in the backward pass,
while in the forward pass the Heaviside function
was used as it is. This approximation technique is
also known as surrogate gradient learning (Neftci
et al., 2019) allowing the use of a non-differentiable
function in the forward pass (e.g. the Heaviside
function) while using a different function for ap-
proximating the derivative in the backward pass.
The derivative of the sigmoid function is given in
Equation 4, where σ(x) is the same as in Equation
3.

σ(x) =
1

1 + e−kx
(3)

σ′(x) = kσ(x)σ(−x) (4)

5 Results

Lee et al. (2020) has shown that contextual word
representations trained on domain-specific biomed-
ical corpora, such as BioBERT, largely outperforms
BERT (Devlin et al., 2019) and previous state-of-
the-art models in a variety of biomedical text min-
ing tasks, including NER. However, for the Ro-
manian language there is currently no contextual
embedding model trained specifically on biomedi-
cal text. Therefore, for the purpose of this work we
were forced to use either static word embeddings,
trained on domain-specific data, or general-domain
contextual models.

With regard to static word embedding models,
Păis, and Tufis, (2018) have trained and published
models using the Representative Corpus of Contem-
porary Romanian Language (CoRoLa) (Barbu Mi-
titelu et al., 2019; Cristea et al., 2019). The au-
thors have shown that due to the nature of the
CoRoLa corpus, the models outperform existing
ones, such as WikiPedia based models. Further-
more, the CoRoLa-based embeddings were previ-
ously used in constructing a Romanian language
legal-domain NER system (Păis, et al., 2021; Păis,
and Mitrofan, 2021b).

Following the approach of Păis, and Mitrofan
(2021a), we wanted to explore the impact of using a
combination of different word embeddings. Hence,
we trained domain-specific static word representa-
tions on the BioRo corpus (Mitrofan and Tufis, ,
2018), using the FastText toolkit3 (Bojanowski

3https://fasttext.cc/

Model F1
CoRoLa 76.85
BioRo_5 77.31
BioRo_20 75.78
CoRoLa + BioRo_5 77.02

Table 2: Overall F1 scores using static word embedding
models

et al., 2017). The resulting models can be down-
loaded from the RELATE platform4 (Păis, et al.,
2020).

We employed a recurrent neural network archi-
tecture, using Long Short Term Memory (LSTM)
cells, representing tokens by means of pre-trained
word embeddings with additional character embed-
dings, computed on the fly. The actual prediction
is performed by a final Conditional Random Fields
(CRF) layer. Implementation was realized using the
NeuroNER5 package (Dernoncourt et al., 2017).

The results obtained using the static word repre-
sentation models are given in Table 2. The domain-
specific word embeddings BioRo_5 achieves the
best F1 score of 77.31%. This model contains rep-
resentations for words appearing at least 5 times
in the BioRo corpus. This result was expected
since domain-specific models are known to per-
form better than general models. However, we
were expecting to see an improvement when using
the combination of general and domain-specific
models. We assume the result given in Table 2 is
due to the CoRoLa model being too general, while
the SiMoNERo corpus contains only specialized
text.

Contextual word representation models specifi-
cally created for Romanian language include Ro-
manian BERT (Dumitrescu et al., 2020), RoBERT
(Masala et al., 2020), JurBERT (Masala et al.,
2021). Nevertheless, these models were not trained
on biomedical text. However, Romanian language
is also present in multilingual models, such as
mBERT (Devlin et al., 2019) and XLM-RoBERTa
(Conneau et al., 2020). Lewis et al. (2020) recently
showed that RoBERTa-based models produce state-
of-the-art results in biomedical and clinical tasks.
Therefore, we explored using the XLM-RoBERTa
model with the system described in Section 4.

The results for the newly introduced system are

4https://relate.racai.ro/index.php?
path=lrlt/models

5http://neuroner.com/
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Entity P R F1
ANAT 84.04 87.75 85.85
CHEM 82.64 89.25 85.82
DISO 84.72 86.35 85.53
PROC 76.47 77.69 77.08
Overall 82.73 85.87 84.27

Table 3: Results obtained with the proposed system

presented in Table 3. As expected, contextualized
embeddings provide better results, even though
they are not produced from domain-specific text.
The hardest entity to predict is PROC, which we
consider to be a result of the relatively low num-
ber of examples present in the corpus, given the
complexity associated with this entity type (see Ta-
ble 1). The ANAT entity type is the least common
entity type, yet it is predicted to have the highest
F1 score. We consider this to happen due to the
reduced complexity of the entity type.

We further compared the results obtained with
the newly introduced lateral inhibition layer with
the same system without this layer. The overall F1
score was 83.42%, thus the new layer accounted for
0.85% improvement, under similar conditions (the
same dataset split, the same contextual embeddings
model, similar hyper-parameters).

6 Conclusion

This paper introduced a neural named entity recog-
nition system adapted for the Romanian biomedi-
cal domain. It employed the new extended version
of SiMoNERo corpus for training and evaluation.
The proposed NER system uses pre-trained con-
textual embeddings, XLM-RoBERTa, and an in-
hibitory layer, inspired by the biological process
of lateral inhibition. This work can make signifi-
cant contribution in helping researchers interested
in domain-specific NER both for Romanian and for
other languages. In addition, the lateral inhibition
mechanism has the potential to be applied in other
tasks as well. Currently, it has been successfully
applied in our system that participated in the Se-
mEval 2022 shared task on Multilingual Complex
Named Entity Recognition (MULTICONER)6.

The resulting NER system is available for on-
line usage through the RELATE platform7. The
source code is freely available from our GitHub

6https://multiconer.github.io/
7https://relate.racai.ro/index.php?

path=ner/demo

repository8.
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Abstract

Recognizing biomedical entities in the text has
significance in biomedical and health science
research, as it benefits myriad downstream
tasks, including entity linking, relation extrac-
tion, or entity resolution. While English and
a few other widely used languages enjoy am-
ple resources for automatic biomedical entity
recognition, it is not the case for Bangla, a
low-resource language. On that account, in
this paper, we introduce BanglaBioMed, a
Bangla biomedical named entity (NE) anno-
tated dataset in standard IOB format, the first
of its kind, consisting of over 12000 tokens an-
notated with the biomedical entities. The cor-
pus is created by collecting Bangla text from a
list of health articles and then annotated with
four distinct types of entities: Anatomy (AN),
Chemical and Drugs (CD), Disease and Symp-
tom (DS), and Medical Procedure (MP). We
provide the details of the entire data collection
and annotation procedure and illustrate vari-
ous statistics of the created corpus. Our de-
veloped corpus is a much-needed addition to
the Bangla NLP resource that will facilitate
biomedical NLP research in Bangla.

1 Introduction

The named-entity recognition (NER) frameworks
aim to identify named entities (NE) mentioned in
unstructured text documents and then categorize
them into predefined domain-specific classes such
as person or organization names, medical codes,
chemical compounds, and food ingredients. Di-
verse sets of named entity (NE) annotated datasets
have been created by researchers in varied do-
mains such as clinical domain (Doğan et al., 2014),
food domain (Stojanov et al., 2021), astronomy
(Murphy et al., 2006), biological domain (Hast-
ings et al., 2016). Due to the essence of NE for un-
derstanding biomedical concepts such as diseases,
chemicals, and proteins, a number of studies fo-
cused on building NER corpora for the biomedical

domain as it can aid researchers in finding relevant
concepts and speed up the process of biomedical
scientific discovery.

In English and a few other major languages,
various NE corpora representing biomedical en-
tities are publicly available (Kim et al., 2003;
Kolárik et al., 2008). However, in Bangla, such
a biomedical NE annotated dataset does not exist
as NLP research in Bangla is still in infancy ex-
cept in a few areas such as sentiment analysis (Bo-
dini, 2022; Sazzed and Jayarathna, 2019; Faruque
et al., 2021; Sazzed, 2020a; Bhowmick and Jana;
Sazzed, 2020b), hate and abusive language detec-
tion (Karim et al., 2021; Sazzed, 2021a; Ishmam
and Sharmin, 2019; Sazzed, 2021b). With the
growing popularity of telemedicine and the avail-
ability of health and medical-related data written
in Bangla, developing a Biomedical Named Entity
Recognition (NER) system in Bangla is a pressing
necessity.

For developing a sophisticated NER system, it
is essential to have at least a moderate amount
of annotated data. In particular, the generalizabil-
ity and performances of the machine learning ap-
proaches (especially the deep learning-based mod-
els) heavily rely on the quantity of available anno-
tated data. Hence, in this study, we introduce a
biomedical NE dataset, the first of its kind, for the
low-resource Bangla. The dataset is created by re-
trieving biomedical and health-related textual con-
tent from a number of health articles. The text data
are then tokenized and annotated with four types
of entities: Anatomy (AN), Chemical and Drugs
(CD), Disease and Symptoms (DS), and Medical
Procedure (MP). The final corpus contains around
2000 tokens representing one of the four types
of biomedical NE mentioned above and around
10000 non-entity tokens.

1.1 Contributions

The main contributions of this study are:
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• To address the lack of annotated data in the
Bangla biomedical and health domain, we
collect a biomedical corpus, BanglaBio, con-
sisting of around 12000 tokens (i.e., primarily
words).

• We manually annotate the corpus in token-
level (mainly words) in four different classes
of entities, Anatomy (AN), Diseases and
Symptoms (DS), Chemical and Drug (CD),
and Medical Procedure (MP).

• We provide the statistics of the frequency and
structures of various types of entities present
in the corpus and make the corpus publicly
available for researchers 1.

2 Related Work

Although English and some other languages
standardized entity annotated (i.e., IOB format)
Biomedical corpora are available for the NER task,
to the best of our knowledge, such resources do not
exist in Bangla.

2.1 English Biomedical corpus

In English, a number of biomedical corpora ex-
ists with various types of entity annotations such
as GENIA corpus (Kim et al., 2003), GENETAG
corpus (Tanabe et al., 2005), SCAI IUPAC corpus
(Kolárik et al., 2008), CellFinder corpus (Neves
et al., 2012).

Pyysalo et al. (2007) presented BioInfer (Bio
Information Extraction Resource), an annotated
corpus of biomedical text consisting of 1100 sen-
tences collected from abstracts of biomedical re-
search articles. Kim et al. (2008) introduced
single-facet annotation and semantic typing to the
existing annotations in the GENIA corpus. The
new annotation was performed on half of the GE-
NIA corpus, consisting of 1,000 Medline abstracts.
Giorgi and Bader (2020) introduced biomedical
named entity recognition (BioNER) system for
biomedical information extraction. To improve the
generalizing ability of BioNER, the authors pro-
posed an improved regularization technique using
variational dropout, transfer learning, and multi-
task learning.

Karimi et al. (2015) created CSIRO Adverse
Drug Event Corpus (CADEC) consisting of

1https://github.com/sazzadcsedu/
BanglaBioMed.git

patient-reported Adverse Drug Events (ADEs) col-
lected from various medical forum posts. The au-
thors performed multi-stage annotations for enti-
ties such as drugs, adverse effects, symptoms, and
diseases. Scepanovic et al. (2020) proposed sev-
eral approaches to accurately extract a wide vari-
ety of medical entities such as symptoms, diseases,
and drug names collected from varied social me-
dia sources, and validated this approach on a large-
scale Reddit dataset.

2.2 Non-English Biomedical corpus

For the French language, the Unified Medical
Lexicon for French (UMLF) has been created by
Zweigenbaum et al. (2005). For Swedish, an an-
notated gold standard corpus of medical records
was developed by Velupillai (2012). Mowery et al.
(2012) proposed a clinical uncertainty and nega-
tion taxonomy and mapped an English annotation
schema to a Swedish schema.

Mitrofan and Tufiş (2018) presented a biomedi-
cal corpus in the Romanian language, which was
collected in the contexts of the CoRoLa project,
the reference corpus for the contemporary Roma-
nian language. The authors described various
statistics about the corpus and data-composition
and annotation procedures. Carrino et al. (2021)
introduced CoWeSe (the Corpus Web Salud Es-
pañol), the largest Spanish biomedical corpus to
date, consisting of around 750M tokens of clean
plain text. The CoWeSe was created by crawling
over 3000 Spanish documents.

Sun and Yang (2019) employed two language
models, Multilingual BERT and BioBERT, to
identify chemical and protein entities from the
Spanish biomedical NER corpus PharmaCoNER
(Gonzalez-Agirre et al., 2019). The author showed
that transferring knowledge learned from large-
scale source datasets to the target domain offers
an effective solution for the PharmaCoNER task.

3 Creation of BanglaBioMed

3.1 Data Collection and Pre-processing

Unlike English, where a large number of scientific
publications are available for extracting biomedi-
cal named entities, in Bangla, such resources do
not exist, as researchers hardly publish scientific
articles in Bangla. Hence, we use alternative
sources for extracting biomedical text data. We
leverage a set of health articles authored by med-
ical physicians and published in the most popular
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Figure 1: Examples of entities representing varied structures

Bangladeshi daily newspaper, Prothom Alo 2. The
health-related articles are chosen from the newspa-
per’s official website. All the text data of the arti-
cles are manually excerpted for annotation. The
excerpted texts are then segmented into sentences
based on the ’|’ delimiter, which is equivalent to
the English ’full stop(.)’ delimiter. Afterward,
each sentence is tokenized into words and punc-
tuations.

3.2 Entity Types
Similar to Mitrofan (2017), the following four
types of entities are considered in the annotation
process.

• Anatomy (AN): This entity label portrays the
structure of the human body, especially as
revealed by dissection and the separation of
parts. This type of entity is common in health
and medical text. Some examples include-

মাথা (Head), হাত (Hand), পা (Leg), েকামর
(Waist)

• Chemicals and Drugs (CD): This en-
tity label indicates the presence of chem-
ical and drug-related terms in the tokens.
Some examples are- ইনসুিলন (insulin), ফিলক
অয্ািসড (Folic Acid), িভটািমন িস (Vitamin C),
হাইেñাকুইেনান (Hydroquinone)

• Disease and Symptom (DS): This entity cat-
egory includes names and descriptions of var-
ious diseases and symptoms (i.e., features ap-
pearing to the patients as conditions of the
diseases). The following entities are some of
the examples of this category- কয্ানসার (Can-
cer), হাঁপািন, েùশার, (Pressure ) ļাসকţ, (Short-
ness of breath) ũূলতা , (Obesity)

2https://www.prothomalo.com/life/
health

• Medical Procedures (MP): The entity of this
group indicates laboratory procedures, the
therapeutic or preventive procedures used for
medical treatment. The followings are some
examples- অিũমĞা ùিতũাপন, (Bone marrow
transplantation) কেলানেŧািপ (Colonoscopy),
Šাড ïাňিফউশন (Blood transfusion).

3.3 Entity Annotation Guidelines

We perform the entity annotation at the sentence
level. Duplicate entities within a sentence or the
corpus are annotated independently (all the occur-
rences of the same entity are labeled). We ob-
serve that most entities constitute single or multi-
ple words without intervening with other entities
(i.e., simple entities). Nevertheless, there exist
entities that partially overlap with another; these
types of entities can be referred to as complex en-
tities (Examples shown in Figure 1).

Besides, we find that some entities are entirely
embedded (nested) within another entity. Espe-
cially, the entities from the Anatomy (AN) class
often are embedded into the Disease and Symptom
(DS) category. To give an example, the DS entity
back pain contains back entity from AN class. For
this type of overlapping scenario, the longer en-
tity is considered as the "top-level" entity, while
its sub-part(s) is deemed as the "nested" entity.
Most of the well-known NE annotated corpora em-
ployed the non-nested approach, where the words
are annotated based on the top-level entity (Sang
and De Meulder, 2003).

We do not consider co-referential or anaphoric
references to the entity during annotation. The in-
tensifier (e.g., slightly/severe) or possessive adjec-
tives are not included in the entity to keep the an-
notation consistent across the corpus. The annota-
tion is performed by an annotator who possesses a
university-level education. The annotated label is
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Figure 2: Examples of entity annotation within the sentences

further verified by a medical professional.

3.4 Entity Tagging

To make the annotated corpus suitable for the au-
tomatic NER task, we follow the standard IOB2
format (Tjong Kim Sang and Veenstra, 1999). The
IOB2 format is described below,

B: The term ’B’ indicates the beginning of a par-
ticular type of entity (i.e., the first token of an en-
tity)

I: ’I’ represents a token is a part of an already
initiated entity,

O: ’O’ indicates a token is not part of any entity
of interest. All tokens outside the entity of interest
are labeled as O.

3.5 Corpus Statistics

Table 1: The length distributions of unique entities of
various types (in words)

Entity Type Entity Length Total
(# words)

1 / 2 / 3 / >= 4
AN 105 /16 /0 /0 121
DS 190 /167 /64 /52 473
CD 79 /28 /1 /0 108
MP 41 /29 /3 /0 73

Table 1 shows the word length distributions of
various types of entities. We find most of the enti-
ties contain a single word, while some comprising
of two words. For example, the AN group con-
tains close to 90% entities having a single word.
The lengthy entities of over two words primarily
belong to the DS category.

As shown in Table 2, the corpus has an un-
balanced distribution regarding various types of
entities. The most dominant entity type is DS,

Table 2: Statistics of various metrics in the annotated
corpus

Metric Count
#Tokens 11196

#Sentences 818
#Words with entity tag 1968

#Non-entity Words 9228
Average sentence length 13.68

Average number of entity per sentence 1.62
Entity Tag Count

AN-B 259
AN-I 16
DS-B 699
DS-I 510
CD-B 102
CD-I 45
MP-B 269
MP-I 68
Total 1968

which is expected since these source articles con-
tain more information related to various diseases
and related symptoms. Among the 2000 biomed-
ical entity annotated tokens present in the corpus,
around 60% represent the DS category. The low-
est presence is observed for the entities belonging
to the CD category.

4 Summary and conclusion

In this study, we introduce a Bangla biomedi-
cal named entity annotated corpus created from
a number of Bangla health articles. To the best
of our knowledge, this is the first biomedical NE
annotated corpus in Bangla (Bengali) in standard
IOB format created for biomedical text mining.
We report detailed annotation guidelines and pro-
cedures of the annotation. Moreover, we pro-
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vide the various statistics of four different types
of biomedical entities: AN, DS, CD, and MP, in
the annotated corpus. We have made the corpus
publicly available for the researchers. The future
work will focus on enhancing the size of the anno-
tated corpus and creating strong baselines for au-
tomatic NER tasks by incorporating transformer-
based language models. Besides, we will investi-
gate how to leverage cross-lingual resources from
other languages, such as English, to improve the
performance of the NER task.
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Abstract
The International Classification of Diseases
(ICD) system is the international standard for
classifying diseases and procedures during a
healthcare encounter and is widely used for
healthcare reporting and management purposes.
Assigning correct codes for clinical procedures
is important for clinical, operational and finan-
cial decision-making in healthcare.

Contextual word embedding models have
achieved state-of-the-art results in multiple
NLP tasks. However, these models have yet to
achieve state-of-the-art results in the ICD clas-
sification task since one of their main disadvan-
tages is that they can only process documents
that contain a small number of tokens which is
rarely the case with real patient notes. In this pa-
per, we introduce ICDBigBird a BigBird-based
model which can integrate a Graph Convolu-
tional Network (GCN), that takes advantage
of the relations between ICD codes in order to
create ‘enriched’ representations of their em-
beddings, with a BigBird contextual model that
can process larger documents. Our experiments
on a real-world clinical dataset demonstrate the
effectiveness of our BigBird-based model on
the ICD classification task as it outperforms the
previous state-of-the-art models.

1 Introduction

Real-world data in healthcare refers to patient data
routinely collected during clinic encounters such as
visits and hospitalization. After each clinical visit,
a set of codes representing diagnostic and procedu-
ral information are submitted to various regulatory
agencies (Farkas and Szarvas, 2008). The Interna-
tional Classification of Diseases (ICD) system is
the most widely used coding system, maintained by
the World Health Organization (Avati et al., 2018).
Assigning the most appropriate codes is an impor-
tant task in healthcare since erroneous ICD codes
could seriously affect the organization’s ability to
accurately measure the patient outcome (Ji et al.,
2020).

Contextual word embedding models (such as
ELMo (Peters et al., 2018) and BERT (Devlin
et al., 2019)) have achieved state-of-art results in
many NLP tasks. However, recent attempts of us-
ing contextual models on the ICD classification
task have failed to achieve state-of-the-art results
(Zhang et al., 2020) mainly due to the fact that they
can only process documents that contain a small
number of tokens. Advances such as the BigBird
model (Zaheer et al., 2020) allows contextual mod-
els to process long documents, thus reducing the
risk of losing information from the original texts.

In this paper, we present a novel model for the
ICD classification task. Specifically: (i) we are
the first, to the best of our knowledge, to propose
the combined usage of a Graph Convolutional Net-
work (based on the normalized point-wise mutual
information) and a contextual embedding model
for the ICD classification task; (ii) we introduce
a novel attention layer on top of a BigBird model
which has the ability to process long documents;
and (iii) our experiments on a real-world clinical
dataset demonstrate the effectiveness of our ICD-
BigBird model on the ICD classification task as it
outperforms previous state-of-the-art models.

2 Proposed ICDBigBird Model

Figure 1: ICDBigBird model architecture
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2.1 ICD Graph Convolutional Network
A Graph Convolutional Network (GCN) (Kipf and
Welling, 2017) is a neural network architecture that
can capture the general knowledge about the con-
nections between entities. Specifically, GCN builds
a symmetric adjacency matrix based on a prede-
fined relationship graph, and the representation of
each node is calculated according to its neighbours.

We use a GCN to capture a more ‘enriched’ rep-
resentation for each of the ICD codes. In order
to use the ICD-GCN, we first construct the adja-
cency matrix A ∈ Rn×n (where n is the number
of unique ICD codes) to represent the connections
of ICD codes by using the normalized point-wise
mutual information (NPMI) (Lu et al., 2020):

NPMI(i, j) = − 1

log p(i, j)
log

p(i, j)

p(i)p(j)
(1)

where i and j are different ICD codes and p(i, j) =
N(i,j)
N , p(j) = N(j)

N and N(i, j) is the number of
documents that are labeled with both i and j codes,
N(i) is the number of documents that are labeled
with the i code and N is the total number of docu-
ments of the training set that our model was trained
on. We create an edge between two codes if their
NPMI value is greater than a threshold. We em-
pirically set the threshold to 0.2 by experimenting
with different threshold values.

It should be noted that we decided to create the
adjacency matrix of the ICD-GCN by taking advan-
tage of the NPMI values instead of considering the
hierarchical associations of the ICD codes because
we mainly focused on the task of classifying the
top 50 most frequent ICD codes (Shi et al., 2017),
where we found that there exists little to no hierar-
chical connection between these codes.

We then construct a definition (sentence) embed-
ding matrix for all the ICD codes using their ICD-9
(sentence) definitions from the MIMIC III dataset
(Johnson et al., 2016) and the pre-trained sentence
transformer embedding model in (Reimers and
Gurevych, 2019), which has been shown to out-
perform other state-of-the-art sentence embedding
methods.

An updated representation of all ICD codes from
the ICD-GCN is calculated as follows:

Û = Relu(ÂXW ) (2)

where X ∈ Rn×m is the definition embedding ma-
trix, n is the number of ICD codes, m is the size

of the sentence-definition embedding of each ICD
code, W ∈ Rm×h is the weight matrix, h is the Big-
Bird’s hidden dimension and Â = D− 1

2AD− 1
2 is

the normalized symmetric adjacency matrix where
Dii =

∑
j Aij .

Finally, we concatenate the output of the ICD-
GCN with the initial embeddings of the ICD codes
in order to get a richer representation of the codes
(Rios and Kavuluru, 2018):

U = Û ∥X,U ∈ Rn×(m+h) (3)

2.2 ICDBigBird Model

Assume a discharge summary has n words, the
model’s tokenizer generates tokens for each word
in the document. Afterwards the tokens are passed
through multiple attention-based layers and the
model produces the final contextual representation
of the document H ∈ Rt×h where t = 4096 is the
number of tokens and h is the BigBird’s hidden
dimension. We use a fully connected linear layer
for the creation of Ĥ which is the final embedding
representation of the BigBird’s embeddings:

Ĥ = Relu(HW1) (4)

where Ĥ ∈ Rt×(m+h) and W1 ∈ Rh×(m+h). Af-
terwards, we apply a per-label attention mecha-
nism, in order to showcase the most relevant in-
formation to the ICD codes in the contextual rep-
resentation of each document. Formally, using
U ∈ Rn×(m+h) which is the ‘updated’ ICD code
sentence-definition embedding matrix, we can com-
pute the attention as:

A = SoftMax(UĤ⊤) (5)

where A ∈ Rn×t. After the calculation of the
attention score, the output of the attention layer is
calculated as:

V = AĤ (6)

where V ∈ Rn×(m+h). Given the ‘updated’ repre-
sentation V , we can compute a probability for each
label l by using a pooling operation and a sigmoid
transformation over the linear projection of V :

ŷ = σ(pooling(V ◦W )) (7)

where W ∈ Rn×(m+h). As the ICD task is a multi
label scenario, the loss function that is typically
used is a multi-label binary cross entropy loss:
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AUC-ROC F1
Model Macro Micro Macro Micro P@5

DRC.(Mullenbach et al., 2018) 88.4 91.6 57.6 63.3 61.8
LEAM (Wang et al., 2018) 88.1 91.2 54.0 61.9 61.2
HyperCore (Cao et al., 2020) 89.5±0.3 92.9± 0.2 60.9 ± 0.1 66.3 ± 0.1 63.2 ± 0.2
Mult.CNN (Li and Yu, 2020) 89.9± 0.4 92.8 ± 0.2 60.6±1.1 67.0±0.3 64.1±0.1
DCAN (Ji et al., 2020) 90.2±0.6 93.1±0.1 61.5±0.7 67.1±0.1 64.2±0.2
ICDBigBird 90.0±0.5 92.9 ±0.2 63.1±0.5 69.6±0.1 65.4±0.1
ICDBigBird (validation split) 91.0±0.6 93.3 ±0.1 64.1±0.4 70.4±0.1 65.1±0.3

Ablation Study
BERT(Devlin et al., 2019) 80.3±0.4 84.4 ±0.5 43.7±0.2 51.4±0.5 51.9±0.3
BioBERT(Lee et al., 2019) 81.3±0.5 85.5 ±0.4 46.3±0.3 54.6±0.3 54.2 ±0.4
Bio_C.(Alsentzer et al., 2019) 81.7±0.4 85.8 ±0.5 46.4±0.3 54.3 ±0.4 53.2±0.4
BigBird (512 tokens) 80.4±0.2 83.9 ±0.3 44.9±0.5 52.1±0.3 51.2±0.4
BigBird (without attention) 86.7±0.5 90.4 ±0.3 55.2±0.4 64.8±0.2 62.5±0.3
Linear Attention 88.4±0.5 91.2 ±0.2 60.2±0.2 67.8±0.3 63.6±0.5
R. embedding 89.2±0.4 91.8 ±0.5 60.8±0.2 67.8±0.2 63.2±0.1

Table 1: Results of mean± standard deviation of three runs of the ICDBigBird model on the test split of the MIMIC-
III dataset for the top 50 most frequent ICD codes; We also provide the performance of previous state-of-the-art
models using the same test set; Bio_C. is Bio_ClinicalBERT; DRC. is DR-CAML; R. embedding is a model with a
random initialization of the embeddings of the codes; we also include the results on the validation split of MIMIC
III; Best values on the test set are bolded

LBCE(y, ŷ) =

n∑

i=1

(yilog(ŷi)

+ (1− yi)log(1− ŷi)) (8)

where y is the ground truth label and ŷ are the
ICD codes that our model predicted for each doc-
ument. However, due to the extremely imbalance
nature of the ICD codes we chose to adopt the
Label-Distribution Aware Margin (LDAM) (Cao
et al., 2019). In the LDAM loss function the output
value is subtracted by a label-dependent margin ∆i

before the sigmoid function:

ŷ′ = σ(pooling(V ◦W )− 1(yi = 1)∆i) (9)

where 1(.) outputs 1 if yi=1 and ∆i =
C

n
1/4
i

where

ni is number of instances of the i ICD code in the
training data and C is constant. Thus we use the
LLDAM = LBCE(y, ŷ

′).

3 Experiments

3.1 Dataset
Following previous research work in the ICD clas-
sification task (Mullenbach et al., 2018; Ji et al.,
2020; Li and Yu, 2020), we conducted our exper-
iments on the subset of the English Multiparam-
eter Intelligent Monitoring in Intensive Care III

(MIMIC-III) dataset (Johnson et al., 2016) with the
top 50 most frequent ICD codes (Shi et al., 2017).
Our experiments on this dataset are consistent with
its intended use, as it was created and shared for re-
search purposes (as it stated in its license1). Finally,
we manually checked the dataset to investigate the
existence of information that uniquely identifies in-
dividual people and offensive content, however, we
did not find any indication of either of them. We ex-
tract the free-text discharge summaries and clinical
notes, containing the 50 most frequent ICD codes,
from the MIMIC III dataset and we concatenate the
discharge summaries and notes from the same hos-
pitalization admission into one single document.
We use the training/validation/testing split from
(Mullenbach et al., 2018; Li and Yu, 2020) for a fair
comparison. The document set size of our subset
of MIMIC-III is 8066 for training, 1573 for valida-
tion and 1729 for testing respectively. Following
the prepossessing procedures outlined in (Ji et al.,
2020), the documents are tokenized and each token
is converted to lowercase. Any token that contains
no alphabetic characters is removed. Instead of
truncating the documents to 2500 words, we set
the token size limit to 4096 for our ICDBigBird
model to take full advantage of the information that

1https://tinyurl.com/mimic-licence
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can be extracted from each document as there are
1345 documents that contain more than 2500 words
(with maximum, minimum and average length of
7567, 105, 1609 words respectively).

3.2 Experimental Setup

We provide the search strategy and the bound for
each hyperparameter as follows: the batch size is
set between 32 and 64, and the learning rate is cho-
sen between the values 2e-5, 3e-5 and 5e-5. We
set the number of training epochs between 25 and
30 epochs to allow for maximal performance. The
best values are chosen based on micro-F1 scores2

in the validation set. The final hyper-parameters
selection of our ICDBigBird model is batch size 32,
learning rate 2e-5, trained on 30 epochs and we em-
pirically set the the C constant of the LDAM loss to
2. We also use the AdamW optimizer (Loshchilov
and Hutter, 2019) to optimize the parameters of the
model.

All the contextual embedding models are imple-
mented using the transformers library (Wolf et al.,
2020) on PyTorch 1.7.1. All experiments are exe-
cuted on a Tesla K80 GPU with 64GB of system
RAM on Ubuntu 18.04.5 LTS.

3.3 Results

We benchmark our ICDBigBird model against ex-
isting state-of-the-art models for the top 50 most
frequent ICD classification task. For all models we
evaluate the micro and macro averaging F1 score,
the receiver operating characteristic curve (AUC-
ROC) and the precision at k codes with k=5 (P@5).
In Table 1, we can observe that our model out-
performs all other models in the micro and macro
averaging F1 and in the P@5 score with compara-
ble performance on the other two metrics (with the
DCAN model (Ji et al., 2020) achieving the best
AUC-ROC results). Finally, our model contains
110565170 parameters with average running time
of 893354 sec.

3.4 Ablation Study

In order to evaluate the effect of each feature on
the performance of ICDBigBird, we conduct an
ablation study. The results are presented in Table
1. (i) Firstly, we investigate whether the ability
of the BigBird model to process large documents
can boost the performance of our model. It can be
observed that contextual model architectures that

2https://github.com/jamesmullenbach/caml-mimic

can process small documents of at most 512 tokens
(Bert, Biobert, Bio_ClinicalBert) cannot achieve
the performance of a BigBird architecture even if
these models were pre-trained on medical docu-
ments (BioBert and Bio_ClinicalBert). (ii) Fur-
thermore, we examine the performance of the Big-
Bird model when we artificially limit the length
of the documents to 512 tokens (BigBird 512 to-
kens) which is the maximum number of tokens that
the BERT model can process. We observe that the
performance improvement brought by the BigBird
model is lost, making the performance of the Big-
Bird model equivalent to the BERT model. This ex-
periment demonstrates that one of the main reasons
for the BigBird model outperforming the BERT
model is the utilization of additional information in
larger documents (4096 tokens) for the ICD auto-
matic encoding task. (iii) In addition, we examined
the effect of the GCN model by testing the perfor-
mance of contextual embeddings without enriching
them with information from the definitions of the
codes through an attention mechanism (BigBird
without attention) by having an ICD classifier on
top of the [cls] token and by substituting the GCN
attention mechanism with the typical linear atten-
tion mechanism (Linear Attention) (Mullenbach
et al., 2018). It can be observed that our model ben-
efits from the attention mechanism as without it, it
cannot achieve optimal performance. Also, the fact
that the GCN graph attention mechanism achieves
a better performance than a typical linear attention
mechanism is a strong indication that the connec-
tions between the ICD codes can provide valuable
information. (iv) Finally, we investigated the effect
of using the definitions of the codes to initialize
their embeddings. In our experiments a model with
a random initialization of the embeddings of the
codes (R. embedding) achieved sub-optimal per-
formance and thus we can conclude that using the
codes’ definitions to initialize their embeddings
have a positive effect on the model’s performance.

3.5 Discussion-Related Work

Recent development in NLP has introduced deep
learning models that can achieve optimal perfor-
mance on the ICD classification task. In (Shi et al.,
2017), the authors introduced a new model that
used word/character embeddings and recurrent neu-
ral networks (LSTM) to generate representations
of the diagnosis descriptions and of the ICD codes.
In addition, the authors in (Mullenbach et al., 2018)
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introduced an attention based convolutional neu-
ral network (CNN) model which incorporates an
attention mechanism in order to identify the most
relevant segments that contain medical informa-
tion.

Furthermore, prior work has explored the use
of GCNs for the ICD classification task (Rios and
Kavuluru, 2018; Chalkidis et al., 2020) and our
attention mechanism can be viewed as an extension
of the structured attention mechanism of (Cao et al.,
2020). However, some of the differences between
the models are that: (i) Our work uses a normalized
point-wise mutual information policy to create the
edges, while the model in (Cao et al., 2020) used
the co-appearing values to create a weighted graph.
This is a key difference in the ICD coding problem
as the method in (Cao et al., 2020) does not capture
the relation between two highly correlated but ‘un-
popular’ codes. (ii) In addition, the authors in (Cao
et al., 2020) created the code embedding vectors by
averaging the word embeddings of its descriptor,
and our work uses pre-trained sentence embedding
models which have achieved better performance.
(iii) Finally, the model in (Cao et al., 2020) used a
Convolution Neural Network (CNN) encoder while
our work used a contextual (BigBird) model to pro-
duce document embeddings.

The results of the experiments indicate that these
changes are important for the ICD classification
task by demonstrating that a contextual model can
achieve state-of-the-art results for this task.

4 Conclusion and Future Work

We present the ICDBigBird model, which is a novel
contextual model for the ICD coding task. ICDBig-
Bird has the ability to integrate a graph embedding
model that takes advantage of the relations between
ICD codes with a BigBird contextual model that
can process larger documents. Experiments on the
MIMIC III have shown that the ICDBigBird model
outperforms previous state-of-the-art models. As
for future work, we plan to address the limitations
of this study including (i) testing ICDBigBird in
other medical datasets to examine its generalizabil-
ity, strengths and limitations, (ii) experimenting on
the task of classifying the full ICD code set and
(iii) examining the performance of the model in
datasets of other languages (Almagro et al., 2020).
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Ethical Consideration

The ICD coding task is crucial for making clini-
cal, operational and financial decision in health-
care. Traditionally, medical coders review clinical
documents and manually assign the appropriate
ICD codes by following specific coding guidelines.
Models such as our ICDBigBird could help to re-
duce time and cost in data extraction and reporting
significantly.

However, we need to be aware of the risks of
over-relying on any automatic encoding model. No
matter how efficient an automatic encoding model
is, it is still possible to misclassify patients’ condi-
tion with erroneous ICD codes which may affect
their treatment. Thus we believe that any automatic
encoding model should only be used to assist, not
replace the judgement of trained clinical profes-
sionals.
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Abstract

We introduce Doctor XAvIer —a BERT-based
diagnostic system that extracts relevant clinical
data from transcribed patient-doctor dialogues
and explains predictions using feature attribu-
tion methods. We present a novel performance
plot and evaluation metric for feature attribu-
tion methods —Feature Attribution Dropping
(FAD) curve and its Normalized Area Under
the Curve (N-AUC). FAD curve analysis shows
that integrated gradients outperforms Shapley
values in explaining diagnosis classification.
Doctor XAvIer outperforms the baseline with
0.97 F1-score in named entity recognition and
symptom pertinence classification and 0.91 F1-
score in diagnosis classification.

1 Introduction

Previous studies have shown that electronic med-
ical record (EMR) data are difficult to use in ma-
chine learning systems due to the lack of regulation
in data quality —EMR data are often incomplete
and inconsistent (Weiskopf and Weng, 2013; Roth
et al., 2009). Recently, there have been attempts to
improve automated clinical note-taking by extract-
ing relevant information directly from physician-
patient dialogues (Khattak et al., 2019; Kazi and
Kahanda, 2019; Du et al., 2019). This can alleviate
physicians of tedious data entry and ensures more
consistent data quality (Collier, 2017).

Due to the potential in reducing costs associated
with collecting patient information and diagnostic
errors, there is increasing interest in using informa-
tion extraction techniques in automatic diagnostic
systems (Xu et al., 2019; Wei et al., 2018). Je-
blee et al. (2019) introduced a system that extracts
pertinent medical information from clinical con-
versations for automatic note taking and diagno-
sis. However, their methodology did not explore
state-of-the-art natural language processing (NLP)
techniques —entity extraction was done by search-
ing the transcript for entities from medical lexicons

Speaker Utterance
DR So how are you feeling [PATIENT NAME]?

O O O O O O
PT Not good. I’m having back and neck pain.

O O O O B-symptom O B-symptom I-symptom
DR And when did this start?

O B-time-expr O O B-time-expr
PT Around three days ago.

O B-time-expr I-time-expr I-time-expr
DR I see. Do you take any pain killers?

O O O O O O B-medication I-medication
PT Yes, acetaminophen and ibuprofen.

O B-medication O B-medication

Table 1: Synthetic physician-patient dialogue with IOB
labels. The IOB labels are italicized underneath each
utterance. The B- prefix indicates that the token is the
beginning of an entity label, the I- prefix indicates that
the token is inside the entity label, and the O indicates
that the token belongs to no entity label.

and tf-idf was used for text classification. Although
there is existing work that employs more sophis-
ticated NLP techniques to patient-physician dia-
logues (Krishna et al., 2020; Selvaraj and Konam,
2019), there is a lack of end-to-end diagnostic sys-
tems that employ such techniques. Furthermore, all
of the previous works mentioned fail to address the
black-box nature of deep learning in the medical
industry. Most physicians are reluctant to rely on
opaque, AI-based medical technology —especially
in high-risk decision-making involving patient well-
being (Gerke et al., 2020).

In this work, we present Doctor XAvIer —a
BERT-based diagnostic system that extracts rel-
evant clinical data from transcribed patient-doctor
dialogues and explains predictions using feature at-
tribution methods. Feature attribution methods are
explainable AI (XAI) methods that compute an at-
tribution score for each input feature to represent its
contribution to the model’s prediction. We report
feature attribution scores using integrated gradients
(IG) (Sundararajan et al., 2017) and Shapley values
(Lundberg and Lee, 2017) to provide insight as to
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which features are important in diagnosis classifica-
tion. Descriptions of integrated gradients and Shap-
ley values are provided in Appendix A. Feature
attribution scores could potentially help physicians
build confidence in the model’s prediction or give
additional insight about the relationships between
different diseases and relevant patient information
(Markus et al., 2021). Finally, we present a novel
performance plot and evaluation metric for feature
attribution methods —the Feature Attribution Drop-
ping (FAD) curve and its Normalized Area Under
the Curve (N-AUC).

2 FAD Curve Analysis

We introduce Feature Attribution Dropping (FAD)
curve analysis for evaluating feature attribution
methods. FAD curve analysis requires no modi-
fications to the original machine learning model
and is simple to implement.

2.1 FAD Curve

The FAD curve illustrates the explainability of a
feature attribution method by plotting the perfor-
mance metric (e.g., accuracy) against the percent-
age of features dropped in descending order of im-
portance ranked by the feature attribution method
(see Fig. 1). We define the feature importance as
the absolute value of the feature attribution score
to represent the magnitude of the contribution of
each feature to the model’s prediction. Features
are dropped by modeling the absence of such fea-
tures in the input. For standard machine learning
inputs, continuous features can sometimes be set
to their means or image pixels can sometimes be
set to black (Sundararajan et al., 2017). A careful
consideration of the nature of the data is, of course,
required beforehand.

The intuition behind FAD curves is inspired by
counterfactual explanations —which describes how
the prediction of a model changes when the input is
perturbed (Wachter et al., 2018) —and the Pareto
principle —which states that for many situations,
approximately 80% of the outcome is due to 20%
of causes (the "vital few") (Pareto, 1964; Roccetti
et al., 2021). If a feature attribution method accu-
rately ranks the most important features for a cer-
tain prediction and the Pareto principle holds true,
then cumulatively dropping the most important fea-
tures in descending order should yield a smaller
and smaller decrease in model performance for that
prediction. In other words, the model’s ability to

Figure 1: Example of an idealized FAD curve with
β=20. The maximum FAD Curve AUC bounded from
0% to β% is shaded in pink. The actual FAD curve
AUC bounded from 0% to β% is shaded in blue and
overlaps the pink area. The N-AUC is the ratio of the
blue area to the pink area.

make correct predictions is mostly attributed to a
small subset of important features. This entails that
the steeper the FAD curve is early on, the better the
feature attribution method.

2.2 N-AUC

We present the FAD curve Normalized Area Under
the Curve (N-AUC) as a performance metric for
feature attribution methods. An intuitive way to
quantify how much the FAD curve decreases early
on is to calculate the Area Under the Curve (AUC)
bounded from 0% to β% of features dropped in
descending order of importance. We choose β=20
using the Pareto principle, but this number is just
an estimate.

Since steeper FAD curves have smaller AUCs,
FAD curves with smaller AUCs indicate a better
feature attribution method than FAD curves with
larger AUCs. The area under the curve is approxi-
mated using the trapezoidal rule (Tai, 1994), as de-
scribed in Appendix B. Although any performance
metric can be used for FAD Curve analysis, we
will use accuracy in our explanation for the sake
of simplicity. The range of the FAD curve AUC is
(0, β ×max(accuracy)] where max(accuracy)
is the maximum FAD curve accuracy of all the fea-
ture attribution methods for a model’s prediction
and β is the x-axis upper bound. Note that the min-
imum FAD curve AUC can only equal zero if the
model performance is zero in the bounded range.
This case is excluded from FAD curve analysis
since this scenario is rare and uninformative. In
order to easily compare feature attribution methods,
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we normalize the FAD curve AUC:

N -AUC =
AUC

β ×max(accuracy)
(1)

Thus, the range of the FAD curve N-AUC is (0, 1].

3 Methods and Experiments

We introduce Doctor XAvIer —a medical diagnos-
tic system composed of joint Named Entity Recog-
nition (NER) and intent (i.e. symptom pertinence)
classification, primary diagnosis classification, and
FAD curve analysis. In this section we discuss each
component in detail and evaluate each component.

3.1 Dataset
The Verilogue dataset (Jeblee et al., 2019) is a col-
lection of 800 physician-patient dialogues as audio
files and their corresponding human-generated tran-
scripts with speaker labels. Each dialogue includes
the patient’s information as well as the primary di-
agnosis. The distribution of the primary diagnoses
in the dataset is shown in Appendix C. The patient’s
information consists of the patient’s age, gender,
height, weight, blood pressure, smoking status, em-
ployment status, and ongoing treatments. Entities
—including symptoms, medications, anatomical
locations, time expressions, and therapies —are an-
notated by physicians in each transcript. Additional
details about the dataset can be found in Jeblee et al.
(2019).

3.2 Joint NER and Intent Classification
A diagnosis requires relevant clinical entities and a
measure of pertinence of such entities. For exam-
ple, a patient might mention a relevant symptom
that was experienced by someone else and there-
fore not pertinent to diagnosis. For each sequence
in the physician-patient dialogue, we extract clini-
cal entities with NER and classify the intent of the
speaker. We identify the clinical entities identified
in Table 2. We label each word in each sequence
in the dataset using the Inside-Outside-Beginning
(IOB) format (Ramshaw and Marcus, 1995). In
this paper, we focus on identifying the pertinence
of symptoms. We define the intents of the patient
as: confirm/deny/unsure of symptom and the intent
of both the patient and physician as: closing (i.e.,
ending the conversation). Of the 407 annotated
dialogues we randomly select 40 to use as a test set
for NER and intent classification.

We fine-tune Bio+Clinical BERT (Alsentzer
et al., 2019) jointly on these two classification tasks.

This model was initialized from BioBERT (Lee
et al., 2019) and trained on all notes from MIMIC-
III (Johnson et al., 2016) —a database containing
electronic health records from ICU patients. Lan-
guage models pre-trained on domain-specific text
yield improvements on clinical NLP tasks as com-
pared to language models pre-trained on a general
corpus (Grouchy et al., 2020). Since a majority
of interactions between the physician and patient
in the dataset are in question-and-answer format, it
is beneficial to concatenate the previous sequence
with the current sequence, including the respective
speaker codes, to give more context to the model.
This is done for each sequence before tokenization
and improves NER accuracy from 89% to 96%.

For NER, we concatenate the last four hidden
layers of Bio+Clinical BERT and feed this repre-
sentation into an output layer for token-level clas-
sification. For intent classification, we feed the
[CLS] representation of Bio+Clinical BERT into
an output layer for sequence classification. We
train with a batch size of 16 sequences and a maxi-
mum sequence length of 128 tokens for 5 epochs
and select the model with the lowest validation loss.
We use AdamW with learning rate of 2e-5, β1 =
0.9, β2 = 0.999, L2 weight decay of 0.01, and linear
decay of the learning rate (Loshchilov and Hutter,
2017). We use a dropout probability of 0.1 on all
layers except the output layers.

For the loss function, we propose a linear in-
terpolation between the intent classification Cross-
Entropy (CE) loss and the average NER Negative
Log Likelihood (NLL) loss with α = 0.5. The
intent classification CE loss is defined as:

L1(f1(x;θ),y1) = −
N∑

i=1

y1,ilogf1,i(xi;θ) (2)

where f1,i(x;θ) is the ith element of the softmax
output of the intent classes, y1,i is the ith element of
the one-hot-encoded intent label, N is the number
of intent classes, x is the input, and θ is the set of
model parameters. The average NER NLL loss is
defined as:

L2(f2(x;θ),y2) = −
∑M

j=1 logf2,j(xj ;θ)

M
(3)

where f2,j(x;θ) is the softmax output of the entity
classes —for each token in the sequence —at the
target class j, y2 is the set of entity labels, and
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Entity Instances P R F1
Other 158,018 0.98 0.98 0.98
Anatomical Location 598 0.73 0.65 0.69
Bodily Function 6 0.00 0.00 0.00
Diagnosis 1,345 0.79 0.75 0.77
Therapy 1420 0.62 0.69 0.65
Medication 3,324 0.90 0.81 0.85
Referral 256 0.71 0.79 0.74
Symptom 3,574 0.57 0.66 0.61
Substance Use 68 0.00 0.00 0.00
Time Expression 4,062 0.90 0.84 0.87
Weighted Avg 172,671 0.97 0.96 0.97

Table 2: Named entity recognition results.

Intent Instances P R F1
Confirm Symptom 228 0.70 0.69 0.70
Deny Symptom 52 0.73 0.69 0.71
Unsure of Symptom 73 0.34 0.65 0.62
Closing 28 0.29 0.47 0.36
Other 6,425 0.99 0.99 0.99
Weighted Avg 6,806 0.97 0.97 0.97

Table 3: Intent classification results.

M is the number tokens in the sequence. The full
loss function is defined in Appendix D.1. [PAD]
tokens are excluded from the loss function using
masking.

As seen in Table 2 and Table 3, the model yields
approximately 0.97 weighted precision, recall, and
F1-score on both tasks, outperforming Jeblee et al.
(2019)’s models. However, the exact results are
difficult to compare since Jeblee et al. (2019) tested
their model on a smaller subset of the dataset.

3.3 Primary Diagnosis Classification

We classify the primary diagnosis for each
physician-patient dialogue using the the patient’s
information —such as the patient’s age, weight,
blood pressure, and smoking status —and the ex-
tracted symptoms from the conversation. Since
the same symptom can be said in various differ-
ent ways, we compile a set of symptoms of all the
diseases in the dataset according to WedMD and
assign each extracted symptom to one of the pre-
defined symptoms. We use a pre-trained Sentence-
BERT (SBERT) model (Reimers and Gurevych,
2019) to embed each extracted symptom and all the
pre-defined symptoms. Each extracted symptom
is assigned to its most similar pre-defined symp-
tom measured by the cosine similarity between the
SBERT embeddings (Ngai et al., 2021). The most

similar pre-defined symptom is defined as:

s∗i = argmax
si

sim(emb(ej), emb(si)) ∀si ∈ S

(4)
where S = {s1, ..., sN} is the set of symptoms of
all diseases in the dataset, si is the ith symptom in
S, ej is the jth extracted symptom, emb(x) is the
SBERT embedding of text x, and sim(a, b) is the
cosine similarity between embeddings a and b. The
assigned pre-defined symptom is:

e∗j =

{
s∗i , if sim(emb(ej), emb(s∗i )) ≥ ϵ

None
(5)

where ϵ is a constant and None represents that
we do not use the extracted symptom ej for clas-
sification. We chose ϵ = 0.35 since it minimized
incorrect assignments of extracted symptoms in
the dataset while filtering out less than 10% of ex-
tracted symptoms.

The diagnosis classification model is a neural
network composed of 549 input features and three
hidden layers with 182K total parameters. The in-
put features consists of patient information and the
pertinence of extracted symptoms from the con-
versation. The model is evaluated using stratified
5-fold cross-validation. We train with a batch size
of 32 for 100 epochs and select the model with the
lowest validation loss. We use Adam (Kingma and
Ba, 2017) with learning rate of 1e-3, β1 = 0.9, β2
= 0.999, and ϵ = 1e-08. We use a GELU activation
(Hendrycks and Gimpel, 2016) on all hidden layers.
The training loss is the standard CE loss.

As seen in Table 4, Doctor XAvIer yields a sig-
nificant improvement in weighted precision, recall,
and F1-score for diagnosis classification compared
to the baseline (Jeblee et al., 2019).

3.4 Evaluation of Explainability Methods
For each test fold and model trained on the train
fold in the stratified 5-fold cross-validation of the
diagnosis classification model, we evaluate each
feature attribution method using FAD curve analy-
sis. We choose accuracy as the performance metric
for FAD curve analysis.

As seen in Table 5, integrated gradients outper-
forms Shapley values according to FAD curve anal-
ysis —achieving smaller N-AUCs for all diagnoses.
As seen in Figures 2, 3, and 4 and Appendix F.2,
integrated gradients yields noticeably steeper FAD
curves than Shapley values for all of the diagnoses
except Type II Diabetes. The sporadic shapes of
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Diagnosis Model P R F1
ADHD Doctor XAvIer 0.95 0.97 0.96

(Jeblee et al., 2019) 0.84 0.84 0.83
Depression Doctor XAvIer 0.92 0.93 0.92

(Jeblee et al., 2019) 0.80 0.64 0.71
Osteoporosis Doctor XAvIer 0.85 0.69 0.75

(Jeblee et al., 2019) 0.81 0.78 0.78
Influenza Doctor XAvIer 1.00 0.99 0.99

(Jeblee et al., 2019) 0.91 0.95 0.93
COPD Doctor XAvIer 0.93 0.93 0.93

(Jeblee et al., 2019) 0.75 0.65 0.68
Type II Diabetes Doctor XAvIer 0.52 0.47 0.48

(Jeblee et al., 2019) 0.81 0.75 0.76
Other Doctor XAvIer 0.73 0.80 0.76

(Jeblee et al., 2019) 0.71 0.82 0.76
Weighted Avg Doctor XAvIer 0.91 0.91 0.91

(Jeblee et al., 2019) 0.82 0.80 0.80

Table 4: K-fold cross-validation primary diagnosis clas-
sification results.

Diagnosis Instances IG Shapley
ADHD 20 0.48 0.77
Depression 14 0.63 0.85
Osteoporosis 5 0.24 0.36
Influenza 19 0.72 0.95
COPD 11 0.33 0.59
Type II Diabetes 3 0.59 0.73
Other 9 0.71 0.95

Table 5: K-fold cross-validation FAD curve N-AUC
from 0% to 20% of dropped features comparing inte-
grated gradients and Shapley values.

the Type II Diabetes FAD curves can potentially
be explained by the lack of dialogues with Type
II Diabetes as their primary diagnosis —there are
only 3 instances. This suggests that we could po-
tentially improve performance by collecting more
instances of the infrequent classes or performing
regularization.

It is important to note that some features in the
dataset may be correlated. Therefore, dropping fea-
tures that are correlated with other features may
lead to an increase —instead of a decrease —in
the performance metric despite dropping features
in descending order of importance. We could po-
tentially mitigate this by using feature selection
methods before performing FAD curve analysis.

4 Conclusion

Doctor XAvIer yields significant improvements in
NER, symptom pertinence classification, and di-
agnosis classification compared to previous work
(Jeblee et al., 2019), while also explaining why
the model made each diagnosis. We also present a
novel performance plot and evaluation metric for

Figure 2: K-fold cross-validation ADHD and Depres-
sion FAD curves.

Figure 3: K-fold cross-validation COPD and Type II
Diabetes FAD curves.

feature attribution methods —FAD curve analysis
and its N-AUC. FAD curve analysis shows that in-
tegrated gradients outperforms Shapley values in
explaining diagnosis classification in the Verilogue
dataset. In our future work, we will calculate β in a
data-driven manner to standardize FAD curve anal-
ysis for a given dataset. We will also apply FAD
curve analysis to other feature attribution methods,
AI domains, and datasets to evaluate its generaliz-
ability.

Figure 4: K-fold cross-validation Osteoporosis and In-
fluenza FAD curves.
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Appendix

A Feature Attribution Methods

A.1 Shapley Values

The Shapley value (Lundberg and Lee, 2017) —a
method from cooperative game theory —assigns
payouts to players depending on their contribution
to the total payout in a cooperative game. Play-
ers cooperate in a coalition and receive a certain
profit from this cooperation. In explainable AI, the
game is the prediction task for a single instance in
the dataset, the players are the feature values of a
single instance that collaborate to make a predic-
tion, and the gain is the prediction for an instance
minus the average prediction for all instances (Sun-
dararajan and Najmi, 2019). In other words, the
Shapley value measures the contribution of each
input feature to a model’s prediction for a single
instance.

A.2 Integrated Gradients

Integrated gradients (Sundararajan et al., 2017) is
an XAI technique which attributes the prediction
of a deep neural network to its input features. In-
tegrated gradients attributes blame to an input fea-
ture by using the absence of the input feature as a
baseline for comparing outcomes. For most deep
networks, there exists a baseline in the input space

Primary Diagnosis Dialogues
ADHD 99
Depression 72
Osteoporosis 26
Influenza 95
COPD 55
Type II Diabetes 14
Other 46

Table 6: Distribution of primary diagnoses in the Veri-
logue dataset.

where the prediction is neutral. For example, the
baseline for an object recognition network can be
a black image. Mathematically, integrated gradi-
ents is defined as the path integral of the gradients
along the straightline path from the baseline x′ to
the input x.

B Area Under the Curve Approximation

The area under the curve is approximated using the
trapezoidal rule (Tai, 1994):

AUC =

∫ 20

0
f(x) dx

≈
N∑

k=1

f(xk−1) + f(xk)

2
∆xk

(6)

where 0 = x0 < x1 < ... < xN−1 < xN = 20
and ∆xk = xk − xk−1.

C Additional Dataset Details

Table 6 shows the distribution of diagnoses in the
Verilogue dataset.

D Additional Details for Joint NER and
Intent Classification

D.1 Loss Function Equations
Combining Eq. 2 and Eq. 3, the joint intent classi-
fication and NER loss function is defined as:

L(f1(x;θ),y1, f2(x;θ),y2, α)

= αL1(f1(x;θ),y1)

+ (1− α)L2(f2(x;θ),y2)

(7)

where α ∈ [0, 1].

D.2 Training Hardware
Training of the joint NER intent classiciation model
was performed on a NVIDIA Quadro RTX 6000
GPU and took approximately two hours to finish
training.
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Feature Attribution %
Age 0.015
Trouble making decisions and remembering things 0.013
Taking Adderall 0.009
Trouble focusing on a task 0.007
Easily distracted 0.004
Restlessness 0.003

Table 7: Examples of top features for classifying ADHD
ranked by integrated gradients.

Feature Attribution %
Weight 0.003
Age 0.002
Trouble focusing on a task 0.002
Trouble making decisions and remembering things 0.002
Easily distracted 0.002
Systolic Blood Pressure 0.002

Table 8: Examples of top features for classifying ADHD
ranked by Shapley values.

E Additional Details for Primary
Diagnosis Classification

E.1 Training Hardware

Training of the primary diagnosis classification
model was performed on a NVIDIA Tesla K80
GPU and took approximately an hour to finish train-
ing and evaluating all five models.

F Additional Details for FAD Curve
Analysis

F.1 Feature Attribution Examples

Examples of top features for classifying ADHD
ranked by integrated gradients are shown in Table 7
and examples of top features for classifying ADHD
ranked by Shapley values are shown in Table 8.

F.2 Additional FAD Curves for Diagnosis
Classification

The FAD curve for the diagnosis Other is seen in
Figure 5.

Figure 5: K-fold cross-validation Other FAD curves.

G Code

The code is available at: https://github.
com/hillary-ngai/doctor_XAvIer.
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Abstract
PICO recognition is an information extraction
task for identifying participant, intervention,
comparator, and outcome information from
clinical literature. Manually identifying PICO
information is the most time-consuming step
for conducting systematic reviews (SR), which
is already labor-intensive. A lack of diversified
and large, annotated corpora restricts innova-
tion and adoption of automated PICO recogni-
tion systems. The largest-available PICO en-
tity/span corpus is manually annotated which
is too expensive for a majority of the scientific
community. To break through the bottleneck,
we propose DISTANT-CTO, a novel distantly
supervised PICO entity extraction approach us-
ing the clinical trials literature, to generate a
massive weakly-labeled dataset with more than
a million “Intervention” and “Comparator” en-
tity annotations. We train distant NER (named-
entity recognition) models using this weakly-
labeled dataset and demonstrate that it outper-
forms even the sophisticated models trained
on the manually annotated dataset with a 2%
F1 improvement over the Intervention entity
of the PICO benchmark and more than 5% im-
provement when combined with the manually
annotated dataset. We investigate the general-
izability of our approach and gain an impres-
sive F1 score on another domain-specific PICO
benchmark. The approach is not only zero-cost
but is also scalable for a constant stream of
PICO entity annotations.

1 Introduction

Primary care physicians rely on systematic reviews
(SRs) for informed decision-making. SRs are con-
ducted to objectively answer clinical questions and
require going through a rigorous process of manu-
ally screening tens of thousands of clinical studies
to identify terms describing PICO. PICO informa-
tion identification is crucial to appraise the rele-
vance of a clinical study for answering the clinical
question at hand. A study is only included for writ-
ing SRs if it mentions relevant PICO information.

Manual PICO information screening for a single
SR consumes more than 12 months of two medical
experts’ time. The process can be automated using
information extraction (IE) by directly pointing the
human reviewers to the correct PICO descriptions.
Automation will accelerate the overall process of
writing SRs while reducing the burden on health
professionals who are required to manually screen
for PICO entities.

Automating PICO entity detection has garnered
lower interest than other biomedical NER tasks
because of the lack of publicly available entity
annotated corpora. The largest publicly-available
PICO entity/span dataset (EBM-PICO) contains
only 5000 annotated abstracts, some of which were
annotated through crowd-sourcing and others by
hired medical experts (Nye et al., 2018). Crowd-
sourcing involves hiring non-expert workers that
require intensive training that is not commonly af-
fordable. Hiring medical experts for annotation is
equally often too expensive. IN GENERAL, ex-
tracting PICO entities/spans is somewhat tricky be-
cause of high disagreement between human anno-
tators on the exact spans constituting the mentions.
This leads to human errors in hand-labeled corpora.
Hand-labeled datasets are static and prohibit quick
manual re-labeling in case of human errors or when
a downstream task requires new entities. For ex-
ample, PICO entities extend to PICOS, where S
denotes the “study type” of included evidence.

Distant supervision (DS) is a data-centric ap-
proach that allows generating massive weakly an-
notated datasets without human annotators and has
previously been used to create large relation ex-
traction corpora for the general and biomedical
domains. To address the challenges above and
democratize PICO entity recognition, we propose
DISTANT-CTO, a distantly supervised and scal-
able approach to obtaining clinical trials annota-
tions. We take an integrative approach combin-
ing methods of semi-supervised learning (SSL)
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and gestalt pattern matching (GPM) to develop
a continuously extensible dataset. We successfully
demonstrate this approach for the “Intervention”
and “Comparator” entity annotations as proof of
concept (POC).

We summarize our contributions as follows:

• We develop a zero-cost, data-centric approach
using DS to obtain “Intervention” and “Com-
parator” entity annotations.

• We develop and make publicly available a
large weakly-labeled dataset from more than
300,000 clinical trials. The dataset offers
about a million sentences with more than
977,682 annotations across 11 semantic types.

• We improve the state-of-the-art by 2% macro-
F1 on the previously most poor-performing
“Intervention” entity extraction on the EBM-
PICO benchmark corpus without using costly
manually labeled data and by 5% when com-
bined with manually labeled data.

2 Related Work

A decade of automatic PICO information extrac-
tion was limited to sentence-level due to the un-
availability of entity-annotated corpora (Boudin
et al., 2010; Huang et al., 2011, 2013; Wallace
et al., 2016; Jin and Szolovits, 2018). The re-
lease of the EBM-PICO corpus paved the way
for the community to improve upon the PICO
entity/span extraction task. (Nye et al., 2018).
The corpus is biased towards pharma intervention
classes overshadowing non-pharma ones leading
to a substandard performance on it in the previous
SOTA fully-supervised PICO entity/span recogni-
tion models (Beltagy et al., 2019; Brockmeier et al.,
2019; Zhang et al., 2020) and weakly supervised
model (Liu et al., 2021). Small-scale annotation
projects cannot capture the range and variation of
the PICO descriptions spanning the entirety of clin-
ical trials literature. At some point, applications
of such static corpora will confront the problem of
insufficient and irrelevant annotations. Manual an-
notation projects are neither affordable nor scalable
for every lab, limiting innovation.

A plethora of DS methods have been previously
explored for large-scale relation extraction but not
for (named) entity extraction (Etzioni et al., 2008;
Smirnova and Cudré-Mauroux, 2018; Adelani et al.,
2020). Entity extraction in high-impact clinical

and biomedical domains largely relies on small
expert annotated datasets. Commonly, obtaining
weak annotations using DS rely on aligning terms
(a word or phrase) from ontologies onto the un-
structured text (Giannakopoulos et al., 2017; Yang
et al., 2018; Peng et al., 2019; Hedderich et al.,
2021). Ontologies are structured, standardized
data sources that do not capture various writing
variations from clinical literature. Weak annota-
tions obtained using custom-built rules like regular
expressions are restricted by either task or worse
even by entity type (Ratner et al., 2017; Safranchik
et al., 2020; Fries et al., 2021). Bootstrapping ap-
proaches like label propagation (LP) still require
an expert annotated dataset to obtain pseudo anno-
tations for previously unlabeled data samples (Bing
et al., 2017). It is hence not zero-cost.

Our work focuses on overcoming the discussed
bottlenecks using a data-centric DS approach to
generate a large clinical entity annotated corpus
and train a downstream NER model to assess if it
yields adequate results. Unlike the reviewed DS
approaches, our approach does not use ontologies
or rules or LP but rather uses GPM for flexibly
aligning structured text in a clinical trials database
to the free-text fields in the same database using an
adaptable internal scoring scheme.

3 Data

ClinicalTrials.gov (CTO hereafter) documents
more than 350,000 human clinical studies con-
ducted around the globe. The trial’s principal inves-
tigator enters and updates information about each
study stored in CTO. It includes the title and de-
scription of the clinical trial, participant’s eligibility
criteria, participant disease and demographics, in-
terventions evaluated, outcomes, etc. CTO allows
programmatic access to this vast amount of infor-
mation in the JSON (JavaScript Object Notation)
format. The information is stored as a combina-
tion of structured tabular and unstructured free-text
(see Figure 1). The ‘OfficialTitle’ and ‘BriefTi-
tle’ tags in the JSON respectively store the official
and shorter version of the study title in an unstruc-
tured free-text format. The ‘BriefSummary’ and
‘DetailedDescription’ tags store study summaries.
Interventions used in the study are stored under the
‘InterventionName’ tag and their synonyms under
‘InterventionOtherName’ tag each of which could
be linked to their broad semantic type (drug, device,
behavioral, procedural, biological, dietary supple-
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ment, diagnostic test, radiation, genetic, combina-
tion product, other) mentioned under the ‘Interven-
tionType’ tag. As each intervention name is linked
to its semantic type, this becomes a structured in-
formation store. The ‘InterventionDescription’ tag
describes intervention administration procedures
often in a detailed passage.

4 Approach

The approach is schematically illustrated in Fig-
ure 2 and is described below.

4.1 Distant Supervision
Distantly supervised (DS) information extraction
(IE) is an efficient SSL method (Etzioni et al., 2008;
Wen et al., 2019). It is used when the task at hand
has 1) some strongly-labeled data, 2) abundant un-
labeled data, and 3) a weak-labeling function that
could sample from this unlabeled data and label
them using a heuristic function. This labeling func-
tion is a heuristic algorithm that uses a heuristic to
label the unlabeled data (Pinto et al., 2003; Greaves,
2014). It results in a weakly-labeled dataset with
potential label noise. DS-IE models can then collec-
tively use this strongly-labeled and weakly-labeled
training data to give the final output.

4.2 Gestalt Pattern Matching
In entity extraction, the most common form of
DS is to heuristically align terms from a struc-
tured information source onto the unstructured
text (Wen et al., 2019). When flexible, this heuris-
tic boils down to a substring matching problem.
The weak-labeling function matches the longest
common substring (LCS) between the structured
term and unstructured text. Gestalt Pattern Match-
ing (GPM), also known as Ratcliff/Obershelp sim-
ilarity algorithm, is a string-matching algorithm
for determining the similarity of two strings. The
similarity between two strings S1 and S2 is mea-
sured by the formula, calculating twice the num-
ber of matching characters Km divided by the to-
tal length |S1| + |S2| of both strings. Matching
characters are identified by the LCS algorithm fol-
lowed by recursively finding matching characters in
the non-matching regions on either side from both
strings (Ratcliff and Metzener, 1988). Similarity
ranges between 0, which means no match, and 1,
which means a complete match of the two strings.

Similarity(S) =
2Km

|S1|+ |S2|
; 0 ≤ S ≤ 1 (1)

Difflib: It is a python module providing a
sequencematcher function that extends the
GPM algorithm for comparing pairs of strings.
sequencematcher finds the longest contiguous
subsequence between the sequence pair without the
“junk” elements such as blank lines or white spaces.
The same idea is then applied recursively to the
flanks of the sequences to the left and the right of
the matching subsequence. This yields matching
sequences that appear normal to the human eye.

4.3 Candidate Generation
We define candidate generation as the process of au-
tomatically generating entity-annotated sentences.

Assumption and Problem formulation: As “In-
tervention” and “Comparator” entities represent
interventions in two different roles in clinical trials
and semantically the same classes, they are clubbed
into a single “Intervention” entity class. Let each
CTO record JSON file be ri ∈ R, i = {1, 2, ..., I}.
Let the intervention terms in ‘InterventionName’
tags and ‘InterventionOtherName’ tags be the in-
tervention source S = {s1, s2, ..., sm} used in
the study ri. Each intervention term si ∈ S is
linked to intervention class from ‘InterventionType’
tag converting it into a tuple of ⟨sclass, sname⟩,
sname = intervention term and sclass = inter-
vention category. sname is a sequence of words
{y1, y2, ..., yn}, n = {1, 2, ..., N}. Let each sen-
tence ti = {x1, x2, ..., xm},m = {1, 2, ...,M}
in the ‘BriefSummary’, ‘DetailedDescription’,
‘BriefTitle’, ‘OfficialTitle’ and ‘InterventionDe-
scription’ be a part of the intervention target set
T . We assume that for each sname in ri there could
exist a mapping to ti meaning sname is possibly
either completely or partially mentioned in the ti
(see Figure 1). Our goal is to build a scalable and
adaptable candidate generation pipeline that maps
each sname from the structured intervention source
S to the target sentences ti ∈ T (if a loose map-
ping exists). In this prototypical work, we focus
on almost direct matches between the sname and ti
and keep the order-free matches for future work.

Approach For each individual CTO record
ri, we extract all sname ∈ S and ti ∈ T from
the locally stored CTO dump. Both S and T
are preprocessed by lower-casing, replacing
hyphens and multiple trailing spaces with a
single space and removal of Unicode characters.
Given a sname and ti, our aim is to identify and
score (if identified) the mapping between both
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Figure 1: An example CTO record (ID - NCT01929356) to demonstrate the information storage format which is a
combination of structured table and unstructured text.

sequences. To map and score alignment from the
sname to ti, we use a distant supervision labeling
function LFds which is a combination of the
sequencematcher function and an internal
scoring function to fetch almost direct annotations.
The sequencematcher function takes as input
sname and ti and outputs several matching blocks
dblock ∈ Dblocks between both strings. These
matching blocks between the two strings are cal-
culated using a modified gestalt pattern matching
algorithm as elaborated in 4.2. Each dblock =
⟨MatchPost,MatchPoss,MatchLen⟩.
MatchPost is the start of the match in ti,
MatchPoss is the start of the match in sname

and MatchLen is number of characters matching
between the both. sequencematcher provides
an internal scoring function called as ratio
that returns a similarity score between the two
sequences being matched. We do not use ratio
because it returns an overall matching score
between the two full sequences sname and ti rather
than a match score for sname and dblock. Instead,
to identify the matching blocks that correspond
to an exact match between an entire sname and a
part of ti, we calculate a match score ds for each
matching block output by sequencematcher
using equation 2 which is dividing the number of
matching characters in the match block dblock by
number of characters in sname.

ds =
MatchLen

|sname|
; 0 ≤ ds ≤ 1 (2)

Any dblock with the ds score of 1.0 is considered as
complete match and then the sname corresponding
to the dblock is mapped onto sentence ti to generate
a positive annotation sentence a+ ∈ A+. Using the
dblock with only the match score 1.0 leads to miss-
ing out on several entities leading to an incomplete
noisy weakly annotated dataset. Taking this into
consideration, we retrieve the dblock matching with

ds score of 0.9 as fairly-accurate partial matches.
We used a validation set to relax the choice of simi-
larity match score ds to 0.9. We relax the labeling
function LFds to match bigrams in source terms to
the targets. In the real-world data, not all sentences
in clinical trial literature mention the intervention
name and therefore in addition to the positive an-
notation sentences we require negative annotation
sentences. We take ti and sname where no parts
of dblock scored ds more than 0.2 to generate the
negative annotation sentences a− ∈ A−. We call
all these sequences comprised of the positive and
the negative entity annotated sentences A+− our
weakly annotated dataset. Next, for all A+− in-
stances we fetch part-of-the-speech (POS) tags us-
ing POS-tagger from NLTK (Natural Language
Toolkit) resulting into A+−POS . We call the re-
sulting dataset DISTANT-CTO set. POS tags are
added as additional features as they have shown to
help model generalization (Augenstein et al., 2017).
difflib in combination with the internal scoring
function are previously unexplored for automatic
entity annotation generation. It has to be noted
that the method depends on availability of short
source texts with the possibility that they will be
mentioned in longer target texts.

4.4 Model Training

We train an end-to-end distant NER model on
A+−POS using the architecture explained below.

1. Feature Extraction: To capture the domain-
specific information, we used SciBERT, which was
continually pretrained and domain adapted on the
scientific literature from semantic scholar (Guru-
rangan et al., 2020). The models used SciBERT to
tokenize the text input A+− into encoded tokens xt
and extract dense, contextual vectors et from xt at
each time-step t (Beltagy et al., 2019). POS-inputs
A+−POS were one-hot encoded into pt vectors.
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Figure 2: DISTANT-CTO approach - I) Distantly-supervised candidate generation approach, and II) Distantly-
supervised NER model architecture.

2. Feature transformation: To further fine-tune
to the training corpus, the model stacked a bidi-
rectional LSTM (BiLSTM) on top of the SciB-
ERT (Hochreiter and Schmidhuber, 1997). A BiL-
STM layer encodes the text into a (

−→
h ) and (

←−
h )

vector using the current token embedding input
et and the previous hidden state ht−1 in both the
directions.

−→
h and

←−
h were shallow concatenated

([
−→
h ;
←−
h ]) into ht and used as the input for the next

layer. Similarly, the one-hot encoded POS-vectors
pt underwent feature transformation and were con-
catenated ([

−→
h POS ;

←−
h POS ]) into POS-features hpt .

3. Self-attention: Next, the model stacked a
single-head self-attention layer that calculated for
each POS-tag feature at time t in the sequence
a weighted average of the feature representation
of all other POS-tag features in the sequence apt
(Vaswani et al., 2017). This improves the signal-to-
noise ratio by out-weighting important POS fea-
tures. Attention-weighted POS features and ht
were shallow concatenated into ([apt ;ht]) vector.

4. Decoder: The attention-weighted representa-
tion ([apt ;ht]) was fed to a linear layer to predict
the tag emission sequence ŷt followed by a CRF
layer that takes as input the ŷt sequence along with

the true tag yt sequence (Huang et al., 2015).

5 Experiments

The experiments were designed to evaluate the per-
formance of the distant NER models trained with
the DISTANT-CTO set alone vs. DISTANT-CTO
set in combination with the EBM-PICO training set.
The EBM-PICO training set is naturally composed
of both positive and negative annotation sentences,
but for the DISTANT-CTO, we artificially gener-
ated the negative sentences A−. To evaluate the
impact of these negative annotation sentences, we
perform ablation experiments, training the mod-
els only with positive annotation sentences A+.
Finally, we also evaluate the performance when
training using the entity annotations with match
score ds = 1.0 alone vs. entity annotations with
ds ≥ 0.9. A simple SciBERT-CRF model trained
using positive annotation sentences A+ was used
as the baseline. Transformer-based models incorpo-
rate sequence order and self-attention components,
so our baseline served to check the impact of re-
moving costly BiLSTM and self-attention modules.
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5.1 Benchmark datasets
We evaluate our weakly annotated dataset and the
NER model on the following PICO benchmarks.

1. EBM-PICO gold. The EBM-PICO dataset
developed by Nye et al. consists of 5000
PICO entity/span annotated documents 1.
It comes pre-divided into a training set
(n=4,933) annotated through crowd-sourcing
and an expert annotated test set (n=191) for
evaluation purposes. We use the training set
for combined training experiments and the test
set for evaluation.

2. Physio set. A test set comprising 153 PICO
entity/span annotated documents from Physio-
therapy and Rehabilitation RCTs (Random-
ized Controlled Trials) was used as an ad-
ditional benchmark to evaluate the general-
ization power of our approach for this sub-
domain (Dhrangadhariya et al., 2021).

5.2 Experimental Setup
We define the following experimental setups based
on the motivations described in section 5:

• Exp 1.0 distant A+− c[1,0.9] wPOS
The setup is composed of SciBERT BiL-
STM CRF trained on the surface form
(text) and attention-weighted POS inputs us-
ing DISTANT-CTO set comprising entity-
annotated sentences A+− with ds ≥ 0.9.

• Exp 1.1 distant A+− c[1] wPOS The setup is
composed of SciBERT BiLSTM CRF trained
on the surface form and attention-weighted
POS inputs using the DISTANT-CTO set com-
prising only the entity-annotated sentences
A+− with ds = 1.0.

• Exp 1.2 distant A+ c[1] wPOS The setup is
composed of SciBERT BiLSTM CRF trained
on the surface forms and attention-weighted
POS inputs using DISTANT-CTO set com-
prising only the ds = 1.0 annotations. The
negative annotation sentences were removed
in this case and the system was trained with
positive annotated candidates A+ only.

• Exp 1.3 distant A+ c[1] POS ¬ BiLSTM
attention The setup is composed of SciBERT
CRF trained on the surface form inputs using

1A single document consists of a title and an abstract.

DISTANT-CTO set comprising only the ds =
1.0 annotations with only positive annotated
candidates A+. Attention weights were re-
moved from the POS inputs. This setup was
used as the baseline.

• Exp 2.0 - Exp 2.3 These experiments are
identical to their series 1.x counterparts except
that the models are trained on a combination
of the DISTANT-CTO with the EBM-PICO
training set. Exp 2.3 using SciBERT-CRF
architecture was used as another baseline.

5.3 Evaluation

To evaluate the quality of automatic annotation
using the DISTANT-CTO approach, we performed
manual annotation of the “Intervention” class over
200 randomly selected samples from the dataset
and compared it to the automatic annotations.

Model evaluation was carried out by predict-
ing the “Intervention” tokens for both benchmarks.
Each experiment was conducted thrice with three
random seeds (0, 1, and 42), and the average met-
rics (Precision, Recall, and F1) over three repeti-
tions were reported. We evaluated the statistical
significance of our best model using the paired
student’s t-test as described in (Dror et al., 2018).
Further experimental details are in the Appendix.

6 Results

This section reports empirical results for the candi-
date generation process, evaluation for the annota-
tion quality of DISTANT-CTO approach using the
validation sets (see Table 2), and the average of the
performance metrics and standard deviation σ over
three random seeds on both benchmark datasets for
the described NER experiments (see Table 4). We
compare the performance of our weakly-supervised
NER models with the previous SOTA fully super-
vised (FS) methods that train on the EBM-PICO
training set and evaluate on EBM-PICO gold and
also a weakly supervised approach (see Table 3).
These models were separately trained for each of
the PICO entities/spans and also clubbed the “In-
tervention” and “Comparator” together.

6.1 Candidate Generation

A total of 360,395 CTO records were downloaded
as of March 2021. From all the downloaded CTO
records, we extract 200,545 unique (391,286 redun-
dant) intervention names from the aforementioned
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intervention sources. Out of the 391,286 interven-
tion terms retrieved, 104,433 terms were success-
fully mapped to one of the target sentences with
the ds = 1.0, and 3084 more were mapped with a
score of 0.9. Adding ds ≥ 0.9 mappings did not in-
crease the total number of annotated sentences, but
it did increase the number of annotations obtained
in each sentence. Table 1 shows the total number
of intervention annotations obtained from mapping
the source terms to target sentences. Metrics for

Annotation level ds = 1.0 1.0 < ds ≥ 0.9

mention-level 943,284 17,199
token-level 1,515,868 43,096

Table 1: Token-level and mention-level intervention
annotations obtained in the weakly annotated DISTANT-
CTO dataset grouped by their ds scores.

the manual evaluation of DISTANT-CTO using the
validation set show that adding annotations with
ds ≥ 0.9 increases the recall by 3%, but lead to an
expected drop in the precision (see Table 2).

Match score P R F1
ds = 1.0 0.86 0.80 0.83
ds ≥ 0.9 0.84 0.83 0.84

Table 2: Macro-averaged evaluation metrics for the
ds = 1.0 and ≥ 0.9 entity annotations for the validation
set detailed in the section 5.3

6.2 Model Training

Using the DISTANT-CTO set alone with the NER
approach (Exp 1.1 Table 3 and 4) crosses the previ-
ous SOTA F1 on the EBM-PICO benchmark by
2%. The best overall F1 for both benchmarks
is reached upon training the NER models with
combined weakly-labeled DISTANT-CTO with the
strongly-labeled EBM-PICO dataset (Exp 2.0 Ta-
ble 4) crossing the previous SOTA F1 by 5% on
the EBM-PICO benchmark. The improvement in
F1 for the combined experiments (see Exp 2.1 and
2.0 Table 4)) is significant when compared to the
their best DISTANT-CTO counterparts (see Exp 1.1
Table 4)). Using DISTANT-CTO alone has good
precision across the experiment series 1.x, but com-
bining it with the EBM-PICO further improves the
recall and balances out the F1 in the experiment
series 2.x. Adding the artificially generated A−
sentences increases the previous F1 by 5.71% and
3.77% (compare Exp 2.2 with Exp 2.1) for both

(a) ds = 1.0 (b) ds ≥ 0.9

Figure 3: Confusion matrices for the evaluation of
DISTANT-CTO validation set annotations with a) ds =
1.0 and b) ds ≥ 0.9.

the benchmarks. Note that adding these negative
sentences results in an important improvement of
about 9% in the F1 for the Physio dataset that is
specific for the domain of physiotherapy and reha-
bilitation. For the combined experiment, the addi-
tion of the ds ≥ 0.9 annotations improves the F1 as
well by a small margin for the EBM-PICO bench-
mark (Exp 2.0 I.) but has a marginal performance
loss for the Physio benchmark (Exp 2.0 II.). While
using the DISTANT-CTO alone with the ds ≥ 0.9
annotations boosts the precision but downgrades
recall thereby reducing the F1 for both benchmarks.

Type Method P R F1
FS Nye (2018) 84.00 61.00 70.00
FS Beltagy (2019) 61.00 70.00 65.00
FS Brockmeier (2019) 69.00 47.00 56.00
FS Stylianou (2021) 69.04 79.24 73.29
WS Liu (2021) 22.00 54.00 31.00
WS Exp 1.1 (Our) 83.36 70.38 75.02
HS Exp 2.0 (Our) 76.93 80.17 78.44

Table 3: Comparison of DISTANT-CTO NER models
against the previous SOTA NER methods for “Interven-
tion” recognition in terms of macro-averaged precision
(P), recall (R), and F1 scores. Boldface represents the
best score. Note: FS = Fully Supervised, WS = Weakly
Supervised, HS = Hybrid Supervision.

7 Error Analysis

7.1 Candidate Generation
Confusion matrices (see Figures 3a and 3b) for
manual evaluation of DISTANT-CTO validation
set show that relaxing ds from 1.0 to 0.9 does im-
prove the true positives (TP) and reduce false neg-
atives (FN) by 0.9% for the “Intervention” class
but also reduce the precision by increasing false
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Experimental setup P R F1 ±σ P R F1 ±σ
I. EBM-PICO gold II. Physio set

Exp 1.0 88.85 65.39 71.27 ±0.007 86.13 63.70 69.14 ±0.003
Exp 1.1 83.36 70.38 75.02 ±0.013 79.45 66.28 70.63 ±0.008
Exp 1.2 74.85 68.74 71.25 ±0.005 70.52 66.37 68.14 ±0.002
Exp 1.3 (baseline 1) 85.82 64.84 70.31 ±0.002 79.97 60.79 65.14 ±0.005
Exp 2.0 76.93 80.17 78.44* ±0.006 75.55 79.42 77.32 ±0.010
Exp 2.1 77.10 78.83 77.89 ±0.007 76.29 80.18 78.07* ±0.009
Exp 2.2 67.65 85.02 72.18 ±0.009 64.80 83.69 68.75 ±0.011
Exp 2.3 (baseline 2) 70.91 77.38 73.60 ±0.025 71.50 78.40 74.38 ±0.020

Table 4: Macro-averaged performance metrics for the NER models trained on weakly annotated DISTANT-CTO
alone vs. in combination to the strongly annotated EBM-PICO on the two described benchmarks (EBM-PICO
gold and the Physio corpus). Bold is the best experiment score. Asterisk (*) denotes a significant F1-score of the
experiment to its counterpart in the series 1.x. Significance tested using the paired student’s t-test.

positives by 1%. Improved recall for the “Inter-
vention” class is undoubtedly preferred, and hence
it is vital to inspect the cause of false negatives.
A considerable chunk of false negatives was ei-
ther i) missed intervention abbreviations and the
synonyms not mentioned under the sources, or ii)
when only the partial intervention name was men-
tioned in the source, or iii) if specific intervention
terms from the source were mentioned in the target
but with different word order (see Table 5). This
detailed post-hoc error analysis also revealed that
67% false negatives fell under non-drug type com-
posite intervention mentions (phrase mentions of
more than two words). For instance, although the
term ‘Home-based Rehabilitation using Interactive
devices’ is expressed in the sentence ‘This study
investigates clinical outcomes after the rehabili-
tation by interactive home-based devices.’, it will
remain unmapped to it because the term does not
map to the target text using our alignment heuristic.
The problem lies in the lack of naming conven-
tions for non-pharma treatment mentions that are
neither clearly identified nor standardized as se-
mantic units(Dhrangadhariya et al., 2021). There
are two possible programmatic solutions to this.
The first is using additional external ontologies
as sources of distant supervision which improves
coverage of our labeling function to detect further
writing variations within the text. Another solution
to matching such source and target text is using
order-free string matching algorithms (Apostolico
et al., 1992). Using external ontologies solves the
issues of missed synonyms, and adding an external
dictionary of treatment abbreviations could solve
the problem of missed abbreviations (Fries et al.,

2021). We noticed that the “Comparator” terms
(e.g., placebo, sham, saline, etc.) were often not
mentioned as structured sources. The development
of a general comparator term dictionary could im-
prove this. Improving the coverage and reducing
the false negatives (thereby improving recall) using
these methodologies suggests an area where fu-
ture work would be valuable. Most false positives
were a result of bigram matching. We will modify
fuzzy bigram matching to relevant bigram match-
ing, thereby reducing the occurrences of spurious
false-positive bigrams as matches. Only frequently
occurring bigrams from the source will be matched
to the targets. We plan to explore the quality of
DISTANT-CTO for ds ≤ 0.9.

Category FN count
Missed synonym 168
Missed abbreviation 77
Partial match (incl. boundary errors) 361
Missed comparator term 43
Reorder 39
Total 688

Table 5: Distribution of the false negatives in the
DISTANT-CTO evaluation corpus.

7.2 Model Training

Manual error analysis was carried out for both the
PICO benchmarks, and the error counts for EBM-
PICO gold are reported in Table 6. Each token level
error was divided into either of the four classes: 1)
false negative (FN) - if the entire entity that the
token as part of was missed out by the NER model
prediction, 2) false positive (FP) - if the entire entity
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that the token was part of was falsely recognized
as “Intervention”, 3) boundary error (BE) - if the
boundary tokens were missed out but otherwise
the entity was identified by the NER model predic-
tion, and 4) overlapping error (OE) - if the NER
model made an error in the non-peripheral tokens
of an otherwise identified entity mention. Non-
peripheral tokens are all the tokens except the first
and the last token of the multi-token entity/span.

Models trained on DISTANT-CTO alone had a
fewer boundary and overlapping errors, meaning
they missed out on many “Intervention” entity sig-
nals leading to high precision but compromised
recall. On the contrary, NER models trained on
combined datasets made twice the more BE and
six times more OE. While most BE and OE in the
1.x series were false negatives, they were false pos-
itives in the 2.x series leading to a higher recall.
This could be because the EBM-PICO training set
annotated the longest possible intervention span
resulting in spans rather than pure entities in the
DISTANT-CTO approach. Combined training set
models also picked out names of treatments, surg-
eries, and enzymes not used as treatments in the
RCT as intervention mentions. A huge chunk of
overall FN (including the FN tokens in BE and OE)
was for entities with composite intervention terms
containing two or more tokens. We noticed that
the NER system also missed several short interven-
tion names and abbreviations. Overlapping errors
occurred when multiple intervention names were
mentioned together, separated by either comma
or punctuation, or other conjunctions. The error
analysis revealed some issues within EBM-PICO
ground truth, which had inconsistencies with the in-
tervention boundaries for whether intervention fre-
quency, dose, and the way of administration should
be marked as “Intervention”. Several times, the
ground truth marked articles preceding the entity
and prepositions and punctuation succeeding the
entity. Extended error analysis can be found in the
Appendix.

Exp FP FN BE OE
EBM-PICO gold

Exp 1.0 819 1688 559 66
Exp 2.0 759 1112 1278 515
Exp 1.1 790 1152 650 55
Exp 2.1 793 1039 1327 517

Table 6: Distribution of the token-level errors made by
the corresponding NER models on EBM-PICO gold.

8 Conclusions and Future Work

We exploit the freely-available clinicaltrials.org
(CTO) and distant supervision for developing the
largest available weakly annotated database of
Intervention-Comparator entities across 11 sub-
types. Using these weak annotations combined
with the manual annotations, we train an “Interven-
tion” NER model that surpasses current approaches
by more than 5% in terms of F1 on the EBM-PICO
gold benchmark and demonstrate strong generaliz-
ability on a domain-specific physiotherapy bench-
mark. When the same NER model was trained with
the weakly annotated dataset alone, it surpassed
other approaches by 2%. This is a prototypical
work, and an automatically obtained dataset with I
and C annotations are being extended for the Partic-
ipant (P), Outcome (O), and Study type (S) entities.
The code and data are available on Github.
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A Appendix

A.1 DISTANT-CTO characteristics
The total number of entity-level “Intervention”
mentions in DISTANT-CTO are almost 30 times
more than in the EBM-PICO dataset as shown in
Table 7. For the EBM-PICO training set, 57.48%
of mentions fell under the “drug” class and the rest
under the six remaining classes.

Total DISTANT-CTO EBM-PICO
mention-level 977,682 32,890
token-level 1,558,964 125,920

Table 7: Comparing the number of “Intervention” anno-
tations in DISTANT-CTO vs. EBM-PICO.

Out of all the mention-level annotations in the
DISTANT-CTO dataset, 59.90% corresponded to

“drug” class and 40% to the rest of 10 classes. The
pie chart (upper pie in Figure 4) shows the class
distribution of the semantic classes for the retrieved
“Intervention” mentions sname about half of which
fall under the “drug” (or Pharma) class and the
rest under the remaining 10 non-pharma classes.
Out of the total retrieved mentions, almost two-
thirds that get mapped to a target t sentences also
fall under the “drug” class (lower pie in Figure 4).
Table 8 and 9 shows the number of retrieved inter-

Figure 4: upper) Class distribution for the retrieved
“Intervention” mentions, and lower) Class distribution
for the mapped “Intervention” mention.

.

vention mentions by their semantic class vs. the
percentage of these intervention mentions that get
mapped to some target sentence with the match
score ds of 1.0 and score 0.9 respectively. No-
tice that collectively the intervention mentions that
fall under the non-pharma classes outnumber the
pharma (“drug”) mentions.

Top semantic classes for the most mapped and
most unmapped intervention mentions from the to-
tal retrieved mentions are shown in the figure 6
and 5. As evident from the tables 8 and 9 “drug”
class intervention mentions are the most mapped
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Domain retrieved - (mapped)
drug 184835 (35.50%)
device 43134 (20.09%)
other 51703 (16.19%)
procedure 31630 (21.38%)
behavioral 33590 (16.03%)
biological 21225 (22.86%)
dietary supplement 11699 (25.46%)
radiation 4134 (20.44%)
diagnostic test 6742 (10.13%)
combination product 1070 (14.39%)
genetic 1524 (07.94%)
all non-pharma 206,451 (18.80%)

Table 8: Number of intervention mentions retrieved vs.
percentage mapped with ds = 1.0

Domain retrieved - mapped
drug 184835 (36.22%)
device 43134 (21.13%)
other 51703 (16.84%)
procedure 31630 (22.16%)
behavioral 33590 (16.44%)
biological 21225 (24.07%)
dietary supplement 11699 (27.44%)
radiation 4134 (21.17%)
diagnostic test 6742 (10.78%)
combination product 1070 (14.95%)
genetic 1524 (08.53%)
all non-pharma 206,451 (19.64%)

Table 9: Number of intervention mentions retrieved vs.
percentage mapped with a ds of 0.9

followed by “dietary supplement” and “procedure”
classes which also reflects in the pie chart of most
mapped lengths and common phrase lengths for
each class (see Figure 5). The most frequent phrase
length for these classes is one (unigram) and the
second most frequent length is two (bigram).

Figure 5: Top five semantic classes, source intervention
mentions from which get mapped to the target.

.

Domain Most common length
drug 1
dietary supplement 1
biological 1
procedure 2
device 1

Table 10: Lengths for the most mapped classes

The least mapped intervention mention classes are
“combination product”, “diagnostic test” and “be-
havioral” (refer figures 6) with most intervention
mentions in these classes containing either trigrams
or bigrams. This very well reflects with the num-
bers in figures 7 which shows that trigram and bi-
gram intervention mentions constitute almost half
the right pie showing the top phrase lengths for
intervention mentions that remain unmapped. One
of the ways to retain some of the missed bigram
and trigram intervention mentions is to explore the
matches with lower match scores. The Table 12
shows some of the ds ≥ 0.9 source-target matches
not captured by the ds = 1.0 constraint because
of the difference of either a single missing space
or singular-plural differences. It is also interest-
ing to note that the radiographic procedure “cys-
tourethrography” matches the name of the test “cys-
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Figure 6: Top five semantic classes of the source inter-
vention mentions that remain unmapped to the target.

.

Domain Most common length
device 3
other 2
behavioral 3
diagnostic test 2
combination product 3

Table 11: Lengths for the most unmapped classes

tourethrogram”.

A.2 Experimental Details
For the candidate generation process, we did
not define any junk elements for using the
sequencematcher function. All the NER ex-
periments in this article were conducted in PyTorch
and the models were trained for 10 epochs with a
mini-batch size of 10 for training and 6 for evalua-
tion. We used the IO (Inside, Outside) also called
raw labeling for all the NER tasks to make the ex-
periments compared with the previous studies. The
maximum sequence length was set to 100 because
the average length of each input text sequence was
about 68 words. For both experiments types, ei-
ther using the DISTANT-CTO alone or with the
EBM-PICO training set, 80% of the data was used
for training and 20% for development. The [CLS]
embeddings from the SciBERT layer were used
as features of the input text. SciBERT was fine-
tuned by not freezing weights during the experi-
ments. The hidden size for LSTM/BiLSTM was
set to 512/1024 for the text input embeddings and
20/40 for the POS one-hot embeddings. ReLU was
used as the activation function before feeding emis-

sion outputs to the CRF layer. Model training was
optimized using AdamW using a learning rate of
5e-5. The gradients were clipped to 1.0 to mitigate
the problem of exploding gradients. Due to very
specific RAM and GPU requirements for each ex-
periment and the institute’s capacity for sharing the
GPUs amongst the group members, experiments
were carried out on the following GPUs. Each ex-
periment was carried out on a single GPU without
any data and model parallelization.

B Extended Error Analysis

Manual error analysis results for Physio corpus
are reported in the Table 14. FP error count was
always lower than the FN error count in the EBM-
PICO gold but for the Physio set, the combined
NER experiments (series 2.x) lead to a higher FP
compared the FN. The ratio of BE in Exp series
2.x is on an average 1.2 times that of series 1.x.
However, a large chunk of BE in series 1.x are
false negatives in contrast to the BE in series 2.x
which are false positives. Upon closer inspection
of false-negative BE in series 1.x, we found that
they were either missed intervention synonyms in-
side brackets, missed information accompanying
intervention terms like dose, type, medium of inter-
vention, administrator of intervention, or location
of administration. This is due to the fact that dis-
tantly supervised annotation does not take into ac-
count labeling the additional intervention informa-
tion except the name. The addition of the manually
annotated EBM-PICO in the combined training ex-
periments reduces the number of false-negative BE.
This is due to the fact that EBM-PICO guidelines
required the annotators to mark the longest pos-
sible phrase describing intervention including the
additional information like dose, mode, medium,
and location of administration.

For both the evaluation corpora, the combined
NER experiments lead to more TP for the “Interven-
tion” class which is vital to PICO entity/span recog-
nition. This could be the case because the combi-
nation of weakly and strongly annotations reduce
the percentage of unseen surface forms (words)
from both test sets. 27.70% of the intervention
entity surface forms in the EBM-PICO gold bench-
mark remain unseen in the EBM-PICO training
set while for the DISTANT-CTO training set it
drops to 21.38%. 27.29% of the intervention en-
tity surface forms in the Physio benchmark remain
unseen in the EBM-PICO training set while for
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Figure 7: Left) Phrase length distribution of mapped intervention mentions, Right) Phrase length distribution of
unmapped intervention mentions.

.

Characteristic Source Target ds
Single missing space “l carnitine” “lcarnitine” 0.923
Missing negations “no pumice prophylaxis” “pumice prophylaxis” 0.900
Plurals “punch skin biopsies” “punch skin biopsy” 0.941
Abbreviations “rfsh alone” “recombinant fsh alone” 0.926
Specific treatment name to generic treat-
ment name

“biphasic insulin aspart
50”

“biphasic insulin aspart” 0.923

Procedure matches the instrument “cystourethrography” “cystourethrogram” 0.900

Table 12: Example “Intervention” mentions from CTO that get mapped to target sentences t with a ds of 0.9

GPU RAM Experiment
Tesla V100-PCIE-16GB 1TB 1.1, 2.1, 1.3
TeslaK80 GPU 126GB 1.2, 2.2
Tesla V100-PCIE-32GB 1TB 2.0, 1.0, 2.3

Table 13: Experiments and the details of GPUs they
were carried out on.

the DISTANT-CTO training set it drops to 22.97%.
Combining both training sets leads to a reduction
in unseen surface forms to 16.29% and 15.13%
for the EBM-PICO gold and Physio benchmarks
respectively. (Augenstein et al., 2017) has shown
that recall on unseen surface forms is significantly
lower than on seen surface forms for NER tasks.

C Ethical Statement

This paper studies clinical NER with a small
strongly labeled and a large weakly labeled dataset.
Our investigation neither introduces any social or
ethical bias to the model nor amplifies any bias

Exp FP FN BE OE
Physio set

Exp 1.0 963 1586 654 20
Exp 2.0 1168 897 867 347
Exp 1.1 990 1420 723 19
Exp 2.1 1116 904 1025 228

Table 14: Distribution of the token-level errors made by
the corresponding NER models on Physio set.

in the data. We do not foresee any direct social
consequences or ethical issues.

D License Information

DISTANT-CTO uses all of clinicaltrials.gov (CTO)
data that allows downloading and using it given that
any publication/distribution states and describes
any modifications made to the content of the data.
It is public data that anyone can download and re-
produce the outcomes with the code made available
on Github.
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Abstract
Generating a summary from findings has been
recently explored (Zhang et al., 2018, 2020)
in note types such as radiology reports that
typically have short length. In this work, we
focus on echocardiogram notes that is longer
and more complex compared to previous note
types. We formally define the task of echocar-
diography conclusion generation (EchoGen) as
generating a conclusion given the findings sec-
tion, with emphasis on key cardiac findings. To
promote the development of EchoGen methods,
we present a new benchmark, which consists
of two datasets collected from two hospitals.
We further compare both standard and state-of-
the-art methods on this new benchmark, with
an emphasis on factual consistency. To accom-
plish this, we develop a tool to automatically
extract concept-attribute tuples from the text.
We then propose an evaluation metric, Fact-
Comp, to compare concept-attribute tuples be-
tween the human reference and generated con-
clusions. Both automatic and human evalua-
tions show that there is still a significant gap
between human-written and machine-generated
conclusions on echo reports in terms of factual-
ity and overall quality1.

1 Introduction

Echocardiography (or echo) is a test that uses sound
waves to produce live images of the heart (Mitchell
et al., 2019). It has become routinely used to sup-
port the diagnosis, management, and follow-up of
patients with suspected or known heart diseases.
The echo report documents and communicates the
evaluation of cardiac and vascular structures in the
echocardiography study. As shown in Figure 1, a
standard echo report usually consists of a demo-
graphic section, an echocardiographic evaluation
section (also called the finding section), and a con-
clusion section (Gardin et al., 2002). In a typical

1Code for data construction and model evaluation
is available at https://github.com/bionlplab/
echo_summarization.

workflow, consultants who interpret echocardiog-
raphy provide the quantitative measurement and
descriptive statements to describe pertinent find-
ings, and then conclude.

In this work, we formally study the task of echo
conclusion generation (EchoGen), arising in clin-
ical practice to relieve the clinician of tasks that
may contribute to clinician burnout (Alsharqi et al.,
2018). A practical system shall be able to generate
statements that emphasize abnormal findings, and
compare differences and similarities of the current
study versus the previous one if available and rele-
vant. We define EchoGen as a task of learning from
the demographic and echocardiographic findings
section and generating the conclusion section.

Neural network-based models (See et al., 2017;
Lewis et al., 2020) are an attractive method for this
task, but are difficult to apply without appropriate
training data. To address this gap, we present a
large-scale EchoGen benchmark, which consists
of two datasets. Here we reply on one prexist-
ing MIMIC-III dataset (EGMIMIC) and one newly
collected dataset from the NewYork-Presbyterian
Hospital (EGCLEVER) to cover different text
genres, data sizes, and degrees of difficulty, and
more importantly, highlight common challenges of
EchoGen (Figure 1).

Beyond data, a second challenge for EchoGen is
to evaluate the factual correctness of a generated
conclusion. Automatic metrics such as ROUGE
and METEOR only assess content selection but not
other quality aspects, such as fluency, grammati-
cality, and coherence, and are not well-correlated
with factuality, leading to the development of sepa-
rate evaluation measures (Zhang et al., 2018; Falke
et al., 2019; Kryscinski et al., 2020; Goyal and
Durrett, 2021). This study proposes a new evalua-
tion metric to measure factual consistency, called
“FactComp” by considering both concept and their
attributes in the fact equivalence criteria.

To better understand the challenge posed by
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Conclusion:  
The left atrium is mildly dilated. There is moderate symmetric 
left ventricular hypertrophy. […] The aortic valve leaflets (3) 
appear  structurally normal with good leaflet excursion. […] 
There is no pericardial effusion. No vegetation seen (cannot 
definitively exclude). 

Findings:  
LEFT ATRIUM: Mild LA enlargement.   
RIGHT ATRIUM/INTERATRIAL SEPTUM: Normal RA size.   
LEFT VENTRICLE: Moderate symmetric LVH. Normal LV cavity 
size. Suboptimal technical quality, a focal LV wall motion 
abnormality cannot be fully excluded.   
RIGHT VENTRICLE: Normal RV chamber size and free wall 
motion.   
AORTIC VALVE: Normal aortic valve leaflets (3). No AS. No AR.   
[…]

(a) (b)

Conclusion:  
Aortic valve calcification. 
Left atrial dilatation. 
Normal global left ventricular function. 
Mild mitral regurgitation. 
[…]

Findings:  
The mitral valve leaflets appear thickened with normal opening. 
There are fibrocalcific changes of the aortic valve with normal 
opening. The aortic root is normal for age and body size. The 
left atrium is mildly dilated. Although accurate measurements 
could not be made, the left ventricle appears normal in size with 
normal wall thicknesses. [… ] There is no evidence for 
coarctation of the aorta. There is no evidence of right to left 
shunt by saline contrast study.

Patient/test Info:  
Indication: Endocarditis.  
Height: (in) 74 Weight (lb): 379  
…

Demographic Info:  
Age:  85 Sex: M Height: 71 Weight: 174 
Clinical Diagnosis: Dyspnea (shortness of breath) 
…

Figure 1: Echocardiography reports from the (a) EGMIMIC and (b) EGCLEVER datasets.

EchoGen, we conducted experiments with five
baselines: TF-IDF, RANDSENT, LEXRANK, FAC-
TEXT, and BART. We find that BART exceeds
other baselines by a large margin, but it has poor
transferability when tested on cross-corpus settings.
Further human evaluations indicate that there is
still a significant gap between generated conclu-
sions and human reference in terms of fluency and
factual consistency.

In summary, our contributions can be summa-
rized as follows. (1) We formally introduce the task
of EchoGen. (2) We curate a large-scale benchmark
from an existing representative dataset and a newly-
collected dataset. (3) We introduce a new metric
to measure the fact consistency for echo notes. (4)
Our metric and human evaluations find that there is
still a gap between human reference and generated
conclusions for echo reports in terms of fluency
and factual consistency.

2 Related works

While EchoGen has not been defined before, there
are closely related tasks that were studied before:
data-to-text generation, clinical report summariza-
tion, and evaluation.

Data-to-text Generation Data-to-text genera-
tion is a task of generating text in natural language
from non-linguistic input data such as tables and
time series (Gatt and Krahmer, 2018; Wiseman
et al., 2017; Gardent et al., 2017). Traditional ap-
proaches for data-to-text generation (Reiter and
Dale, 2000) follow a pipeline of modules such as
content selection, text structuring, and surface re-

alization. Recent methods (Gehrmann et al., 2018;
Harkous et al., 2020) generate text from data in an
end-to-end fashion using the encoder-decoder ap-
proach. Data-to-text is also explored in healthcare
(Pauws et al., 2019) to facilitate patient review.

Clinical report summarization Clinical report
summarization is a long-standing research problem
(Adams et al., 2021). Both extractive and abstrac-
tive methods have been applied for summarization,
covering cases from structured data to text, medical
image to text, and history documents to text (Afan-
tenos et al., 2005; Xiong et al., 2019; Pivovarov
and Elhadad, 2015).

To the best of our knowledge, few clinical sum-
marization datasets are available. MEDIQA 2021
ST provides a task of generating radiology impres-
sion statements from textual clinical findings in ra-
diology reports (Ben Abacha et al., 2021) collected
from the Indiana University dataset and Stanford
Health Care. CLIP is a dataset on discharge notes,
where the authors’ task was to extract the follow-up
action items from notes (Mullenbach et al., 2021) .
This dataset is more suitable for developing infor-
mation extraction (IE) systems or extractive sum-
marization methods. Adams et al. (2021) devel-
oped a dataset CLINSUM from Columbia Univer-
sity Irving Medical Center, focusing on discharge
summary notes. While they identified the complex,
multi-document summarization task, the dataset is
not public to promote the model development by
other researchers.

In comparison, our EchoGen is a completely new
task on a new note type – echocardiograms. More
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importantly, the benchmark covers a diverse range
of text genres from two resources. We expect that
the models that perform better on both datasets will
be more robust in real-word settings.

Evaluation on clinical text Evaluation of clini-
cal text generation or summarization is a challeng-
ing research area. Existing methods include auto-
matic approaches and human judgments. For ex-
ample, commonly used ROUGE-based evaluation
metrics measure the overlapping n-grams or longest
common sub-sequence between the reference and
generated summaries. BERTScore (Zhang et al.,
2019) (or HOLMS) is an alternative that accounts
for lexical variations by comparing the similarity of
semantic representations encoded via BERT (De-
vlin et al., 2019). However, human evaluations
show that these metrics do not always correlate
well with factual consistency measurement. Hence,
many research works focus on developing auto-
matic consistency metrics that correlate better with
human evaluations.

Goodrich et al. (2019) measure the factual con-
sistency as the ratio of overlap between relation
triplets under fixed schema extracted from the ref-
erence and the generated summary. Kryscinski et al.
(2020) propose an entailment-based model FactCC
to check whether the source text entails each sen-
tence in the generated summary. Wang et al. (2020)
and Durmus et al. (2020) propose QA-based meth-
ods that measure the amount of information in the
generated summary supported by the source. How-
ever, these evaluation approaches often consist of
auxiliary modules trained on external or artificial
datasets, which is prohibitively expensive and time-
consuming to collect. In addition, these modules
are hardly generalizable to other clinical settings.
Our proposed fact extractor FACTEXT instead re-
lies on linguistic knowledge and is shown to have
higher generalizability.

3 EchoGen

3.1 Task definition

We first formulate the EchoGen task. Let x =
{x1, ..., xm} be the demographics and findings sec-
tion of an echo report, the goal is to generate a
conclusion y = {y1, ..., yn}, where m and n are
the length of the source section and the generated
section of an echo report, respectively. In this work,
x is the finding section of a report. We leave lever-
aging the correlations, if any, between demographic

EGMIMIC EGCLEVER

Notes 44,085 13,000
Train 41,164 10,081
Dev 1,447 1,406
Test 1,474 1,513

Source sentences 19 19
Conclusion sentences 14 12
Source tokens 173 219
Conclusion tokens 150 72

Table 1: Statistics for the EchoGen benchmark.

values and generated conclusions into future works.

3.2 Dataset construction
The EchoGen benchmark contains two corpora (Ta-
ble 1. Here, we reply on one prexisting dataset
because it is widely used in the clinical NLP com-
munity and one newly collected dataset to cover
different text styles and levels of difficulties.

EGMIMIC The first dataset was sampled from
the MIMIC-III dataset (Medical Information Mart
for Intensive Care III) (Johnson et al., 2016).
MIMIC-III is a de-identified clinical database com-
posed of over 40,000 patients admitted in the ICUs
at Beth Israel Deaconess Medical Center. Of those,
we collected echo reports from the noteevents
table, whose category is “Echo”.

We applied the RadText tool 2 to split the notes
into a sequence of sections. It uses a rule-based
matching algorithm with default rules adapted from
SecTag with reported recall of 99% (Denny et al.,
2008). We then selected the “Findings” section as
the input and the “Conclusion” section as the hu-
man reference. We sampled a collection of 41,164,
1,447, and 1,474 reports for training, development,
and test, respectively (Table 1). Note that we sam-
pled the echo notes at the patient level. This strat-
egy will ensure that no participant was in more than
one group to avoid cross-contamination between
the training and test datasets.

EGCLEVER The second dataset is a collection
of echo notes in English for heart failure patients
from the “PrediCtion of EarLy REadmissions in Pa-
tients with CongestiVE HeaRt Failure” (CLEVER)
cohort at NewYork-Presbyterian Hospital (called
EGCLEVER). The patients were admitted and dis-
charged with billing codes ICD-9 Code 428 or ICD-
10 Code I50 from January 2008 and July 2018. The
study was reviewed and approved by the NewYork-
Presbyterian Hospital Institutional Review Board.

2https://github.com/bionlplab/radtext
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Figure 2: Distribution of word compression ratio on
EGMIMIC and EGCLEVER. The ratio defined as the
quotient of number of tokens in the reference and that
in the source.

We used the same method to preprocess
EGCLEVER and sampled a collection of 10,081,
1,406, and 1,513 reports for training, development,
and test, respectively.

Comparison The task of EchoGen varies with
the data source, which may depend on the indi-
vidual hospital. Figure 1 shows one echo report
from EGMIMIC and one from EGCLEVER. The
EGMIMIC report more closely resembles the task
of data-to-text generation (Gatt and Krahmer, 2018;
Pauws et al., 2019), where the finding section con-
sists of structured data (here, noun phrases in a
key-value format), and the conclusion section is
written by selecting important findings and expand-
ing them to coherent natural language text. Since
data-to-text often has a more complex tabular struc-
ture, the result here is somewhere in between pure
data and natural language as the tabular structure
is not explicit. Therefore, even though the num-
ber of tokens in the input is not much shorter than
the conclusion section, the conclusion does contain
less information than the input.

On the other hand, the conclusion section of
our collected dataset EGCLEVER involves more
heavily selecting and summarizing content from
unstructured text input. The distribution of word
compression ratio for both datasets further confirms
our observations (Figure 2). The compression ratio
is centered around 0.8 for EGMIMIC and 0.3 for
EGCLEVER.

3.3 Evaluation Metrics

ROUGE First, we use the standard ROUGE
scores (Lin, 2004), and report the F1 scores for
ROUGE-1, ROUGE-2, and ROUGE-L, which com-
pare the word-level unigram, bigram, and longest
common sequence overlap between the generated

Expand Abbreviation

Split Sentence

Dependency Parse

Recognize Concepts

Apply Rules

(Concept, Attribute)

Sc
is

pa
C

y

Input Text

Figure 3: The pipeline of the fact extractor FACTEXT.

and the human reference conclusion, respectively.

Factual Consistency For Factual Consistency
evaluation, we define a Factual F1 score, inspired
by (Zhang et al., 2020). Specifically, we first ex-
tract and represent the facts f as a list of “(Concept,
Attribute)” pairs ⟨f1, ...fn⟩. For example, in the
sentence “Right ventricular chamber size and free
wall motion are normal”, the fact list is ⟨(right ven-
tricular chamber size, normal), (free wall motion,
normal)⟩.

The evaluation is then carried out by comparing
the list f from the human reference to the list of
facts f̂ = ⟨f̂1, ..., f̂m⟩ from a generated conclusion.
This requires that a concept and its attributes be
extracted correctly to count as one fact.

Finally, the evaluation results are reported us-
ing the standard Precision, Recall, and F1-score
metrics.

P =
1

|f̂ |
FE(f, f̂), R =

1

|f | FE(f, f̂),

F = 2
P ·R
P +R

Here, FE is the factual equivalence criteria and can
be defined in various modes.

Strict matching The strict matching mode re-
quires exact matching, and it holds when both
the concept and attribute are the same. FE =∑

f̂i∈f̂
∑

fj∈f 1[f̂i = fj ].

BERTScore matching This mode uses greedy
matching to maximize the matching similarity.
Each fact is matched to the most similar fact in
the human reference. Here, we concatenate the
attribute with the concept to form a factual noun
phrase, and used the BERTScore to measure the
similarity between two phrases (Zhang et al., 2019).
FE =

∑
f̂i∈f̂ maxfj∈f BERTScore(f̂i, fj).
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EGMIMIC EGCLEVER Overall

P R F1 P R F1 P R F1

Findings 94.3 83.4 88.3 88.8 73.1 79.9 91.7 78.5 84.3
Conclusion 91.2 76.1 82.6 96.7 93.5 95.0 93.8 84.4 88.5
Overall 92.8 79.8 85.5 92.8 83.3 87.4 92.8 81.5 86.4

Table 2: The performance of FACTEXT on 25 randomly sampled Echo notes from the validation set of EGMIMIC
(13) and EGCLEVER (12). Each report consists of one “Findings” section and one “Conclusion” section. All
statistics are obtained by averaging scores from each report.

However, both modes have flaws. For example,
strict matching does not consider lexical variation
and semantic equivalence. On the other hand, since
concept-attribute pairs are supposed to be indepen-
dent, aligning each fact from the generated conclu-
sion to the most similar one in the reference via
BERTScore matching is less meaningful if they are
two different facts. Therefore, we relax the def-
inition of these modes and propose approximate
matching.

Approximate matching This mode combines
strict matching and BERTScore matching. Specifi-
cally, a predicted fact is equivalent to a reference
fact if their BERTScore is above a threshold t3.
FE =

∑
f̂i∈f̂

∑
fj∈f 1[BERTScore(f̂i, fj) > t].

To extract the facts from the text, we develop a
rule-based fact extraction system FACTEXT (Fig-
ure 3). The tool first splits the text into sentences,
and then obtains the universal dependencies (de
Marneffe et al., 2021) from the sentences. It fur-
ther detects UMLS© concepts mentioned in the
sentence. Here we focused on the common 55 con-
cepts in the echo notes identified in the data driven
way4. We used the ScispaCy model (Neumann
et al., 2019) trained on MedMentions (Mohan and
Li, 2018) to process the text.

Afterward, we applied rules to all identified con-
cepts and subsequently found the attributes that
describe the concept. We include negation as an
attribute but not uncertainty words as they rarely
show up in the text. In this work, we utilized the
universal dependency graph to define rules (Cham-
bers et al., 2007). Therefore, the rules take advan-
tage of linguistic knowledge so that the search of
attributes is not limited to fixed word distance. The
comprehensive rules can be found at our released
code. The performance of FACTEXT is discussed

3We set threshold t = 0.85 in this study based on the
performance on the validation set.

4Specific concepts are shown in Appendix A.

in Section 4.

3.4 Baseline models for benchmarking
We consider 5 baseline models.

TF-IDF Given a source x, TF-IDF first searches
for the most similar source x′ over all training data
based on TF-IDF features and then chooses cor-
responding conclusion y′ as a conclusion for the
source x.

RANDSENT We randomly select k = 12 sen-
tences from a source as its conclusion, where k
is determined according to the average number of
conclusion sentences in two collected datasets.

LEXRANK LexRank constructs a graph represen-
tation of the course, where nodes are sentences and
edges are similarities between sentences (Erkan
and Radev, 2004). It then applies the PageRank
algorithm on the graph to extract top k = 12 most
relevant sentences from the source.

FACTEXT We first extract all facts f from a
source and then construct a conclusion by concate-
nating them together. We next convert (Concept,
Attribute) pairs into noun phrases by attaching at-
tributes to the beginning of concepts. For example.
(right ventricular chamber size, normal) converts
to “normal right ventricular chamber size”.

BART BART (Lewis et al., 2020) is a pretrained
language model that recently demonstrates the
state-of-the-art performance in text summariza-
tion. It models the conditional likelihood p(y|x) =∑

t p(yt|y<t, x), where y<t denotes generated to-
kens before time step t. We fine-tune a pre-
trained BART initialized with facebook/bart-
large-xsum on both datasets.

4 Benchmark results and discussion

Rule-based system Table 2 shows the perfor-
mance of FACTEXT on randomly sampled 25 ex-
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ROUGE-1 ROUGE-2 ROUGE-L FC

P R F1 P R F1 P R F1 P R F1

TF-IDF 47.7 47.2 44.9 27.4 27.1 25.9 39.2 38.7 36.9 40.2 41.0 38.8
RANDSENT 58.3 49.2 51.4 34.0 29.7 30.5 47.9 41.0 42.6 49.6 45.8 45.9
LEXRANK 60.5 51.5 53.8 37.0 32.3 33.3 49.9 43.1 44.7 53.6 47.5 48.3
FACTEXT 69.1 51.7 57.4 40.0 30.0 33.2 63.8 47.6 52.9 48.8 66.0 54.9
BART 65.5 67.4 69.5 55.5 57.2 55.5 65.5 67.4 65.5 72.0 66.4 67.9

Table 3: Results on EGMIMIC. ROUGE-1/2/L represent the ROUGE-F1 scores. FC represents Factual Consistency
using the approximate matching.

ROUGE-1 ROUGE-2 ROUGE-L FC

P R F1 P R F1 P R F1 P R F1

TF-IDF 58.1 57.0 55.5 40.8 40.3 39.1 52.5 51.5 50.2 59.8 60.2 57.8
RANDSENT 37.2 57.7 44.3 17.0 26.9 20.4 28.7 44.9 34.2 33.9 34.3 32.5
LEXRANK 40.2 58.7 46.6 18.0 27.2 21.2 30.8 45.5 35.8 33.4 36.5 33.1
FACTEXT 49.1 49.7 48.3 25.3 25.9 25.0 47.4 47.9 46.6 35.1 50.6 40.4
BART 76.1 72.4 73.3 63.5 60.5 61.2 73.0 69.5 70.4 85.8 73.4 78.3

Table 4: Results on EGCLEVER. ROUGE-1/2/L represent the ROUGE-F1 scores. FC represents Factual Consis-
tency using the approximate matching.

amples from two datasets. Two authors of the work
manually annotated all (Concept, Attribute) tuples
of sampled examples for evaluation. We obtain
Cohen’s kappa κ = 0.81, which indicates a strong
agreement. We observe that the system has high
precision in all settings but with a drop in recall.
This indicates that most (Concept, Attribute) pairs
can be correctly identified with a few pairs missed.
Further analysis demonstrates that the “Findings”
section in EGMIMIC is more well structured than in
EGCLEVER. Therefore, FACTEXT on the former
setting achieves higher recall and F1.

Baseline Comparisons Table 3 and 4 show the
results of baseline approaches on the EGMIMIC

and EGCLEVER datasets.
Overall, BART achieves superior performance

over other baselines by a large margin, showing the
promising result of using abstractive summariza-
tion models.

RANDSENT and LEXRANK have similar perfor-
mances on both datasets. The result is reasonable
because LEXRANK relies on inter-sentence simi-
larity to select sentences, but similarities between
conclusion sentences are limited in clinical notes.

The TF-IDF baseline has contrary performance
on two datasets. Recall that this approach copies
the reference directly from the report with the

most similar source in the training data. Since the
“Conclusion” section is written as structured noun
phrases in EGCLEVER and as complete sentences
in EGMIMIC, TF-IDF is more likely to achieve a
higher ROUGE score in EGCLEVER, which has
fewer lexical variations in the “Conclusion” sec-
tion.

Information Extraction v.s. Text Summarization
To tackle the summarization of echocardiography
reports as an information extraction (IE) task, we
provide our rule-based fact extractor FACTEXT as
a performance lower bound. As shown in Table 3
and 4, the rule-based system falls short of perfor-
mance in both evaluation metrics. Since FACTEXT

concatenates all (Concept, Attribute) pairs as noun
phrases to form a generated conclusion section, it
fails to distill the key information of the source.
Further, since the importance of a concept in one
report depends on the overall levels of importance
of other concepts, external human annotations are
required. However, it is hard to reach a consensus
on the importance of concepts between domain ex-
perts on our dataset (See Human Evaluation below).
Therefore, these annotations are deemed to have
limited usability, and an IE model trained on them
may not be transferable to other clinical datasets.

Alternatively, machine learning based models
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Training EGMIMIC EGCLEVER

corpus R-1 R-2 R-L FC R-1 R-2 R-L FC

EGMIMIC (69.5) (55.2) (65.5) (67.9) 39.9 13.9 24.2 28.1
EGCLEVER 32.6 14.2 23.9 24.9 (73.1) (60.8) (70.2) (78.3)

Table 5: Cross-corpus results of models trained on EchoMIMIC and EGCLEVER using BART. R-1, R-2, R-L
represent the ROUGE-F1 scores. FC represents Factual Consistency using the approximate matching. Numbers in
parenthesis indicates the performance of the model on the dataset it trained on.

Figure 4: Confusion matrices of human evaluation results on 50 randomly sampled echo notes from EGMIMIC.
Results are shown in percentage and “same” means there is a tie between a reference and a generated conclusion.

outperform FACTEXT by a large margin in terms
of both ROUGE scores and factual consistency
evaluation. This suggests that summarization mod-
els can approximate the capability of an IE system
and identify more critical facts.

Extractive Summarization v.s. Abstractive Sum-
marization FACTEXT is a strong extractive base-
line that selects all concept and attribute pairs f as
an extractive conclusion. However, the low recall
under our defined evaluation metric indicates that
(1) f is not capable of describing all the informa-
tion in the reference; and (2) domain knowledge
is required to generate novel information. The low
precision score of FACTEXT, on the other hand,
shows that the reference is highly selective of the
source text as the majority of facts are excluded
from the reference.

Transferability of the model across datasets
We intentionally designed the test set to be partially
from a hospital system different from the training
set (out-of-domain) to test the generalizability of
the models. Results are shown in Table 5. As ex-
pected, the performance drops significantly in both
datasets and is worse than all baselines in Table 3
and 4. The low FC scores indicate that organiza-
tions do not share a unified consensus of important
information.

5 Human Evaluation

To compare the quality of generated text against a
human reference, we conduct a human evaluation
following Zhang et al. (2020). We randomly sam-
pled 50 echo reports from the development set of
EGMIMIC. For each example, we presented echo
findings to two Neurologist and Pulmonary Critical
Care physicians along with the human references
and summaries generated from BART in random
order. We asked the physicians to compare them
in three dimensions (1) fluency, (2) factual consis-
tency, and (3) overall quality. For each metric, we
asked the physicians to select the better one, with
ties allowed.

Since it is difficult to reach an agreement be-
tween physicians, we show the human evaluation
result as confusion matrices in Figure 4. Across
all three dimensions, both physicians agree that
human reference is better among half of the se-
lected samples (the upper-left cell of each figure).
Further, most of the percentages fall into the top
left two-by-two sub-matrices, with the main diag-
onal being the most frequent. This indicates that
physicians have a consensus that generated conclu-
sion is less preferred. There are also uncertainties
about whether a reference is better or tied with a
generated conclusion (around 20% at off-diagonal).
Overall, model-generated summaries are still un-
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desired compared to human reference in terms of
fluency, factual consistency, and overall quality.

6 Limitations

While our conducted human evaluation suggests
that generated summaries from BART tend to have
more factual errors than human reference, the accu-
racy of factuality comparison between BART and
other baselines is still limited by the quality of our
proposed system FACTEXT. Its performance, espe-
cially recall, depends on the accuracy of the Scis-
paCy model we use and the number of common
concepts we focus on (55 in this work). For ex-
ample, we can integrate the recommended phrases
that echocardiographers may choose to use to de-
scribe pertinent findings by the American Society
of Echocardiography (Gardin et al., 2002). We
leave continually designing a more robust informa-
tion extraction system or learning-based models,
which both (1) rely less on domain-specific con-
cepts; and (2) generalize to other types of notes, to
future works.

7 Conclusion

In this study, we introduce EchoGen, a new bench-
mark for evaluating and analyzing models for
echocardiography report conclusion generation.
We systematically analyze the performance of sev-
eral baseline methods with our proposed evalua-
tion metric and conclude that there is still a gap
between human reference and generated conclu-
sions for echo reports in terms of fluency and fac-
tual consistency. Detailed analysis shows that our
benchmarking can be used to evaluate the capacity
of the models to understand the clinical text and,
moreover, to shed light on the future directions for
developing clinical text generation and summariza-
tion systems.

8 Ethical considerations

The research has been designated by IRB at
NewYork-Presbyterian Hospital as Not Human
Subject Research. The Protocol Number is 20-
10022833.
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A Echo Concepts
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pericardium, pressure, prolapse, prosthesis, regurgi-
tation, ring, root, septum, shortening, sinus, space,
stenosis, structure, tamponade, thicknesses, throm-
bus, tricuspid, valve, vegetation, velocities, veloc-
ity, ventricle, ventricular, wall motion.
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Abstract

A wealth of important clinical information lies
untouched in the Electronic Health Record, of-
ten in the form of unstructured textual docu-
ments. For patients with Epilepsy, such infor-
mation includes outcome measures like Seizure
Frequency and Dates of Last Seizure, key pa-
rameters that guide all therapy for these pa-
tients. Transformer models have been able
to extract such outcome measures from un-
structured clinical note text as sentences with
human-like accuracy; however, these sentences
are not yet usable in a quantitative analysis for
large-scale studies. In this study, we developed
a pipeline to quantify these outcome measures.
We used text summarization models to convert
unstructured sentences into specific formats,
and then employed rules-based quantifiers to
calculate seizure frequencies and dates of last
seizure. We demonstrated that our pipeline of
models does not excessively propagate errors
and we analyzed its mistakes. We anticipate
that our methods can be generalized outside of
epilepsy to other disorders to drive large-scale
clinical research.

1 Introduction

The Electronic Health Record (EHR) is a longitudi-
nal catalog that describes patient visits, conditions,
treatments, and well-being; thus, the EHR has sig-
nificant potential for use in clinical informatics. Un-
fortunately, much of the data in the EHR is stored
as unstructured text in the form of hand-typed doc-
tor’s notes, which makes rapid information extrac-
tion traditionally difficult. However, recent devel-
opments in neural models, namely Transformers
(Vaswani et al., 2017) like BERT (Devlin et al.,
2019), have opened up exciting new avenues of
research.

Such developments have been applied to
Epilepsy, a neurological disease characterized by
recurrent unprovoked seizures. In epilepsy, seizure
frequency and the date a seizure most recently

Pipeline Steps
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Text

Extracted 
Sentences

Summaries

Quantities

Long
Text

Short
Text

X per Y 
[Unit]

X [unit] 
ago

Date 
String

Two episodes of staring in the 
past 6 months

HPI: Patient presents today for 
evaluation of seizures…

Their last seizure was on 
7/9/2013

Last event was 4 or 5 years ago

Extractive 
QA Models

2 per 6 month

July 9 2013

4 years ago

0.33

2013-07-09 00:00:00

2012-11-21 00:00:00

X (per 
month)

Date-
time

object

Summarizers
(T5 Models)

Previous Work

Current Study

Rules-based
Quantifier

Format Examples

Figure 1: Schematic figure illustrating overall pipeline.
Extractive question-answering models identify sen-
tences containing seizure frequency and date of last
seizure. These sentences are summarized into standard-
ized formats. Quantities are extracted from these sum-
maries using rules-based quantifiers. Items in blue are
for seizure frequencies, while items in green are for
dates of last seizure. Items in the grey background indi-
cate work previously done in Xie et al. (2022).

occurred on are among the most important clini-
cal outcome measures for patients. In Xie et al.
(2022), we previously used specially finetuned
Bio_ClinicalBERT (Alsentzer et al., 2019) and
RoBERTa (Liu et al., 2019) models to extract, with
human-like performance, sentences with a patient’s
seizure frequency and date of last seizure from clin-
ical progress notes. These sentences contain tem-
poral information and can thus be considered time
expressions (timex).

However, such timex only simplify the problem
of extracting such information from a document to
extracting such information from a sentence, and
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are not yet usable in a quantitative manner. In this
study, we developed a pipeline that extends our pre-
vious work and normalizes these timex (Figure 11).
We used neural text summarization models to con-
vert the extracted information into a standardized
format, and then applied a simple rules-based quan-
tifier to calculate a quantitative seizure frequency
(in seizures per month), or quantitative datetime
object. Our approach required minimal annotation
and preparation, and can be easily generalized to
other similar tasks.

2 Methods

This retrospective study was approved by the Insti-
tutional Review Board of the University of Penn-
sylvania with a waiver of informed consent.

In Xie et al. (2022), we finetuned
Bio_ClinicalBERT (Alsentzer et al., 2019)
and RoBERTa (Liu et al., 2019) on a combination
of public datasets and proprietary clinical notes to
extract sentences with seizure frequency and dates
of last seizure from clinical notes. We framed this
task as an extractive question-answering problem,
where we asked the model to identify statements
that answered the questions "How often does
the patient have seizures," and "When was the
patient’s most recent seizure?" We demonstrated
that our models achieved human-like performance
relative to clinicians and researchers working in
epilepsy-related research.

Quantifying seizure frequency and dates of last
seizures from these sentences is therefore a timex
normalization task, which seeks to convert a timex
statement like "Their last seizure was on 7/9/2013"
into the datetime object 2013-07-09 00:00:00.
More difficultly, seizure frequency and date of
last seizure are represented in a number of non-
standardized ways by clinicians, precluding the
use of simple rules-based quantification. We char-
acterize broad categories and provide illustrative
examples of such representations in Table 1. Note
that such representations are often encapsulated
by surrounding text (e.g. "They continue to have
nocturnal convulsive seizures twice per week"),
and that each category has internal variance (e.g.
"seizure weekly" vs. "seizures once per week"). To
accommodate these representations, we split our
timex normalization process into two steps: simpli-

1Our examples are date-shifted and gender neutralized
when applicable to preserve patient privacy and HIPAA com-
pliance

Frequency
Format Example
Classical "weekly basis", "twice per week"
Implied "first day of their menses"
Calendar "January: 1, February: 3, ..."
Timepoint "Since last visit... 3 seizures"

Last Seizure
Format Example
Explicit "Last seizure was 3/2012"
Implicit "Seizure free since 2001"
Timepoint "...2 or 3 years ago"

Table 1: Broad categories of seizure frequency and date
of last seizure formats with corresponding examples.

fication and quantification.
We first attempted to simplify each sen-

tence into a standardized format: "X per Y
[day/month/year/visit]" (e.g. "1 per 1 week") for
seizure frequencies, and "[Month] [Day] [Year]" or
"X [day/month/year] ago" (e.g. "January 2012" or
"3 years ago") for date of last seizure. We frame
this task as an abstractive text summary problem:
given a sentence containing a seizure frequency or
date of last seizure, we summarize the main com-
ponent of the sentence, the frequency or date, into
a standardized template. We manually annotated
the 1,000 sentences of seizure frequency and 1,000
sentences of the date of last seizure previously gen-
erated by our models in Xie et al. (2022) with the
formatted summaries; for example, "Two episodes
of staring in the past 6 months" was annotated with
"2 per 6 months", and "Their last seizure was on
7/9/2013" was annotated with "July 9 2013". We
then split them into training and testing sets, with
700 sentences for training, and 300 for testing. We
also created concrete values for subjective state-
ments (i.e. "many", "few", etc...) (Appendix A).

We finetuned two T5-large models (Raffel et al.,
2020) using Huggingface (Wolf et al., 2020), on
the training sets and made predictions on the test
sets. One T5-large model summarized sentences
of seizure frequency, while the other summarized
sentences of last seizure. We used Huggingface’s
default parameters for text summarization and did
not perform any hyperparameter optimization.

We then developed a rules-based quantifier that
normalizes a frequency summary into a numer-
ical value, and converts a date summary into
a datetime object. For summaries of seizure
frequency, we take the "X" value in "X per Y
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Sentence Summary Quantity
Seizures persisted throughout their life, ap-
proximately once a year

1 per 1 year 0.0833

... Jan 5 clusters, Feb 10 clusters, March 4
clusters, April 8 clusters

4 per 6 month∗ 6.75

Two episodes of staring in the past 6 months 2 per 6 months 0.333
Their last seizure was on 7/9/2013 July 9 2013 2013-07-09 00:00:00
Last event was 4 or 5 years ago 4 years ago 2012-11-21 00:00:00
Not had any seizures since 2005 2005 2005-01-01 00:00:00

Table 2: Examples of the summary and quantification processes to quantify sentences of seizure frequency and date
of last seizure.
∗Note: the seizure calendar sentence’s summary was incorrect, but the final quantity was corrected using the
rules-based quantifier for seizure calendars.

[day/month/year/visit]" as the numerator, and con-
vert the "Y" value using the time unit given in
"[day/month/year/visit]" into a suitable denomina-
tor to have units of "seizures per month." If the time-
frame involved the previous visit ("per Y visit"), we
would attempt to search for a record of the patient’s
last visit in our dataset and calculate the number of
months that have passed; if no such record could
be found, the quantifier would insert a placeholder
statement for future analysis when such informa-
tion would be available. For summaries of date of
last seizure, we first determine if the summary was
of the "ago" form, in which case we subtract the
specified number of day, months, or years from the
date the note was written. Otherwise, we apply a
series of logical steps to quantify the summary into
a Python datetime object. If only a month and day
were given, we assume that the year was either the
same year that the note was written, or the previous
year, depending on if the resultant date using the
same year was in the future of the date the note
was written. In both quantifiers, we assume that
there are 365 days or 12 months in a year, 7 days
in a week, and 30.4167 days or 4.3452 weeks in a
month.

We also created a rules-based quantifier specifi-
cally for the seizure calendars, as the summarizer
was unable to produce an accurate summary of this
format of frequency. This seizure calendar quan-
tifier identifies a sentence as a seizure calendar if
it has at least two months, and at least two num-
bers. It then associates a month to its number of
seizures by assuming that the number of seizures
either directly follows the month in the text (e.g.
"January: 1"), or precedes the month within three
words (e.g. "1 seizure in January")." It counts the

number of months and accumulates the number of
seizures in that time span to calculate a monthly
seizure frequency. Table 2 provides some examples
of the overall process.

We manually calculated the accuracy of each
step of our approach in an all-or-nothing approach
by comparing a statement to its downstream sum-
mary or quantity; a step was correct only if both its
format and value given the context were correct.

3 Results

We finetuned our T5 models for text summariza-
tion using a training set of 700 annotations, and
a testing set of 300 annotations. To determine
how much error we were propagating through our
pipeline, we calculated the accuracy of each step
in our method using the testing set (Table 3). We
counted the number of accurate sentences from
medical notes (performed previously in Xie et al.
(2022)), summaries (accounting for both correct
value and format) from sentences, and quantities
from summaries. Note that for this calculation, we
considered each step of the process as independent
from the others; for example, a summary could be
correct given a sentence, even if that sentence itself
was incorrect relative to the original note text. We
also determined the overall accuracy as the number
of examples where all of these steps were correct.
With at least 96% accuracy, it is evident that our
summarizers produced consistent representations
of seizure frequency and date of last seizure in the
desired format. Meanwhile, our perfect quantifica-
tion accuracy validates our use of text summaries as
an intermediate step - because all seizure frequen-
cies and dates of last seizure have been consistently
converted into their own respective formats, it is
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Sentence Summary Quantity Overall
Accuracy Accuracy Accuracy Accuracy

Seizure Frequency 0.893 0.963 1.000 0.880
Date of Last Seizure 0.863 0.987 1.000 0.857

Table 3: Accuracies of the extracted sentences containing seizure frequencies or dates of last seizure from raw
clinical note text (described previously in Xie et al. (2022)), the summary of such sentences in the standardized
format, and the quantification of the summaries into quantities. The overall accuracy denotes how often every step
of this process was correct. For calendar-type seizure frequencies, overall accuracy ignores the summary step, as
this was always incorrect, and instead takes into account the seizure calendar quantifier.

Reason Times Erred Times Erred
(Seizure Frequency) (Last Seizure)

Competitive Temporal Statements 2 2
"Since last visit: ... one ... seizure in the past year"
"On the same day as their last appointment ..."
No Temporal Reference 2 2
"They think they only had two ... seizures"
"Two weeks later they had another seizure"
Using Month as Value 2 0
"Since 4/2012 they have had a few seizures"
"Since last office visit, they have had seizure 8/12/16"

Table 4: Types of errors that occurred during the summary process.

highly unlikely that some unforeseen representa-
tion will be able to break the quantifiers’ rules.

Finally, we attempted to identify patterns of er-
rors in our incorrect summaries. We manually cat-
alogued these errors for both sentences of seizure
frequency and dates of last seizure, and determined
potential reasons for such problems (Table 4). The
first category was for sentences with competitive
time modalities, e.g. "Since last visit: they report
one possible seizure in the past year". Here the
summary could either use "since last visit" or "past
year" as its temporal unit for a seizure frequency;
in this particular example, the model chose to use
"since last visit", when "past year" would have
been more appropriate. Similarly, there were cases
when a temporal reference point was not available,
such as this sentence of a date of last seizure: "Two
weeks later they had another seizure." In this case,
it is unknown when exactly "two weeks later" is re-
ferring to. This is reflected in the model’s summary
for this example - "2 weeks later". Though in some
sense correct, this summary did not follow the de-
sired format, namely because there was not enough
information, even for a human, to fit it within the
specified style2. Finally, some cases where seizure

2The quantifier correctly flagged this summary as anoma-
lous and did not produce a quantity.

frequencies with dates were written out in numeri-
cal format resulted in the model pulling elements
of those dates out as part of the frequency itself.
For example "Since last office visit, they have had
seizure 8/12/16" was summarized as "8 per 1 visit",
but "8/12/16" instead refers to the date at which
their seizure occurred; the correct summary should
have been "1 per 1 visit".

4 Discussion

In this study, we normalized timex containing
seizure frequency and date of last seizure by sim-
plifying them with text summarization models, and
applying simple rules-based quantifiers to extract
quantitative outcome measures for patients with
epilepsy. We demonstrated that this pipeline can ac-
curately calculate quantitative seizure frequencies
and dates of last seizure. Though applied specifi-
cally to epilepsy, our methods are not constrained
just to neurological disorders, and can be easily
adapted to other medical conditions as well. Our
findings pave the way for large-scale clinical infor-
matics research through extracting and quantifying
textual information from the EHR.

Our full pipeline, including our previous work
from Xie et al. (2022), extracts timex from clinical
documents, simplifies them using neural models,
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and normalizes them with rules-based methods to
obtain quantitative outcome measures. The over-
all process is reminiscent of other temporal under-
standing studies. For example, Ning et al. (2018)
developed a pipeline for temporal understanding
that involves a Begin-Inside-Outside (BIO) tagging
scheme with machine learning to extract timex, and
a rules-based method to normalize them. Mean-
while, Ding et al. (2021) formulated timex nor-
malization as a sequence of operations that selects
and applies normalization rules, and Miller et al.
(2015) extracted timex from clinical text using ma-
chine learning-based BIO taggers on two clinical
datasets.

Additionally, to our knowledge, we are the first
to use neural text summarization as an intermediate
step to simplify variable timex into a standardized
template for easy rules-based quantity extraction in
the clinical domain. However, similar approaches
exist in other domains and tasks. For example,
Lourentzou et al. (2019) used a seq-to-seq model to
normalize the often complex and non-standard text
found in social media into more standard forms.
Additionally, Vale et al. (2018) tested how vari-
ous sentence simplification methods improved the
informativeness of extractive text summarization
methods, while Che et al. (2015) compressed sen-
tences in a manner that simplified the sentence but
preserved its sentiment as a preprocessing step for
aspect-based sentiment analysis.

Our categories of errors are also in line with
what has been seen in the literature for Transform-
ers. For example, Sulem et al. (2021) found that in
extractive question-answering tasks, BERT models
showed remarkably lower performance on compet-
itive I-Don’t-Know questions (where a plausible
but incorrect answer of the correct type exists in
the context), mirroring our summarization errors
when competitive time frames were presented.

Our study does have limitations. First and fore-
most, our methodology was developed using data
from a single institutional healthcare center. While
we used a neural summarizer in the hopes of im-
proving overall generalizability to the various ways
of representing outcome measures in text, it is still
possible that the summarizer will fail to generalize
to text from other health centers. We are actively
evaluating of our methods at a collaborating insti-
tution to access this effect. Additionally, 21 of 22
summaries that involved previous visits could not
be actively quantified with this dataset, as the date

of the previous visit did not exist in the 300 test
notes. This can easily be corrected by performing
a larger longitudinal study across our patients that
would allow us to track them through their visits.

5 Conclusions

We created a generalized two-step system that
rapidly and accurately extracts and quantifies
seizure frequency and date of last seizures. We
used the T5 model to create standardized sum-
maries of sentences of these outcome measures,
and then applied a rules-based algorithm to
extract and quantify the desired information. We
anticipate that our methods can be used to quantify
important clinical outcome measures not only for
patients with epilepsy, but other disorders as well,
allowing for large-scale clinical research in the
future.
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A Subjective Statement Values

Statement Value
"Couple" 2
"Few" 3
"Several" 4
"Multiple" 4
"Many" 5

Table 5: Values for subjective statements. Values were
chosen by consensus of the authors.
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Abstract

Biomedical relation extraction, aiming to auto-
matically discover high-quality and semantic
relations between the entities from free text, is
becoming a vital step for automated knowledge
discovery. Pretrained language models have
achieved impressive performance on various
natural language processing tasks, including re-
lation extraction. In this paper, we perform ex-
tensive empirical comparisons of encoder-only
transformers with the encoder-decoder trans-
former, specifically T5, on ten public biomedi-
cal relation extraction datasets. We study the re-
lation extraction task from four major biomed-
ical tasks, namely chemical-protein relation
extraction, disease-protein relation extraction,
drug-drug interaction, and protein-protein in-
teraction. We also explore the use of multi-task
fine-tuning to investigate the correlation among
major biomedical relation extraction tasks. We
report performance (micro F-score) using T5,
BioBERT and PubMedBERT, demonstrating
that T5 and multi-task learning can improve the
performance of the biomedical relation extrac-
tion task.

1 Introduction

The scientific literature provides a rich source of
biomedical knowledge (e.g., drug-drug interac-
tions), and due to its rapid growth, it becomes in-
creasingly difficult for scientists to keep up-to-date
with the most recent discoveries hidden in literature
(Zhang and Lu, 2019; Yadav et al., 2020). More-
over, manual curation of information from biomed-
ical literature is time-consuming, costly, and in-
sufficient to keep up with the rapid growth of the
literature (Herrero-Zazo et al., 2013). Hence, there
has been growing interest in using natural language
processing (NLP) techniques for automatic relation
extraction (RE) between biomedical entities from
texts.

Recently, a variety of approaches based on pre-
trained language models such as BERT (Devlin

et al., 2019) and other variants have shown promis-
ing results in various NLP tasks such as relation
extraction (drissiya El-allaly et al., 2021b,a), ques-
tion answering (Sarrouti et al., 2021c,a), text sum-
marization (Goodwin et al., 2020; Yadav et al.,
2021), and misinformation detection (Sarrouti et al.,
2021b). In particular, RE with classification-based
encoder-only pretrained transformers (BERT and
variants) has been extensively studied (Lee et al.,
2019; Peng et al., 2019a; Gu et al., 2022). In con-
trast, RE with pretrained language models based
on encoder–decoder architecture, specifically Text-
to-Text Transfer Transformer (T5) (Raffel et al.,
2020), has not been well-studied. Unlike encoder-
only transformers, which are designed to predict
a single prediction for an input sequence, T5 gen-
erates target tokens based on an encoder-decoder
architecture.

In this paper, our goal is to compare pre-
trained sequence-to-sequence transformers with the
encoder-only transformers for RE from biomedi-
cal texts. In order to satisfy this aim, we compare
T5 with in-domain BERT-based models such as
BioBERT and PubMedBERT on ten biomedical
RE benchmark datasets. We also explore the use
of multi-task fine-tuning (MTFT) on ten biomed-
ical RE datasets (each with different entities and
relation types) to investigate the correlation among
four major biomedical RE tasks, namely chemical-
protein relation extraction, disease-protein rela-
tion extraction, drug-drug interaction, and protein-
protein interaction. Our experiments show that T5
performs better than in domain BERT-based mod-
els (encoder-only) such as BioBERT and PubMed-
BERT. The results also show that fine-tuning T5
with multi-task learning substantially improves the
performance compared to single task fine-tuning.

2 Related Work

There has been a recent surge in interest from
the NLP community to automatically extract re-

376



lations between biomedical entities (proteins, gene,
diseases, etc.) from the biomedical literature
(Krallinger et al., 2008; Segura-Bedmar et al., 2013;
Krallinger et al., 2017; Miranda et al., 2021). Re-
cently, with the success of pretrained language
models, several techniques based on transform-
ers are widely utilized for extracting the relation-
ships between entities from biomedical literature
(Thillaisundaram and Togia, 2019; Wei et al., 2019;
Hebbar and Xie, 2021; Hiai et al., 2021; Liu et al.,
2021; Zhou et al., 2021; Su et al., 2021; Chang
et al., 2021; Weber et al., 2021). The success
of these systems has primarily been a result of
encoder-only transformers such as BERT (Devlin
et al., 2019) and its variants like SciBERT (Belt-
agy et al., 2019), BioBERT (Lee et al., 2019),
and PubMedBERT (Gu et al., 2022). Unlike RE
with classification-based encoder-only transform-
ers which have been widely studied, RE with
encoder-decoder transformers has not been well-
explored. Encoder–decoder-based transformer,
specifically T5, (Raffel et al., 2020) has shown
strong performance in various NLP tasks such as
question answering and text summarization, etc.

In this work, we perform comprehensive com-
parisons of encoder-only transformers with the
encoder-decoder transformer, specifically T5, on
ten public biomedical relation extraction datasets.
We also explore the use of multi-task learning to
learn the shared complementary features across
multiple biomedical relation extraction datasets.

3 Experiments

3.1 Problem statement

Given an input sentence S consisting of n tokens,
i.e., S = {w1, w2, ..., wn} and a pair of entities
(e1, e2) where e1 ∈ S and e2 ∈ S, RE models are
tasked with predicting the maximum probable label
ŷ from the set of labels in annotated data, y.

3.2 Datasets and processing

We explore ten benchmark datasets of RE between
various entity types such as protein-protein, drug-
drug, chemical-protein and disease-protein. Since
the vast majority of relation instances are within sin-
gle sentences in datasets of the aforementioned rela-
tion types, we model the RE task as sentence-level
relation classification. The statistics of biomedical
RE datasets are listed in Table 1.
Protein-protein interactions. We use five bench-
mark datasets, namely BioInfer, AIMed, IEPA,

HPRD50, and LLL. These datasets are converted to
a unified format by Pyysalo et al. (2008). Sentences
that contain a pair of proteins are selected to gen-
erate positive and negative instances. All protein-
protein pairs that occur in a sentence and do not
have an explicit label in aforementioned datasets
are considered as negative instances. Following
previous work, we anonymized target named enti-
ties in a sentence using the pre-defined tag @PRO-
TEIN$. For instance, a sentence with two protein
names is represented as “The POU domains of the
@PROTEIN$ and Oct2 transcription factors medi-
ate specific interaction with @PROTEIN$.”.

Drug-drug interactions. We use an existing pre-
processed version of the Drug-Drug Interaction
(DDI) 2013 corpus (Herrero-Zazo et al., 2013)
and its corresponding train/dev/test split created by
Peng et al. (2019b). Drug names were anonymized
using the tag @DRUG$. For instance, a sentence
with a pair of drug names is represented as “Ke-
toconazole: @DRUG$ may inhibit both synthetic
and catabolic enzymes of @DRUG$”. We evaluate
four types of DDI relationships: “mechanism”’,
“effect”, “advice”, and “Int”. The “mechanism”
class defines the DDIs that are described by their
pharmacokinetic mechanism. The “effect” type
describes an effect or a pharmacodynamic mecha-
nism in DDIs. The “advice” class describes DDIs
that mention a recommendation or advice regard-
ing a drug interaction. The “int” class is used when
the text describes an interaction between drugs but
without providing any additional information.

Disease-protein relationships. We use the ex-
isting preprocessed versions of the Genetic As-
sociation Database corpus (GAD) (Bravo et al.,
2015) and EU-ADR datasets (van Mulligen et al.,
2012). For both datasets, we use their correspond-
ing train/dev/test splits created by Lee et al. (2019).
Targeted entities were anonymized using the tags
@DISEASE$ and @GENE$. For instance, a sen-
tence with a pair of two entities (gene and dis-
ease in this case) is represented as “In conclusion,
@GENE$ 8092C > A polymorphism may mod-
ify the associations between cumulative cigarette
smoking and @DISEASE$ risk.”

Chemical-protein relationships. We use
ChemProt (Krallinger et al., 2017) and Drug-
Prot (Miranda et al., 2021) datasets that contain
gene–chemical relations. For ChemProt, we use
an existing preprocessed version and their corre-
sponding train/dev/test split created by Peng et al.

377



Dataset Train Dev Test Metrics
AIMed 4938 - 549 micro F1
BioInfer 8544 - 950 micro F1
HPRD50 389 - 44 micro F1
IEPA 734 - 82 micro F1
LLL 300 - 34 micro F1
DDI 2937 1004 979 micro F1
ChemProt 4154 2416 3458 micro F1
DrugProt 17277 3765 - micro F1
GAD 4796 - 534 micro F1
EU-ADR 318 - 37 micro F1

Table 1: Statistics of the biomedical relation extraction
datasets. For DrugProt, we use the dev set as a test set.

(2019b). We evaluate the same five classes: CPR:3,
CPR:4, CPR:5, CPR:6 , CPR:9. The CPR:3 class
describes upregulator, activator, and indirect up-
regulator. The CPR:4 class describes downreg-
ulator, inhibitor and indirect downregulator rela-
tion types. The CPR:5 category describes ago-
nist, agonist activator and agonist inhibitor rela-
tion types. The CPR:6 type describes the antag-
onist relation. The CPR:9 class describes the fol-
lowing relation types: substrate, product of, and
substrate product of. For DrugProt, we use the
standard training and development sets in the Drug-
Prot shared task and evaluate the same 13 classes:
Activator, Agonist, Agonist-Inhibitor, Antagonist,
Direct-Regulator, Indirect-Downregulator, Indirect-
Upregulator, Inhibitor, Part-Of, Product-Of, Sub-
strate, Substrate_Product-Of, Agonist-Activator.
We first split abstracts into sentences using NLTK
and then anonymized target entities in a sentence
using the tags @CHEMICAL$ and @GENE$. For
instance, a sentence with a pair of two entities
(chemical and gene in this case) is represented as
“During differentiation, @CHEMICAL$ promoted
early expression of osteoblast transcription factors,
@GENE$ and osterix.”

3.3 Models and setups
We compare in-domain BERT-based language mod-
els such as BioBERT (Lee et al., 2019) and Pub-
MedBERT (Gu et al., 2022) with T5 (Raffel et al.,
2020) and its variant SciFive (Phan et al., 2021),
which is trained on biomedical texts (PubMed ab-
stracts). For BERT-based models, we use a [CLS]
token for the classification of relations. The [CLS]
representation is fed into a softmax layer for a
multi-way classification. For the T5-based models,
the input sequence for the relation extraction task is
“Processed sentence: [s] Relation: [r]”. We fine-

tuned T5 to generate tokens of relation types which
are the ground truth labels in training datasets.

We also explore the use of MTFT on ten biomed-
ical RE datasets. Figure 1 illustrates MTFT for RE
tasks. We used the proportional and temperature-
scaled task mixing as in (Raffel et al., 2020) for
data mixture. During fine-tuning, a task-specific to-
ken (in our case, name of the dataset) is prepended
to the input sequence.

In our experiments, we used the BioBERT (v1.1-
base-PubMed), PubMedBERT, T5-base, and Sci-
Five (SciFive-base-Pubmed) implementations pro-
vided in HuggingFace’s Transformers package ver-
sion 4.16.2 (Wolf et al., 2020). All models were
trained with a batch size of 16 and maximum se-
quence length of 300 tokens for 10 epochs using
single GPU (16 GB VRAM) on Amazon Sage-
Maker. Adam optimiser with a learning rate of
1e-5 was used.

Figure 1: Multi-task learning for biomedical RE

3.4 Results
In Table 2, we show the results of T5-based mod-
els compared to the in-domain and SOTA BERT-
based models (pretrained on biomedical text) on
ten benchmarking biomedical RE datasets, listed
in Table 1. We compare the micro F1 scores ob-
tained by T5 and its variant SciFive (pretrained on
PubMed abstracts) to the BioBERT and PubMed-
BERT. On average (micro), T5 which was only pre-
trained on the general domain corpus, obtained a
higher F1 score than BioBERT and PubMedBERT.
T5 achieved the highest F1 scores on 5 out of 10
biomedical RE datasets. Models using biomedical
text in pre-training generally perform better than
models which pre-trained on general domain cor-
pus. However, we observe that T5-scifive which
was pre-trained on biomedical text (PubMed ab-
stracts) did not perform well compared to T5.

We also explored the impact of MTFT on four
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Relation Datasets BioBERT PubMedBERT T5 T5-SciFive T5-MTFT

Protein-protein

AIMed 92.36 93.31 94.35 94.17 93.62
BioInfer 95.97 94.59 95.36 95.89 95.16
HPRD50 85.45 90.56 84.09 90.90 95.95
IEPA 86.58 86.46 87.80 87.80 90.24
LLL 88.24 100.0 97.05 94.11 97.05

Drug-drug DDI 89.67 90.69 91.01 90.60 91.83

Chemical-protein
ChemProt 90.11 91.64 90.45 92.39 96.56
DrugProt 88.69 89.40 88.71 89.56 89.37

Disease-protein
GAD 79.91 80.87 81.46 81.27 80.71
EU-ADR 57.42 64.63 78.38 75.67 83.78

Average score 85.44 88.22 89.47 89.23 91.42

Table 2: Biomedical relation extraction test results. In T5-MTFT, we fine-tuned T5 with multi-task learning on ten
datasets and then evaluate on the test set for each dataset.

benchmark biomedical RE tasks, i.e., drug-drug
interaction, protein-protein interaction, chemical-
protein relation extraction, and disease-protein re-
lation extraction. On average, the results clearly
show that the performance improves when using
MTFT (an improvement of 1.95 F-score over the
best single performing model). For instance, on the
ChemProt dataset, T5-MTFT was able to achieve
significant performance improvement of 6.11 and
6.45 F-score points over T5 and BioBERT respec-
tively. While overall results indicate that MTFT
provides improved RE performance on the four
biomedical RE tasks (tasks with clear knowledge
transfer), we observe a slight drop in the perfor-
mance on some datasets such as AIMed, BioInfer,
and GAD. In MTFT, we believe that in addition
to the sample size of each task, the difficulty of
the task/dataset can have an impact on the over-
all performance (the model underfits or overfits
a dataset). More efforts and ablation studies are
needed to study the impact of different biomedical
RE tasks/datasets on downstream performance.

3.5 Error analysis
We performed a manual analysis of the test sets
where the best performing model (T5-MTFT) pre-
dicted an incorrect label. Table 3 presents some
examples.
Protein-protein interaction. The error analysis
has shown that sentences are mostly classified in-
correctly when they contain repetitive protein men-
tions (examples #1 and #3). Multiple protein men-
tions tend to add noise, which can prevent the
model to extract the relevant contextual informa-
tion. In addition, numerical or statistical findings
might be a cause of error (example #1). We also
observed that when the protein interacting words

(e.g., bind, interact, localization) are mentioned in
a sentence, the model predicts the class label “true”
(i.e, interacting) (examples #2, #3 and #4).

Drug-drug interaction. The model tends to clas-
sify “Int” class as “Effect” type (examples #5 and
#6). “Int” type is used whenever there exists an in-
teraction between two drugs (i.e., a coarse-grained
relation type). Having coarse-grained and fine-
grained categories can be a cause of error. We
also observed that when the input sentence contains
some class-specific words (e.g., effect, interact, in-
teraction, advise) that are not associated with the
target entities, the model fails to predict the correct
label (examples #7 and #8).

Chemical-protein relation extraction. Being a
common source of mis-classification, the CPR:3
type was often predicted as CPR:4 and vice versa
(examples #9 and #10). The CPR:3 class usually
describes up-regulation, and its instances usually
include up-regulation words such as “promote”,
“increase”, and “activate”. The CPR:4 class is usu-
ally related to down-regulation and contains down-
regulation words such as “decrease”, “inhibitor”,
and “deposition”. Having both up-regulation and
down-regulation words in the same sentence cre-
ates confusion, which can lead to mis-classification.
The model also misclassified some instances due
to the presence of multiple entities in a single sen-
tence (example #11). Multiple entities can also
create noise and make it difficult for the model to
identify if there is a relation between the two target
entities.

Disease-protein relation extraction. We found
that our model fails to predict the correct label
for instances (examples #12, #13, #14 and #15)
that contain association words (e.g., associated)
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Example

(1)
AIMed_sentence: Chemokines that could compete with high affinity for MIP-1beta binding could also compete for
monomeric gp120 binding, although with variable potencies; maximal @PROTEIN$ binding inhibition was 80% for
MCP-2, but only 30% for @PROTEIN$. Gold label: TRUE Predicted label: FALSE

(2) AIMed_sentence: We investigated whether @PROTEIN$, which binds to tyrosine-phosphorylated ITAM, interacts with
@PROTEIN$ following T cell activation. Gold label: FALSE Predicted label: TRUE

(3) AIMed_sentence: We further demonstrated that @PROTEIN$ and E3 but not @PROTEIN$ can decrease the fusogenic
activity of Abeta(29-42) via a direct interaction. Gold label: FALSE Predicted label: TRUE

(4)
BioInfer_sentence: In localization studies with mammalian cells, all fusion proteins showed the localization expected for
@PROTEIN$ in areas of high @PROTEIN$ dynamics, such as leading lamellae and ruffles induced by epidermal growth
factor. Gold label: FALSE Predicted label: TRUE

(5)

DDI_sentence: Other drugs which may enhance the neuromuscular blocking action of @DRUG$ such as MIVACRON
include certain antibiotics (e.g., aminoglycosides, tetracyclines, bacitracin, @DRUG$, lincomycin, clindamycin, colistin,
and sodium colistimethate), magnesium salts, lithium, local anesthetics, procainamide, and quinidine. Gold label: INT
Predicted label: EFFECT

(6) DDI_sentence: @DRUG$ may decrease the effectiveness of oral contraceptives, certain antibiotics, @DRUG$, theo-
phylline, corticosteroids, anticoagulants, and beta blockers. Gold label: INT Predicted label: EFFECT

(7)

DDI_sentence: Drugs Eliminated by Active Tubular Secretion: Although studies to assess drug-drug interactions with
Sanctura have not been conducted, @DRUG$ has the potential for pharmacokinetic interactions with other drugs that are
eliminated by active tubular secretion (e.g. digoxin, procainamide, pancuronium, morphine, @DRUG$, metformin and
tenofovir). Gold label: MECHANISM Predicted label: INT

(8)
DDI_sentence: Since Celontin (@DRUG$) may interact with concurrently administered @DRUG$, periodic serum level
determinations of these drugs may be necessary (eg methsuximide may increase the plasma concentrations of phenytoin
and phenobarbital). Gold label: ADVISE Predicted label: INT

(9)

ChemProt_sentence: EVn-50 possessed a broad spectrum of in vitro anticancer activity for those tested cancer cells,
especially sensitive to MDA-MB-435, SKOV-3, BXPC-3, SMMC-7721, MCF-7, HO-8910, SGC-7901, BEL-7402,
HCT-116, and 786-O, with the respective IC50 below 10mg/ml. Treatment with @CHEMICAL$ or VB1 resulted in
arresting the MDA-MB-435 and SMMC-7721 cells at G2/M phase, which was further supported by observations of
increased phosphorylation of Histone 3 at Ser10, phosphorylation of @GENE$ at Tyr15, expression of cyclin B1, and
decreased expression of Cdc25c. Gold label: CPR:3 Predicted label: CPR:4

(10) ChemProt_sentence: @CHEMICAL$ also increases Amyloid b (@GENE$) deposition and tau pathology. Gold label:
CPR:4 Predicted label: CPR:3

(11) ChemProt_sentence: Agonist and antagonist actions of yohimbine as compared to @CHEMICAL$ at alpha(2)-adrenergic
receptors @GENE$, serotonin (5-HT)(1A), 5-HT(1B), 5-HT(1D). Gold label: CPR:5 Predicted label: CPR:6

(12) GAD_sentence: Our results possibly indicate an association of @DISEASE$ with @GENE$ homozygosity (P=0.056).
Gold label: FALSE Predicted label: TRUE

(13) GAD_sentence: Our results suggest that the @GENE$ 168His variant is associated with reduced susceptibility to
@DISEASE$. Gold label: FALSE Predicted label: TRUE

(14) GAD_sentence: Our results indicate that the intron 2 CYP46 @GENE$ genotype may predispose to @DISEASE$, and
this association is independent of the apolipoprotein E genotype. Gold label: FALSE Predicted label: TRUE

(15)
GAD_sentence: Although there remains a possibility that the @GENE$ TaqI A polymorphism plays some role in
modifying the phenotype of the @DISEASE$, these results suggest that neither the A1 allele nor the homozygous A1
genotype is associated with alcoholism. Gold label: FALSE Predicted label: TRUE

Table 3: Examples of sentences that were incorrectly classified by the MTFT model.

with non-conclusive evidence (“possibly indicate”,
“suggest”, “may predispose”, “possibility”).

4 Conclusion

In this paper, we present a comprehensive evalu-
ation of encoder-only and encoder-decoder trans-
formers on four benchmark biomedical RE tasks.
We also explored the use of MTFT to investi-
gate the correlation among these biomedical RE
tasks. For that, we used ten popular datasets,
namely AIMed, BioInfer, HPRD50, IEPA, LLL,
DDI, ChemProt, DrugProt, GAD, and EU-ADR.
The experiments showed that T5 and MTFT
achieved better performance than BERT-based
models (BioBERT and PubMedBERT) in extract-
ing relations between bio-entities from texts. In

the future, we plan to study the impact of each RE
task/dataset on the downstream performance.
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Abstract

Electronic health records contain valuable infor-
mation about symptoms, diagnosis, treatment
and outcomes of the treatments of individual
patients. However, the records may also con-
tain information that can reveal the identity of
the patients. Removing these identifiers - the
Protected Health Information (PHI) - can pro-
tect the identity of the patient. Automatic de-
identification is a process which employs ma-
chine learning techniques to detect and remove
PHI. However, automatic techniques are imper-
fect in their precision and introduce noise into
the data. This study examines the impact of this
noise on the utility of Swedish de-identified
clinical data by using human evaluators and
by training and testing BERT models. Our
results indicate that de-identification does not
harm the utility for clinical NLP and that hu-
man evaluators are less sensitive to noise from
de-identification than expected.

1 Introduction

The training data for clinical NLP models are sen-
sitive because they often contain information that
can reveal the identity of real patient. This makes
sharing data and models difficult.

One way of decreasing the privacy risks of us-
ing clinical data is to de-identify them. A popular
way of doing this is by automatically detecting
and removing Protected Health Information (PHI).
This is often done using Named Entity Recognition
models that can find these sensitive data in clinical
texts. The de-identified clinical data can be used
both for clinical research but also as training data
for machine learning algorithms. These approaches
will be described in the next section.

One concern is that de-identification will deteri-
orate the quality of clinical texts. The risk is that
this will not only harm down-stream NLP tasks, but
also make the data less useful for other research
purposes. We have also identified a hesitancy from

lawyers who fear that de-identification can harm
the safety of the data.

In this paper, we evaluate the extent to which
de-identification harms perceived utility using hu-
man evaluators. We then evaluate the impact of
de-identification on the utility of the datasets for
building clinical NLP models.

2 Related Research

This related research section presents studies re-
garding the quality of the de-identification system
both in terms of safety and privacy but also for
down-stream tasks as for medical research.

In a study by Meystre et al. (2014) 86 patient
records in English were de-identified. Eight physi-
cians and 11 medical students that have treated and
written these records 1-3 months earlier could not
recognise their patients. Some of physician sus-
pected that they could recognize their patient on
some clinical details but after a control it was found
that the wrong patient had been identified.

Sánchez et al. (2014) propose a sanitation pro-
cess that removes information that might make the
patient record sensitive. This is not done by replac-
ing typical PHI like names, but instead by replacing
sensitive diseases such as Clamydia, AIDS, or HIV
with less sensitive terms such as virus. The ideas is
to aggregate information but this limits the utility
of the patient records.

Dalton-Locke et al. (2020) used de-identified
patient records from mental health clinics to per-
form research regarding the housing service of pa-
tients suffering from mental illnesses. Structured
data had previously been used for this research.
The researchers compared the two approaches and
found it feasible to use de-identified patient records
and de-identified structured data jointly for this re-
search. The system called CRIS is a combination of
a de-identification algorithm and a security model
has been approved for use in mental health research
by the ethics board. This allows researchers to ex-
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tract data from the the patient record system with-
out requiring individuals’ informed consent (Fer-
nandes et al., 2013).

In an other study, Dalianis (2019) constructed
a pseudonymization system for Swedish clinical
text. The pseudonymization system replaced PHI
with pseudonyms or surrogates. All tags that could
identify a PHI were removed so the records looked
realistic and neutral. The system was evaluated by
two computer scientist that had worked with clini-
cal text mining, specifically with this type of text.
The text they evaluated had not been seen by the sci-
entists before. They read 98 patient records where
half were pseudonymized and the other half were
not. On average, 91 percent of the pseudonymized
records were judged as original.

Pantazos et al. (2017) carried out de-
identification and pseudonymization of over
323,000 Danish patient records and then carried
out a manual review of 369 de-identified and
pseudonymized patient records with a total length
of over 71,000 words, this revealed seven words
where quasi-identifiers1 had not been de-identified
and it revealed 109 words where it was incorrectly
de-identified, this reduced the medical correctness
and readability according to the authors. A finding
by the authors was if they use abbreviation lists
and also medical lists the number of false positives
would probably been diminished.

Berg et al. (2020) evaluated the performance of
the Conditional Random Field (CRF) algorithms
on down-stream tasks based on clinical training
text that have been de-identified with increasing
degrees of recall. The authors used four different
de-identification strategies: pseudonymization (re-
place with surrogats), masking, keeping the class
name and removing the entire sentence containing
the PHI. Pseudonymization was the most effective
strategy for preserving down-stream utility. Mask-
ing and replacing the PHI with the class name had a
larger negative impact. The most severe impact was
seen when employing the sentence removal strat-
egy. However, a balanced recall (not high recall)
on all four strategies did not affect the down-stream
performance significantly.

3 Data

The clinical data used in this study originates from
the Karolinska University Hospital and is stored

1A quasi-identifier is a identifier that indirectly can identify
a patient such an street name or a zip code.

in the research infrastructure called Health Bank
– Swedish Health Record Research Bank2 (Dalia-
nis et al., 2015). The data encompasses 2 million
patient records3.

Three clinical data set have been de-identified us-
ing the BERT model created by Lamproudis. et al.
(2022). The experiments fine-tune models using
both the unaltered data and the de-identified data.
The following datasets were used:

Stockholm EPR Gastro ICD-10 Corpus A cor-
pus of 795,839 tokens in 6,062 discharge sum-
maries encompassing 4,985 unique patients
with gastrointestinal diseases. Each discharge
summary is associated with multiple ICD-10
codes which have been divided into blocks.
The dataset is a described in Remmer et al.
(2021). The task is to predict the correct ICD-
10 block for each discharge summary.

Stockholm EPR Diagnosis Factuality Corpus
A corpus of 240,000 tokens in 3,710 clinical
notes and their diagnosis. Each note has been
annotated with the factuality of the diagnosis.
There are six levels of factuality for each
diagnosis: Certainly Positive, Probably
Positive, Possibly Positive, Possibly Negative,
Probably Negative, and Certainly Negative.
The dataset is a described in (Velupillai,
2011) and (Velupillai et al., 2011). major is
to process each clinical note and predict the
degree of factuality for the diagnosis.

Stockholm EPR Clinical Entity Corpus A cor-
pus consisting of 70,852 tokens in which
7,946 entities have been annotated. The an-
notations are for four clinical entity classes:
Diagnosis, Drugs, Body parts, and Findings.
The dataset is a described in (Skeppstedt et al.,
2014). The task is an NER problem which
requires the model to locate the entities within
each sample.

These three datasets can be divided into two cate-
gories. The Stockholm EPR Gastro ICD-10 Corpus
and Stockholm EPR Diagnosis Factuality Corpus
are sequence classification problems with labels on
the sample level. On the other hand, the Stockholm
EPR Clinical Entity Corpus is a token classifica-
tion problem which requires the model to assign

2Health Bank, http://www.dsv.su.se/
healthbank

3This research has been approved by the Swedish Ethical
Review Authority under permission no. 2019-05679.
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the correct label to each token in a sequence. This
dataset was also used by Berg et al. (2020) which
makes it possible to assess whether switching to a
BERT-based approach affects the results.

A fourth dataset was used for the qualitative
experiments:

Gastro Pseudo Clinical Dataset Based on the
Stockholm EPR Gastro ICD-10 Corpus (Rem-
mer et al., 2021), this dataset contains 6,062
de-identified discharge summaries in the
medical speciality of Gastrointestinal dis-
eases. The data have been de-identified and
pseudonymized using the HB Deid CRF.

4 Methods & Experiments

4.1 De-Identification

This study uses two versions of the de-identification
system HB Deid described in Berg et al. (2019).
The first version uses Conditional Random Fields
(CRF) to locate sensitive entities.

The second version instead uses a clinical BERT
model fine-tuned for Named Entity Recognition
(NER). This model is pre-trained on Swedish
general-domain data (Malmsten et al., 2020) and
adapted to the clinical domain. This adaptation
involved changing the vocabulary and continuing
the pre-training using sensitive clinical data (Lam-
proudis. et al., 2022).

PHI Class Recall Precision

Age 100% 100%
First Name 100% 100%
Last Name 98% 98%
Partial Date 99% 97%
Full Date 90% 91%
Phone Number 81% 68%
Health Care Unit 85% 94%
Location 100% 100%
Organization 71% 100%

Table 1: The NER model’s recall and precision for each
PHI type are displayed and were calculated on the gold
standard called Stockholm EPR PHI Corpus, (Dalianis
and Velupillai, 2010). For details on the annotation
process see (Velupillai et al., 2009).

The BERT model from Lamproudis. et al. (2022)
selected as it was the best model available for
Swedish clinical NER. We can call it. This model
was fine-tuned for NER using the Stockholm EPR

PHI Corpus (Velupillai et al., 2009). The precision
and recall for each PHI class, estimated using a
held-out dataset, is shown in Table 1. Both the
precision and the recall values are high for many
of the classes. It correctly identifies most names,
but struggles with detecting organizations. We call
this fine-tuned model SweClin-BERT NER.

4.2 Comparing Fine-Tuned BERT Models

This experiment quantitatively evaluated the per-
formance on down-stream tasks when using de-
identified or unaltered training data. First, each
dataset was processed using the BERT-based de-
identifier to detect all sensitive PHI entities. These
entities were replaced with realistic surrogates.

The resulting collection of datasets was used to
create two different classes of models. One was
trained only using pseudonymized datasets and the
other was trained using unaltered datasets. The
models are trained using 10-fold cross validation
and are compared by studying their F1 scores.

Table 2 shows the results on the three tasks de-
scribed in section 3. The performance of models
trained using pseudonymized data is indistinguish-
able from the performance of models trained using
real data.

This lack of difference was confirmed by per-
forming Wilcoxon rank-sum tests (Mann and Whit-
ney, 1947) on the folds of each task. None of the
tests found any statistically significant differences
between models trained on real or pseudonymized
data.

4.3 Qualitative study I

This first qualitative study involved two human
evaluators: One coordinating officer (a) that de-
cides on the exportation of clinical data for research
as well as a chief physician (b) who also is respon-
sible for deciding on the exportation of clinical
data for research. Both evaluators work at Region
Stockholm county council in Sweden.

The requirements of the de-identification of the
Gastro dataset was preceded by a discussion with
the two human evaluators as well as a lawyer also
working with exportation of clinical data. They
decided that entities classed as First Name, Last
Name, Location, Phone Number, Organization and
Social Security Number are sensitive and should
be removed from the patient record. They also
decided that entities classified as Age, Health Care
Unit, Full Date and Date Part were not sensitive
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Data version
ICD-10

Classification

Factuality

Classification

Clinical Entity

NER

Unaltered 0.86 0.74 0.85
Pseudonymized 0.86 0.75 0.86

Table 2: Models were trained on both pseudonymized and unaltered versions of each dataset. The average F1 score
of each model class on the held-out dataset is shown for each of the tasks.

and should be retained. Hence only six classes
were used for de-identification.

The three experts also decided that they did not
want to pseudonymize the text with surrogates. In-
stead, the sensitive entities were replaced with their
class names. A control data set was also created
using all ten classes for de-identification. Both
de-identifications were done using HB Deid CRF.

Evaluator (a) read 100 pages each of the two sets
of de-identified files. They found the word "Inga"
as "No" in English was tagged as First Name. A
similar pattern was found for the personal names
"Per", "Tages" which can also mean, "Per day" or
"Take" respectively. The evaluator also noticed that
locations such as country names were removed,
but not a patient’s nationality. They also noticed
that the span of the predicted entity did not always
cover the whole PHI expression, especially when
they were multi-word expression. Evaluator (a)
found also that the set with 10 types of class tags
was easier to read that the one with 6 types of class
tags.

Evaluator (b) read 100 pages of the original file
(that did not contain any class tags) by mistake in-
stead of reading the de-identified version and they
commented that they did not find much sensitive
information. They said that the de-identification
system managed to effectively replace the sensi-
tive information. Evaluator (b) thought they found
some problematic cases where, for example, names
and locations were incorrectly assumed to be de-
identified. All these cases were double checked
and we confirmed that these were correctly tagged
in the de-identified data set.

4.4 Qualitative study II

A second qualitative study was carried out where
the version of HB Deid described in (Berg and
Dalianis, 2021) was used. 100 patient patient
records from an emergency unit at Skåne Univer-
sity Hospital were used for the de-identification
experiment.

The evaluator was an computer scientist at Lund
University at the Faculty of Engineering. Snippets
of 50-200 words were extracted from each patient
record and processed using HB Deid CRF. The
de-identification system found a large number PHI
tokens and classified most of them correctly. How-
ever, many abbreviations were incorrectly classi-
fied as Organizations. Generally, there where a few
false positives and some false negatives, but these
misclassifications alone did not provide enough
information to reveal the identity of any patients.

5 Discussion

The human evaluators in this study disliked the
idea of replacing PHI with surrogate values. In-
stead, they preferred replacing sensitive entities
with their PHI class. However, the resulting dataset
not only fails to use the protecting effects of HIPS
(Hiding In Plain Site) (Carrell et al., 2019). It also
makes it obvious to an adversary that any PHI they
encounter is in fact a real PHI that the system failed
to replace.

Human evaluations also uncover the problem of
dealing with abbreviations, since they can be mis-
taken for organizations. This can be dealt with by
adding word lists to deal specifically with abbrevi-
ations.

The human evaluators did not find the
pseudonymized text difficult to read. On the con-
trary, one evaluator had difficulties distinguishing
between real and pseudonymized data. This in-
dicates that pseudonymized health records retain
much of their utility for non-NLP research.

Comparing the utility of pseudonymized and
real datasets, we find no harmful effects from de-
identification on down-stream performance. This
confirms and builds upon previous results in (Berg
et al., 2020) that also showed that utility was re-
tained after de-identification.
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6 Conclusion

De-identification works best when the underlying
NER classifier has both high precision and high
recall. A high recall is crucial to ensure that as
many PHI as possible are detected. At the same
time, having a low precision may introduce noise
into the data which can harm its utility.

In this study, we show that existing de-
identification systems can effectively be used to
make datasets safer. We also show that the noise
introduced in this process does not harm down-
stream performance in clinical NLP tasks.

The qualitative evaluations also show that
humans have trouble distinguishing between
pseudonymized and real data. We also uncover a
discrepancy between the NLP community and our
human evaluators regarding the perceived value of
hiding sensitive data using HIPS.
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Abstract

Medical document coding is the process of as-
signing labels from a structured label space
(ontology – e.g., ICD-9) to medical documents.
This process is laborious, costly, and error-
prone. In recent years, efforts have been made
to automate this process with neural models.
The label spaces are large (in the order of thou-
sands of labels) and follow a big-head long-tail
label distribution, giving rise to few-shot and
zero-shot scenarios. Previous efforts tried to
address these scenarios within the model, lead-
ing to improvements on rare labels, but worse
results on frequent ones. We propose data aug-
mentation and synthesis techniques in order to
address these scenarios. We further introduce
an analysis technique for this setting inspired
by confusion matrices. This analysis technique
points to the positive impact of data augmen-
tation and synthesis, but also highlights more
general issues of confusion within families of
codes, and underprediction.

1 Introduction

Large-Scale Multi-Labelled Text Classification
(LMTC) tasks, such as automated ICD-9 coding
of MIMIC-III discharge summaries, suffer from
a big-head long-tail distribution of classes. This
phenomenon naturally arises due to some labels
being more frequent than others. This can further
be affected by the source of the data – in the case of
clinical Natural Language Processing (NLP), this
is often a single institution. For instance, hospitals
in Switzerland are unlikely to have cases of injuries
caused by shark bites (code W56.41XD in ICD-10).
Hence, depending on the data source, some labels
will have a very small population – Few-Shot (FS),
or even no population at all – Zero-Shot (ZS) sce-
nario. Furthermore, adding new labels into a stan-
dard by splitting/fusing/altering existing concepts,
or introducing new concepts also creates a ZS sce-
nario. Medical coding methods need to be able to
adapt to these scenarios.

Medical coding methods can be broadly di-
vided on the task (document-level/entity-level) and
the approaches (rule-based/machine learning) they
use. Methods like Apache cTAKES (Savova et al.,
2010), MedCAT (Kraljevic et al., 2019), or Se-
mEHR (Wu et al., 2018) perform Named Entity
Recognition and Linking (NER+L), identifying spe-
cific spans of text within the document and asso-
ciating them with concepts in a knowledge base,
such as UMLS (Bodenreider, 2004). They primar-
ily use rule-based methods, with some inclusion
of machine learning – e.g., MedCAT uses contex-
tual word embeddings for disambiguating homo-
graphic strings, such as context-sensitive abbrevi-
ations (e.g., the string “HR” can mean “hour” or
“heart rate”). Neural LMTC models, such as CAML
(Mullenbach et al., 2018), predict labels on the doc-
ument level. Labels are not associated with any
particular string in the text, but rather appear as
document-level sets.

Rule-based NER+L methods, assuming machine
learning is not used, are not affected by the FS/ZS
scenarios. There either is a suitable rule designed
for a given situation, or not. If a new code is in-
troduced into the label space, the rules need to be
adjusted to reflect this.

Neural learning approaches are data-driven. The
populations of labels available during training and
the variety in the inputs to which they are associ-
ated affect the model’s generalisability, especially
if the model is not designed with the few-shot/zero-
shot scenario in mind. Previous work has tried
to address this with setting non-trainable parame-
ters within the network as representations of ICD-9
codes enriched with knowledge from the ontolo-
gies (Rios and Kavuluru, 2018). While the few-
shot/zero-shot performance improved, the overall
performance deteriorated.

An alternative to model adjustments is to avoid
the FS/ZS scenarios by supplying more data, i.e.,
through data augmentation or synthesis. Aug-
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mentation through synonym replacement has been
previously done using WordNet (Ollagnier and
Williams, 2020), with improvements coming from
the use of a medical knowledge base (UMLS)
(Kang et al., 2021). Simple natural language gen-
eration techniques were also employed (Ollagnier
and Williams, 2020). These techniques, while ex-
panding the vocabulary, are only capable of pro-
ducing synthetic documents with labels present in
the original training data. Synthesising new docu-
ments with alternative labels has been done based
on document templates in the scope of radiology
reports – however, human experts were involved in
the process (Schrempf et al., 2020).

We propose a novel type of data synthesis for
ICD-9 coding, and medical LMTC tasks in general
with the aim to replace concepts of underspecified
codes with more specific, and often less frequent,
alternatives. Similar to Schrempf et al. (2020) we
recognise the value of augmenting concepts of inter-
est. Rather than using templating in order to deter-
mine concept location, we use pre-existing NER+L
techniques (MedCAT and SemEHR) to identify
spans relevant to the gold standard labelling.

Furthermore, we introduce an error analysis tech-
nique for this setting inspired by confusion matri-
ces. This technique associates codes within the
prediction set with codes in the gold standard set ac-
cording to the ontological structure allowing us to
track mispredictions co-occurring with unmatched
gold-standard codes indicating confusion – which
codes tend to be mispredicted as others.

Our work provides the following contributions:

• Applying Ontology-Guided Synonym Replace-
ment to ICD-9 coding, where multiple on-
tologies are used to determine candidate syn-
onyms for a given concept found by an
NER+L method akin to the work of (Kang
et al., 2021). This augmentation method leads
to improved model performance.

• Sibling-Code Replacement, where the surface
form of a concept reported by an NER+L
method is replaced with one of a semanti-
cally similar code according to the ontology,
with the change being reflected in the docu-
ment’s updated silver standard. This synthe-
sis method leads to improved model perfor-
mance.

• The Weak Hierarchical Confusion Matrix
(WHCM) – an analysis tool for the LMTC
(weakly-labelled) scenario inspired by the con-

cept of confusion matrix allowing more in-
depth error analysis facilitating further devel-
opment of LMTC systems. The output of this
tool can be further used as an evaluation met-
ric describing error types.

• The source code for augmentation and synthe-
sis1, and WHCM2 will be made available via
GitHub.

Our augmentation and synthesis methods both
separately and combined lead to improved micro-
F1 scores. The also improve g FS and ZS perfor-
mance – although are surpassed by the baseline
setup with more training. Our analysis tool high-
lights the error types in prediction – some errors
are due to confusion within the code family, but
most are due to underprediction.

2 Background

In this section we will introduce medical ontolo-
gies, both as a label set, and source of external
knowledge. We will describe Named Entity Recog-
nition and Linking used for determining relevant
spans of text, introduce LMTC as our task, dis-
cuss previous data augmentation techniques in clin-
ical NLP, and finally comment on the current ap-
proaches to evaluation and analysis of LMTC mod-
els.

2.1 Medical Ontologies
The International Classification of Diseases 9th
Edition, Clinical Modification3 (ICD-9-CM, here
refereed to as ICD-9 despite nuances) is a medical
ontology of diseases and procedures represented
by two tree-structured label-spaces. The higher the
depth of a node within the label space, the more
specific a concept it describes, with lower depths
representing aggregation on e.g., disease type or
general anatomy. Such aggregation is represented
via subtrees (or families) of codes. Coding is done
primarily with leaf nodes, representing the highest
degree of specification within the ontology. We
use ICD-9 as a basis for our research due to the
availability of data labelled with this ontology –
MIMIC-III. Newer revisions of the ICD (ICD-104,
ICD-115) differ in size, organisation of the tree

1https://github.com/modr00cka/
Ontology-Guided-Augmentation-and-Synthesis

2https://github.com/modr00cka/weak_
hierarchical_confusion

3https://www.cdc.gov/nchs/icd/icd9cm.
htm

4https://icd.who.int/browse10/2019/en
5https://icd.who.int/browse11/l-m/en
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structure, and naming conventions, but generally
follow the same structural design principles. Hence
our research can be re-used for newer standards.

An ICD-9 code (e.g., 250.01) consists of a cate-
gory (part of the code appearing prior to the deci-
mal point, e.g., 250) and etiology (appearing after
the decimal point, e.g., 01). The etiology can be
represented by up to two digits. A longer etiology
implies a more specific concept.

Dedicated leaf-level codes exist to describe an
“unspecified” version of a parent concept (e.g.,
hypertension with unspecified malignancy status
would be coded as 401.9 Unspecified Essential
Hypertension, rather than 401 Essential Hyperten-
sion). Such “unspecified” concepts may appear on
different depths representing different parts of the
concept being unspecified. This phenomenon can
appear within the same family of codes, indicating
different levels of specificity – e.g., the single-digit-
etiology leaf code 365.9 Unspecified Glaucoma
versus the double-digit-etiology leaf code 365.60
Glaucoma associated with unspecified ocular dis-
order. While not a general rule, some etiology
patterns tend to be associated with unspecified con-
cepts – .9, .?0, and sometimes .?1 (where ? can be
any digit.)

The Unified Medical Language Sys-
tem (UMLS)6 (Bodenreider, 2004) is a project of
medical terminology originally released in 1990.
The core components of UMLS are the Metathe-
saurus containing various medical vocabularies,
a Semantic Network representing the connections
between the terms, and an Information Sources
Map. The concepts within the Metathesaurus are
each assigned an identification code known as the
Concept Unique Identifier (CUI).

Furthermore, the Information Sources Map com-
ponent enables mapping of concepts between on-
tologies through the concepts’ CUI. An examples
of such a mapping is the SNOMED CT7 to ICD-9
map curated by UMLS.

2.2 Named Entity Recognition and Linking
The task of identifying relevant concepts within
free text is known as Named Entity Recognition
(NER). It can be extended to NER+L by linking
them to entities in an ontology (e.g., UMLS). The
standard labelling in NER+L tasks consist of two
pieces of data – the indices identifying the span of

6https://www.nlm.nih.gov/research/
umls/index.html

7https://www.snomed.org/

text constituting an entity, and the assigned class
(e.g., CUI). NER+L serves as the first step in our
augmentation and synthesis methods.

In the medical domain, notable early NER+L
(predominantly rule-based) systems include
MetaMap (Aronson, 2001) and Apache cTAKES
(Savova et al., 2010). These systems struggle with
ambiguities and spelling mistakes. BioYODIE
(Gorrell et al., 2018), a more recent approach,
addresses some of these ambiguity issues through
corpus-based statistics, e.g., co-occurrence graph.
SemEHR (Wu et al., 2018) improves upon the
output of BioYODIE with manually-derived rules.
Certain types of ambiguity still pose issues to
these systems, e.g., expansion of context-sensitive
abbreviations and variety of concept names.
MedCAT (Kraljevic et al., 2019) employs unsuper-
vised training and vocabulary building to further
address ambiguity through context-sensitive
disambiguation.

2.3 Large-Scale Multi-Label Text
Classification (LMTC)

Large-Scale Multi-Label Text Classification
(LMTC) is the task of assigning multiple weak
labels to text documents. The labels come from
a large label-space (in the order of thousands
of labels), which can be structured, e.g., ICD-9.
LMTC tasks appear in several domains, including
medical, legal, and commercial. The most notable
early model in LMTC is CAML introduced by
Mullenbach et al. (2018) for ICD-9 coding of
medical documents.

Given an input document the model identifies the
set of labels to be assigned. The input tokens are
converted into word embeddings using word2vec
(Mikolov et al., 2013). Convolutional filters are
applied on these embeddings for short-range inter-
action. These phrase embeddings are fed into a
label-specific attention mechanism – for each la-
bel an attention mechanism is applied identifying
tokens contributing towards the respective code’s
prediction. The attention is multiplied with the
the phrase embeddings resulting in label-specific
document embeddings upon which classification
is performed. Mullenbach et al. (2018) used spans
around high-attention tokens (keywords) for quali-
tative evaluation of predictions. Falis et al. (2019)
with the use of a hierarchical ensemble showed
that tokens relevant for a family of codes can be
captured with the attention mechanisms of ancestor
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codes and propagated to descendants.
LMTC models are data-driven neural approaches

requiring large amounts of data. Due to the big-
head long-tail label space, the performance of these
models varies between codes, with frequent codes
performing better. For this reason FS and ZS spe-
cific techniques were developed, such as that of
Rios and Kavuluru (2018); Lu et al. (2020).

2.4 Data Augmentation

Data Augmentation (DA) in machine learning is
a method for artificially increasing the amount of
training data by label-preserving alterations of the
input. This technique can be used either to make
the models more resilient to noise in the data, intro-
duce variety, or enrich with additional information
addressing model limitations.

One of the most representative DA techniques in
NLP is synonym replacement (Feng et al., 2021).
This technique replaces tokens within the text with
synonymous words or phrases, with the aid of a
knowledge base, such as WordNet8. Assuming
the synonym does not change the semantics of
the text, the synthetic document’s labels should
be the same. Synonym replacement with Word-
Net has been previously employed by Ollagnier
and Williams (2020) in medical document classi-
fication. Their method randomly replaces a set
number of non-stopwords per document with their
synonyms. The relatively unrestricted choice of
words, however, means the synonym replacement
may not be applied to concepts of high interest –
medical vocabulary. Schrempf et al. (2020) apply
a focused form of document synthesis through the
use of templates in radiology reports. These tem-
plates are used for augmenting concepts of interest,
or replacing them with similar ones. UMLS-based
synonym replacement has previously been used for
DA in NER+L and sentence classification by Kang
et al. (2021), employing random insertion, random
swap, and random deletion, and UMLS-synonym
replacement guided by the output of MetaMap.

We employ UMLS-synonym replacement DA
similar to Kang et al. (2021) for the task of LMTC
guided by more recent biomedical NER+L meth-
ods. We further propose a novel ontology-guided
document synthesis turning relevant concepts into
semantically adjacent concepts based on the ICD-9,
with the expected label set being adjusted accord-
ingly. The aim of this synthesis technique is to

8https://wordnet.princeton.edu/

provide further training data specifically to few-
shot and zero-shot labels.

2.5 Evaluation and Analysis for LMTC

LMTC tasks are evaluated using precision, recall
and F1 score with micro and macro averaging,
where macro-level metrics place equal weight on
the performance on each label, disregarding the
class imbalance. For the FS and ZS scenario pre-
cision and recall of the k highest predictions (@k),
regardless of passing a fixed threshold tend to be
employed. These measures compare exact match
(intersection) between the prediction and gold stan-
dard sets ignoring the rich ontological structure and
consider all errors equivalent. Count-Preserving
Hierarchical Evaluation (CoPHE) (Falis et al.,
2021) is a recently proposed evaluation metric in-
volving the ontological structure to award partial
credit to mispredictions occurring within the family
of codes to which a gold-standard label belongs.
Through the preservation of counts this method also
considers over-/under-prediction within families of
codes.

Beyond aggregate measures, to the best of our
knowledge, label-specific analysis tools do not ex-
ist. Due to the weakly-labelled nature of LMTC
tasks, confusion matrices are not a viable option.
We introduce an analysis method akin to the confu-
sion matrix suitable for LMTC.

3 Data

We employ the discharge summaries of MIMIC-III
(Johnson et al., 2016) due to their common use in
medical LMTC tasks. MIMIC-III is a multimodal
medical dataset acquired from the intensive care
units of the Beth Israel Deaconess Medical Cen-
ter in Boston, Massachusetts between years 2001
and 2012. Access of the data was granted through
PhysioNet9 after completing the ethical training by
the Collaborative Institutional Training Initiative
program. The dataset is coded with ICD-9 codes
on the document level. These labels do not per-
fectly represent the content of the text – MIMIC-III
is significantly under-coded for specific conditions
(Searle et al., 2020), and sometimes incorrect codes
are assigned – e.g., in the case of smoking status
(Falis et al., 2019).

The data has been pre-processed and split fol-
lowing Mullenbach et al. (2018)’s procedures. The

9https://physionet.org/content/
mimiciii/1.4/
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label distribution within the dataset follows a big-
head long-tail distribution. We divide the labels,
similar to Rios and Kavuluru (2018), into three sub-
sets according to their population size: Of the total
8,929 unique labels 4,351 appear in more than 5
documents within the training set; 4,341 at least
once but at most 5 times (few-shot); and 237 labels
do not appear in the training set, while existing in
the development or test set (zero-shot). The train-
ing set consists of 47,719 documents.

4 Methods

Our methods include data augmentation and syn-
thesis strategies based on the synonyms and ad-
jacent concepts respectively, and an analytic tool
for LMTC based on a set of assumptions to adapt
confusion matrices with ontological structure.

4.1 Data Augmentation and Synthesis
Strategies

We have attempted to enhance the training data
with variety in the vocabulary and introduction
of new codes in synthetic data. We applied two
NER+L systems – SemEHR and MedCAT – to
the training set. Unlike Searle et al. (2020) who
sought to produce a silver standard by reconcil-
ing the output of NER+L methods with the gold
standard, for the purpose of determining candidate
codes for DA we chose to filter the NER+L outputs
by intersecting them with the gold standard. While
the gold standard may not capture all mentioned
concepts, it may reflect local coding guidelines. As
the NER+L systems label their outputs with CUIs,
we translated these into ICD-9 using PyMedTer-
mino.10

It should be noted that LMTC models, such
as CAML, rely on pre-trained word2vec features
with a static vocabulary – words unseen during
pre-training will be considered out-of-vocabulary
(OOV). This affects concepts that are unseen dur-
ing training, such as rare diseases named after a
person – e.g., Munchausen’s Syndrome (301.51 in
ICD-9). By introducing alternative names (aug-
mentation) or new concepts (synthesis) we can also
expand the relevant vocabulary, mitigating OOV.

4.1.1 Identity-Code Augmentation
We first created a synonym-replacement DA
method in order to make the models more robust to

10https://pythonhosted.org/
PyMedTermino/

variety. A medical concept can have several alterna-
tive names or surface forms including abbreviations
– e.g., an “acute myocardial infarction” can be re-
ferred to as “heart attack” or the abbreviation “MI”.
Through augmenting the text with synonyms we
expose the model to alternative keywords represent-
ing existing concepts (already within the corpus
or previously unseen), while leaving non-keyword
context tokens untouched.

If an input document has any NER+L pre-
dictions matching the gold standard, their spans
are identified. A synonym from PyMedTermino
(derived from the UMLS, ICD-9, ICD-10, and
SNOMED CT) is chosen at random, and replaced
within the input text for each span. The augmented
text is then added to the training set with the same
gold standard labels as the original.

4.1.2 Adjacent-Code Synthesis
An additional form of Document Synthesis (DS),
aimed at introducing new labels, can be produced
by replacing mentions of a concept with an adjacent
concept, rather than a synonym – e.g., “stage 2 glau-
coma” with “stage 3 glaucoma” – and updating the
gold standard for the synthetic document accord-
ingly. Where Identity-Code Augmentation aims to
expose the model to alternative keywords to con-
cepts pre-existing in the corpus without changing
the code, the Adjacent-Code Synthesis replaces the
code, exposing the model to the keyword of a dif-
ferent code – potentially one that is rare within the
original training set (FS), or not appearing in it at
all (ZS). This replacement leads to these keywords
appearing in new contexts (those of the concepts
they replace).

We chose to focus on “unspecified” codes assum-
ing an “unspecified” label means all its mentions
within are non-specific, while a single specified
mention warrants a more specific version of the
code in the new silver standard. This choice was
made to address imperfections in the NER+L pre-
dictions – replacing a specified code would require
replacement of all its mentions, some of which may
not be identified by the NER+L method.

The outputs of SemEHR and MedCAT are pro-
cessed as in the synonym-replacement DA. We
considered a code to be unspecified if its descrip-
tion contained the string “unspecified” or “not oth-
erwise specified”, and with with “9” as the first
or “0”/“1” as the second digit of the etiology. Of
the 8,692 unique codes appearing in the training
set 1,188 remained as viable “unspecified codes”.
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This represents 14.74% of the total code population
within the training set.

Replacement codes were identified depending
on the etiology – double-digit unspecified codes
can only be replaced by codes differing only in
the final digit, while single-digit unspecified codes
can be replaced with codes of the same category
with any other etiology. Replacement codes were
divided into three sets – frequent (>5), few-shot (at
least one but up to 5), zero-shot (unseen) – based
on their population in the training set. Only labels
known to be within the MIMIC-III dataset were
considered.

For a given document each viable unspecified
code is first randomly converted into a specified
candidate (with ZS and FS candidates being pre-
ferred). The mentions of the unspecified code are
randomly replaced with mentions of the specified
candidate. The resulting synthetic discharge sum-
mary is then added into the training set with the
original gold standard code replaced with the can-
didate code. The pipeline for this DS procedure is
presented in Figure 1.

4.1.3 Enriched Training Sets
We applied the synonym DA method in a single
pass on the original training set for each NER+L
method explored, resulting in the sets SemEHR-DA
and MedCAT-DA. The adjacent label DS method
was applied in two passes for each NER+L method.
This was done to allow for multiple adjacent-code-
synthetic alternatives per document. The resulting
datasets are called SemEHR-DS and MedCAT-DS.
SemEHR-Both and MedCAT-Both are the combi-
nations of DA and DS datasets. All DA and DS
datasets were combined with the Baseline, and de-
duplicated. The final sizes of the different training
sets are presented in Table 1, including the number
of unique codes within the frequent, few-shot, and
zero-shot subsets. DA strategies increase popula-
tions of frequent and few-shot codes, leading to
some few-shot codes becoming frequent (>5 occur-
rences in the training set). DS expands on this by
also increasing populations of 13 zero-shot codes.
The development set and test set were left unmodi-
fied.

4.2 Hierarchical Confusion Matrix

Confusion matrices are useful evaluation analysis
tools in strongly-labelled scenarios (where individ-
ual predictions are associated with gold labels)(Tan
et al., 2019, p. 138). A high misclassification be-

Dataset Size Frequent Few Zero
Baseline 47,719 4,351 4,341 237
SemEHR-DA 66,559 4,818 3,874 237
MedCAT-DA 71,295 4,998 3,694 237
SemEHR-DS 74,851 5,167 3,538 224
MedCAT-DS 74,830 5,164 3,541 224
SemEHR-Both 93,690 5,446 3,259 224
MedCAT-Both 98,402 5,565 3,140 224

Table 1: Training set sizes (number of documents) and
populations (number of unique codes) of the frequent,
few-shot, and zero-shot subsets.

tween two classes indicates that, with respect to the
model’s parameters and the data, members of these
classes are similar and difficult to distinguish.

Confusion matrices can also support labels with-
out a valid association, e.g., a prediction on a span
not present in the gold standard, by associating
them with a special label indicating absence of the
counterpart. This scenario represents over/under
prediction.

The confusion matrix enables high-level error
analysis beyond tracking precision and recall of the
model. Such error analysis can be used in further
model design, or serve as supplementary informa-
tion for a deployed model.

In the weakly-labeled scenario, such as ICD-9
coding, both predictions and gold labels are pre-
sented on the document level as sets without as-
sociations between individual labels. If there is a
mismatch between a predicted label and the gold
standard, we cannot state with certainty that a pre-
dicted label, say, A.4 (e.g., Alcohol abuse, con-
tinuous) was misclassified as gold standard label
A.2 (e.g., Alcohol abuse, episodic) or B.1 (e.g.,
Chronic bronchitis), or whether the model overpre-
dicted A.4, while underpredicting B.1 and A.2. We
can, however, make assumptions based on the onto-
logical structure associating mispredictions within
code families – relating the A.4 prediction to the
gold label A.2 rather than B.1.

The problem of analysing multi-label classifica-
tion tasks and hierarchical label spaces with confu-
sion matrices has attracted recent attention within
the visualisation community (Görtler et al., 2021;
Heydarian et al., 2022). Heydarian et al. (2022) pro-
pose an extension to the standard confusion matrix
for multi-label classification in a non-hierarchical
setting. Görtler et al. (2021) propose a method
of analysis in a hierarchical multi-output setting,
approaching high-dimensional confusion as a dis-
tribution.
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Figure 1: Ontology-Aided Document Synthesis pipeline. Yellow elements indicate data from human experts (input
document, gold standard labels, ontology), gray elements indicate data which have machine learning somewhere in
the creation process. The green element indicates pre-existing software, blue elements indicates software custom
written for this method.

A co-occurrence matrix between predictions and
gold labels indicates which predicted labels co-
occur with particular gold standard labels, but is
not fine-grained enough for error analysis. We pro-
pose the use of ontological structure to reduce the
co-occurrence matrix into a simple weak hierar-
chical confusion matrix analysis method designed
with the LMTC scenario in mind and apply it to
ICD-9 coding. We further aggregate its results into
performance metrics exploring proportion of errors
based on their type.

4.2.1 Assumptions

Starting from a co-occurrence matrix between the
predicted and gold standard sets of labels we apply
three assumptions:

• 1-to-1 True Positive Correspondence: If a la-
bel is present both in the prediction and gold-
standard for a document, this is a True Positive
(TP), and not considered for confusion.

• Within-Family Confusion: non-TP codes in
the prediction are matched with non-TP codes
in the gold standard within their respective
code families (black cells in Figure 2 are ig-
nored).

• Out-Of-Family Scenario: If in confusion
matching a code from prediction/gold cannot
be matched (no code from its family left to
match), the code is associated with a special
OOF code (see red the cell in Figure 2).

4.2.2 Use

While we are capable of visualising WHCMs (Ap-
pendix A.1) for each family, for the purposes of this
publication we opt for aggregating results for all
codes. In particular, we reduce the matrices into the
following data given gold standard code: What pro-
portion of the gold standard is correctly matched to
its prediction, is confused within its family, and is
in the OOF scenario. These three percentages sum
up to 1. Furthermore, for each code we also track
which code within its family (including OOF) is the
most likely to be predicted, given the gold standard
label. This information is used to determine if this
most likely code matches the gold standard code.
An example of this analysis can be found in Table
A1 in the Appendix. We macro-average the correct-
match/within-family confusion/OOF statistics and
then provide the percentage of matches between
preferred prediction given the gold standard. Note
further analyses can be drawn conditioning on the
predicted codes by applying the same procedures
to the transpose of the original WHCM.

5 Experiments

We have applied MedCAT and SemEHR to the
training set, producing candidate spans associated
with CUIs. Post CUI-to-ICD-9 conversion, we
have removed all candidates not matching the gold
standard of their source discharge summary. We
have produced augmented and synthetic data ac-
cording to our description in sections 4.1.1 and
4.1.2 and combined them with the original train-
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Figure 2: Left: A simple co-occurrence matrix between the prediction and gold standard labels for two label
families for a single document. Labels A.1, A.3, and A.4 are predicted, while codes A.1, A.2, A.3, and B.1 are in
the gold standard. Green cells indicate a match between the prediction and gold standard, yellow cells indicate a
mismatch. Right: A weak hierarchical confusion matrix constructed from the co-occurrence matrix with the use
of the three assumptions – Gray cells were eliminated via 1-to-1 correspondence, black cells were eliminated via
within-family-confusion, red cells indicate the OOF scenario. The resulting confusion matrix indicates A.1 and
A.3 being correctly predicted (green), B.1 being a false negative – an OOF (red), and the predicted code A.4 being
confused with expected code A.2 (yellow).

ing set (dropping any duplicates) to produce en-
riched training sets as presented in section 4.1.3.
We have further created a Baseline-like dataset of
a similar size to our largest datasets – SemEHR-
Both and MedCAT-Both – as a controlled experi-
ment. This was done by concatenating two Base-
line datasets (2xBaseline). Assuming a constant
number of epochs, training on 2xBaseline corre-
sponds to training on the Baseline for double the
number of epochs.

We train CAML models based on the implemen-
tation of Chalkidis et al. (2019)11 for 15 epochs on
the training sets (Table 1). No few-shot/zero-shot
model-side solution (such as the use of label embed-
dings as parameters) was applied. Each experiment
used word embeddings of size 100 pre-trained on
its respective training set according to Mullenbach
et al. (2018)’s procedure. The development and
test sets were the same across all experiments. The
model weights with the best end-of-epoch valida-
tion F1 score were evaluated on the test set.

6 Results

For each experiment we report results averaged
across 5 runs (Table 2), except the three largest

11https://github.com/iliaschalkidis/
lmtc-emnlp2020

(2xBaseline, SemEHR-Both, MedCAT-Both) for
which a single run was conducted. We compare the
performance on previously used metrics: Micro-F1
for all codes, and R@10 for few-shot and zero-
shot codes. The codeset for few-shot and zero-shot
codes is derived from the Baseline, and hence in-
cludes codes whose populations have increased in
the DA, DS, and Both datasets. We further report hi-
erarchical results (Mic-F1H ) according to CoPHE.
Furthermore, we present macro-averaged aggre-
gate measures conditioned on the gold-standard
labels for all labels coming from WHCM – percent-
ages of gold labels being being predicted correctly
(Mac-Cor), being confused with a code within the
same family (Mac-Conf), and being confused as
OOF (underprediction – Mac-OOF). Finally, we
track whether the prediction most often matched
with the gold standard code, is the identity code
itself (rather than a sibling or OOF) – if a correct
prediction is more likely than any kind of mispre-
diction. On a code level this is represented as a
binary value (match or mismatch), and then can
be macro-averaged to the metric Match. For our
WHCM families we have used the ICD-9 tree as
implemented in CoPHE aggregating on its parent
level (code category). It should be noted, that our
CAML baseline results underperform with respect
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Dataset Mic-F1 Mic-F1H R@10-Few R@10-Zero Mac-Cor Mac-Conf Mac-OOF Match
Baseline 0.441 0.487 0.034 0.035 0.043 0.055 0.902 0.044
2xBaseline* 0.477 0.521 0.093 0.075 0.073 0.066 0.861 0.077
SemEHR-DA 0.469 0.514 0.055 0.034 0.062 0.062 0.876 0.063
MedCAT-DA 0.468 0.514 0.064 0.048 0.062 0.065 0.873 0.065
SemEHR-DS 0.471 0.518 0.051 0.055 0.067 0.065 0.869 0.069
MedCAT-DS 0.474 0.520 0.059 0.054 0.068 0.065 0.866 0.071
SemEHR-Both* 0.483 0.528 0.066 0.051 0.079 0.066 0.855 0.081
MedCAT-Both* 0.486 0.532 0.071 0.057 0.079 0.068 0.853 0.083

Table 2: Test-set performance of CAML models trained on the original training set (Baseline) versus training sets
with synonym augmentation (SemEHR-DA, MeCAT-DA), and adjacent-code synthesis (SemEHR-DS, MedCAT-
DS) averaged across 5 runs. Experiments on datasets marked with an asterisk (2xBaseline, SemEHR-Both and
MedCAT-Both) have, due to time constraints, been conducted a single run each. Best performance for each metric
is marked bold. Results are reported on the original test set. Zero and Few-shot codesets are based on the Baseline.
The original development set is used for validation in all experiments.

to the official results of Mullenbach et al. (2018)
(Micro-F1 of 0.53), due to our limited number of
training epochs (while Mullenbach et al. (2018)
ceases training after the precision@8 does not im-
prove for 10 epochs).

All the proposed methods improve on the Base-
line with regard to standard and hierarchical Micro-
F1. Augmentation (DA) sets, while comparatively
worse than Synthetic (DS) on R@10-Zero and stan-
dard and hierarchical Micro-F1, perform better on
R@10-Few. This was to be expected as the DA
methods provide little for the Zero codeset, while
producing more of the labels in the Freq and Few
codesets. Interestingly, SemEHR-DA performs on
par with MedCAT-DA despite having a smaller
training set. The combination of DA and DS meth-
ods (Both) report the best F1 results, with MedCAT-
Both performing best in 5 our of the 8 reported met-
rics (including Mac-Cor, Mac-OOF and Match).
Both of these methods’ results are at least as good
as those of 2xBaseline, which is of comparable size.
The best R@10-Few and R@10-Zero performance
was achieved by 2xBaseline, which corresponds
to training the Baseline for twice as many epochs.
While the different improvement of DA and DS
in R@10-Few and R@10-zero implies our meth-
ods enhance these subsets, 2xBaseline dominating
these metrics suggests that a better performance
FS/ZS can be achieved with more training epochs.
The difference between the standard and hierarchi-
cal (CoPHE) F1 scores remained largely the same,
which implies partial errors were not addressed
by these methods – this is further supported by
the changes in Mac-OOF dominating compared
to those of Mac-Conf. The lowest Mac-Conf was
achieved by the original Baseline, but was coupled
with a high OOF implying that this low confusion

is mostly due to a higher proportion of codes not
being predicted at all.

7 Conclusion and Discussion

The data enrichment methods have improved on the
baseline showing potential in approaching the few-
shot/zero-shot scenario through data, rather than
the model. However, our approach relied on the use
of external NER+L tools, whose predictions are im-
perfect, and may not be available for all domains of
interest. Other avenues of finding relevant entities,
e.g., the attention outputs of LMTC models, should
be explored in future work. While the data enrich-
ment results are encouraging, further analysis on
fully trained LMTC models is desirable. WHCM
results point to a major issue with most false neg-
atives coming from underprediction of a family,
rather than within-family confusion. Further anal-
ysis should be conducted on false positives. The
analysis from the WHCM tool can provide possible
explanation of the errors of a model and may shed
light on the design of more accurate models for
LMTC.
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Figure A.1: An example of a WHCM for the code family 427 (Cardiac dysrhythmias). Codes that are predicted, are
mostly predicted correctly (high-precision). Codes 427.31 (Atrial fibrillation) and 427.1 (Paroxysmal ventricular
tachycardia) notably get confused with several of their siblings. While the model experienced some over-prediction,
it suffered far more from under-prediction (low-recall).
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Abstract
Antibiotic resistance has become a growing
worldwide concern as new resistance mech-
anisms are emerging and spreading globally,
and thus detecting and collecting the cause
– Antibiotic Resistance Genes (ARGs), have
been more critical than ever. In this work,
we aim to automate the curation of ARGs by
extracting ARG-related assertive statements
from scientific papers. To support the research
towards this direction, we build SCIARG, a
new benchmark dataset containing 2,000 man-
ually annotated statements as the evaluation
set and 12,516 silver-standard training state-
ments that are automatically created from sci-
entific papers by a set of rules. To set up
the baseline performance on SCIARG, we
exploit three state-of-the-art neural architec-
tures based on pre-trained language models
and prompt tuning, and further ensemble them
to attain the highest 77.0% F-score. To the best
of our knowledge, we are the first to leverage
natural language processing techniques to cu-
rate all validated ARGs from scientific papers.
Both the code and data are publicly available
at https://github.com/VT-NLP/SciARG.

1 Introduction

Antibiotic resistance (AR), the ability of bacteria
to survive and propagate in the presence of antibi-
otics, is a prevalent phenomenon worldwide and
poses a serious health threat to humans and ani-
mals. Automatically detecting the antibiotic re-
sistance genes (ARGs- the root cause of AR) in
clinical and natural environments has been critical
for mitigating the spread of AR. However, though
the research on ARGs has grown exponentially
over the past 10-15 years, existing ARG databases,
such as CARD (Alcock et al., 2020), ARDB (Liu
and Pop, 2009), ARGO (Scaria et al., 2005), and
ARGMiner (Arango-Argoty et al., 2020), only con-
tain a fraction of ARGs that have been discovered
and validated by researchers, making it difficult to
fully keep track of the research on ARGs.

Statement 1: Gram-negative Enterobacteriaceae with resistance
to carbapenem conferred by New Delhi metallo-beta-lactamase 1
(blaNDM-1) are potentially a major global health problem. 

Statement 2: The NDM 1 producing Gram-negative bacteria are
mainly Enterobacteriaceae, which can cause colonization or fatal
infections, with worrying antimicrobial susceptibility profiles: some
isolates have developed resistance to practically all available
antibiotics.

Figure 1: Example of assertive statements for ARGs.
The red color shows the target genes while blue back-
ground indicates the contextual features.

To automate the process of collecting validated
ARGs to enrich the ARG databases, we propose
a literature mining approach to automatically ex-
tract the assertive statements that indicate the an-
tibiotic resistance property of genes from scientific
papers with computational approaches. Based on
these assertive statements, we can easily collect
all the validated ARGs in the literature. Taking
the two statements extracted from (Kumarasamy
et al., 2010) in Figure 1 as examples, we can con-
fidently infer the antibiotic resistance of NDM-1
based on the highlighted contextual words as beta-
lactamases are enzymes produced by bacteria that
provide multi-resistance to beta-lactam antibiotics.

In this paper, we introduce SCIARG, the first
benchmark dataset for extracting statements that
indicate antibiotic resistance of genes from scien-
tific publications. SCIARG contains 2,000 and
286 statements with target genes that are manu-
ally annotated by domain experts as the test and
dev dataset, and about 12,516 silver-standard train-
ing statements which are automatically created by
a set of rules. The rules are carefully designed
by two experts in ARG research. Each statement
is a natural language sentence containing a target
gene, and is labeled as Positive or Negative, in-
dicating whether the statement implies antibiotic
resistance of the target gene or not. To establish
the baseline performance on SCIARG, we design
three approaches by leveraging the state-of-the-art
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pre-trained language model and prompt tuning. As
the training statements are created based on rules,
the approaches are very easily overfitting to the
keywords from the rules. To mitigate overfitting,
we employ a mask language model pre-training
strategy which is shown effective in improving the
generalization of the baseline approaches. The en-
semble of the three supervised approaches attain
the highest 77.0% F-score on SCIARG. In sum-
mary, we make the following contributions:

• To the best of our knowledge, we are the first
to curate ARGs from scientific papers by lever-
aging natural language processing techniques.

• We build the first benchmark dataset to sup-
port the research on ARG-related assertive
statement prediction and establish baseline
performance based on state-of-the-art pre-
trained language models and prompt tuning
techniques.

2 Dataset Design

2.1 Statement Collection

To collect the positive statements, we need to first
get a collection of validated ARGs as the target
genes. To do so, we leverage the CARD (Alcock
et al., 2020) database which is a rigorously cu-
rated collection of characterized, peer-reviewed re-
sistance determinants and associated antibiotics.
CARD contains 3,100 ARGs while for 2,207 of
them, CARD provides related PMIDs or PMCIDs
from PubMed as reference. To collect the state-
ments about these target ARGs, we leverage the
Pubtator API1 to get the full-text articles based on
the PMCIDs of each target gene. As many arti-
cles are not freely available, we finally crawl 102
full-text articles for 91 ARGs.

For each of the 102 full-text articles, we segment
them into sentences and extract the sentences that
contain the target ARG as candidate statements.
To enrich the context of each statement, we also
prepend the preceding sentence and append the
following sentence. In this way, we collect 2,286
statements for 91 confirmed ARGs. We then ask
a senior student majoring in Biomedical Sciences
to verify the statement in terms of whether they
indicate the antibiotic resistance property of the
target ARG, and an expert PhD student who has

1https://www.ncbi.nlm.nih.gov/research/
pubtator/api.html

done extensive research on ARG to verify 100 sam-
ples randomly selected from the annotations. The
inter-annotator-agreement is 88%, indicating that
the annotations are mostly correct. In cases of
disagreement between the two annotators, we ask
them to discuss and achieve an agreement in terms
of the label. We take 286 manually annotated state-
ments as the dev set and the remaining 2,000 as
the test set. The dev set is carefully chosen such
that it has perfectly balanced classes, while the
test set contains 1,083 positive and 917 negative
statements.

2.2 Silver Training Set Creation

To create the training dataset, we take the remain-
ing 2,105 PMIDs/PMCIDs for which we cannot
successfully collect any full-text articles as seeds,
and apply the Entrez API2 to retrieve the papers that
cite or are being cited by these seed papers. The
assumption is that, if a paper cites or is cited by
the paper about a particular ARG, it’s more likely
about ARGs as well. Based on this assumption, we
follow the same procedures as Section 2.1 to col-
lect additional 24,733 statements for 1,133 target
ARGs. As it’s very expensive and time consuming
for a human to manually annotate these statements,
we design the following rules based on the antibi-
otic resistance mechanisms to automatically create
the positive training statements:

Rule 1: If a statement mentions a particular an-
tibiotic, together with “resistan” (the stem of resis-
tance) or “efflux”, it will be labeled as positive.

The rule is based on the fact that the efflux of the
drug from the bacterial cell is a key antibiotic resis-
tance mechanism generally found in gram-negative
bacteria. To apply this rule, we collect 604 antibi-
otics from the CARD database which cover the
synonyms, abbreviations and common names of
antibiotics. Two examples are shown in Table 1.

Rule 2: If a statement mentions any of the en-
zymes produced by bacteria that catalyzes antibi-
otic hydrolysis, it will be labeled as positive.

The enzystome4 is a community of thousands of
enzymes and its mutants, responsible for antibiotic
resistance. These enzymes act by modifying the

2https://www.ncbi.nlm.nih.gov/pmc/tools/
cites-citedby/

3mdtEF is a multidrug transport class of efflux pump that
confers resistance to a variety of drugs

4https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC6351036/
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Rule Examples

Rule 1
Example 1: Detection of rpsI-associated integrases in Bacillus and S . aureus reveals a
potential for broad-host range dissemination of the novel methicillin resistance gene mecD.
Macrococcus is evolutionarily closely related to the genus Staphylococcus, but possesses a
distinctly smaller genome with a size of 2

Example 2: Deletion of mdtEF 3 completely suppressed GadX-mediated multidrug resis-
tance. Our results indicate that the GadX regulator, in addition to its role in acid resistance,
increases multidrug resistance in E . coli by activating the MdtEF multidrug efflux pump .

Rule 2 Example: The emergence of one of the most recently described carbapenemases, namely,
the New Delhi metallo-lactamase (NDM-1), constitutes a critical and growingly important
medical issue . This resistance trait compromises the efficacy of almost all lactams (except
aztreonam), including the last resort carbapenems

Rule 3 Example: the bla NDM-type genes are found to be either plasmid- or chromosome-located,
and in the rare NDM-1-producing P . aeruginosa, the bla NDM-1 gene was found to be
chromosomally located . Investigations on the immediate genetic environment of bla NDM
genes revealed the presence of a conserved structure that always associated the complete
or truncated insertion sequence ISAba125 at the 5’-end and the ble MBL gene (encoding
resistance to the anticancer drug bleomycin) at the 3’-end of the bla NDM genes

Rule 4 Example: MIC values of beta-lactams for the E . coli TOP10 strain, which harbours
recombinant plasmid pTOPO-MUS-2, showed that the bacteria was resistant to amoxicillin
and ticarcillin and had a reduced susceptibility to piperacillin, in addition it showed an
increased resistance to extended-spectrum cephalosporins and carbapenems by at least
four-fold of MIC (Table 2) . Finally, PFGE analysis showed the three strains of M.

Table 1: Example statements of each rule. Green colour indicates the target ARG while Red colour highlights the
keywords from the corresponding rule.

cellular targets of various antimicrobial drugs, or
by modifying the antimicrobial drug itself. If a
statement contains any of the enzymes, we will
label it as positive. An example is shown Table 1.

Rule 3: If the prefix of the target gene is an ARG
indicator, we will label the statement as positive.

The prefix of the target gene sometimes provides
clues about whether the gene confers antibiotic re-
sistance or not. The indicator can be either “bla”
or “mec”: bla genes are resistant to beta-lactam an-
tibiotics and mec genes are resistant to methicillin
antibiotic. An example is shown Table 1.

Rule 4: If the statement mentions “MIC” and
“increase” or “fold” within a context window of 10
words, we will label it as positive.

Minimum inhibitory concentration (MIC) is the
lowest concentration of an antibiotic that inhibits
visible growth of the microorganism. Antimicro-
bial susceptibility tests (ASTs) measures the ability
of an antibiotic or other antimicrobial agent to in-
hibit the in vitro microbial growth. The results

of the test (e.g., increase in MIC, MIC becoming
multiple fold) tells us whether the organism is sus-
ceptible to the antibiotic or resistant. An example
is shown in Table 1.

Statistics Train Dev Eval

# of Target Genes 1,886 56 91
# of Statements 12,516 286 2,000

Average Length of Statement 61.2 55.0 56.3
Minimum Length of Statement 3 9 8
Maximum Length of Statement 502 121 232

Table 2: Statistics of SCIARG

Based on the above rules, we collect 6,258 pos-
itive statements out of 24,733 candidates. To
collect negative statements, we first get a list
of human genes from HGNC5. If a gene is
not included in CARD (Alcock et al., 2020) or
ARGMiner (Arango-Argoty et al., 2020), we con-
sider it as a non-ARG and further collected papers

5The resource for approved human gene nomenclature
https://www.genenames.org/
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Figure 2: Overview of the three approaches for ARG statement prediction.

about it and statements from the papers. If the
statement does not satisfy any of the above rules,
we take it as a negative training statement. Finally,
we randomly sample 6,258 negative training state-
ments and obtain 12,516 statements in total as the
training set. We name the dataset as SCIARG and
show the statistics of SCIARG in Table 2.

3 Approach

To set up the baseline performance on SCIARG,
we exploit three supervised approaches.

3.1 Supervised Classification
As Figure 2 (b) shows, given an input state-
ment X = [x0, x1, ..., xn] for a target gene g =
[xi, ..., xj ], we first apply the tokenizer of Pub-
MedBERT (Shin et al., 2020a), a state-of-the-art
pre-trained language model from PubMed papers,
and concatenate all tokens to form a new sequence
[[CLS], X, [SEP]], where [CLS] is a special token
used for classification and [SEP] is a delimiter. We
use a position label 1 to indicate the tokens from
the target gene and 0 for all the remaining tokens
from the statement. Then each token is initialized
with a vector by summing the corresponding to-
ken, segment and position embeddings from the
pre-trained PubMedBERT, and encoded into a hid-
den state. We use [Hcls,Hx0 , ...,Hxn ,Hsep] to
denote the encoding outputs. Finally, we predict a

label for the statement based on Hcls, and use the
negative log likelihood as the training objective:

L = − log(softmax(W1Hcls)) (1)

where W1 is a learnable parameter matrix.
It turns out that the model easily overfits to

the keywords of the rules (e.g., efflux, resistance,
MIC) that are used to create the training sam-
ples. To overcome this issue, we further add a
mask languge modeling (MLM) pre-training strat-
egy to encourage the model to learn more fea-
tures from context. As Figure 2 (a) shows, given
an input statement, we find all the keywords that
are from the rules, and randomly replace m ∈
{0%, 25%, 50%, 75%, 100%} of such tokens with
[MASK]. Then, we apply the same MLM objective
as PubMedBERT to ask the model to recover the
original token for each [MASK]. The training ob-
jective of MLM is also based on the negative log
likelihood:

L = − log(softmax(W2Hmask)) (2)

where W2 is another learnable parameter matrix.
We explore two training strategies: optimizing

the MLM objective (Equation 2) and the super-
vised classification objective (Equation 1) simul-
taneously or sequentially. The sequential training
strategy shows better performance.
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3.2 Prompt Tuning

To predict the antibiotic resistance property of
genes, it also requires extensive domain spe-
cific knowledge, e.g., interpreting results of ASTs,
knowledge of the enzymes or efflux pumps that are
responsible for antibiotic resistance, which is likely
to have been captured by the large-scale pre-trained
language models. To better induce such knowledge,
we further exploit prompt tuning based approaches.

Specifically, we design two prompts: (P1) “The
<target gene> is antibiotic resistant [MASK]”, and
(P2) “The <target gene> is [MASK] antibiotic resis-
tant”, where <target gene> refers to the gene of in-
terest in each input statement. As shown in Figure 2
(c) and (d), we concatenate each input statement
with each prompt as [[CLS], X, [SEP], P, [SEP]],
and get a contextual representation for each token
within the sequence based on PubMedBERT. Based
on the contextual representation of [MASK] in the
prompt, we apply a linear function with softmax
to predict a probability for each token in the target
vocabulary.

L = − log(softmax(WPHmask|P )) (3)

where P ∈ {P1, P2}. WP are learnable parame-
ters for each prompt learning approach. Hmask|P
denotes the contextual representation of [MASK]
from the corresponding prompt.

For prompt P1, we use true and false as the la-
bel of positive and negative category respectively,
and compare their probabilities to get the final la-
bel. Similarly, for prompt P2, we use possibly and
not to predict the label of each statement. Simi-
lar as the supervised classification approach, we
first pre-train the PubMedBERT with the MLM
objective (Equation 2) and then fine-tune it with
the prompts based on the negative log likelihood
objective (Equation 3).

4 Experiments

4.1 Experiment Setup

We compare our approaches with baseline methods
that are based on the rules illustrated in Section 2.2.
We use the classification F-score on the positive
statements as the evaluation metric, and use grid
search to tune the parameters: training epochs 10,
learning rate ∈ {2e-5, 3e-5, 5e-5}, training batch
size ∈ {8, 12, 16, 20}.

4.2 Results and Analysis

Table 3 shows the performance of varying ap-
proaches on SCIARG. We can see that, (1) the
precision, recall and F-score of different rules vary
a lot across the development and evaluation sets.
For example, Rule 2 results in the highest precision
and recall among the four rules on the development
set while the Rule 3 yields the highest recall on the
evaluation set. We ascribe it to the sampling of the
evaluation instances - though we carefully select
the evaluation subset to make sure it’s balanced
in terms of the target positive/negative labels, we
cannot guarantee that the rationals for the target
labels are also balanced. (2) the supervised ap-
proaches perform significantly better than the rule
based methods, especially on recall, demonstrating
that the rules are not enough to retrieve most of
the positive statements; (3) the classification based
approach with MLM pre-training outperforms the
two prompt-tuning based methods, due to the pos-
sible reason that the prompts were hand engineered
and could be sub-optimal. However, by analyz-
ing the errors of the three supervised approaches,
we also notice that the prompt-tuning based meth-
ods tend to make more positive predictions, and
perform better on the statements with complex or
ambiguous context. Taking the following sentence
as an example:

“aeruginosa, is underway . The combined effects
of various signals mediated by multiple regulators,
including CpxR and MexR, on MexAB-OprM ex-
pression will be understood in a broader physio-
logical context in the near future . For the determi-
nation of putative orthologous proteins, a primary
BLASTP search in a given genome was conducted
for the gene with the highest similarity.”

The classification approach mistakenly predicted
it as negative. However, MexAB-OprM is a major
efflux pump of P. aeruginosa, a common disease
causing gram-negative bacteria, that contributes
to clinical antibiotic resistance. Such knowledge
is possibly captured by the pre-trained language
model and the prompt-tuning methods can better
induce such knowledge from PubMedBERT and
thus make correct predictions.

Based on the above observation, we further en-
semble the three supervised approaches based on
their predicted label for each statement. 6 Specifi-
cally, for each statement, we label it as positive if

6We tried several ensembling strategies and the one we
discussed provides the best performance.
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Model Dev (%) Eval (%)

Precision Recall F-Score Precision Recall F-Score
Baseline w/ Rule 1 40.0 2.8 5.3 85.9 4.5 8.6
Baseline w/ Rule 2 72.2 9.1 16.2 96.6 10.5 19.0
Baseline w/ Rule 3 20.6 4.9 7.9 89.9 20.5 33.4
Baseline w/ Rule 4 50.0 2.1 4.0 84.8 2.6 5.0

Baseline w/ All Rules 37.1 16.1 22.4 89.3 32.2 47.4

Classification w/ MLM 57.0 88.1 69.2 63.3 92.7 75.2
Prompt 1 w/ MLM 52.4 97.9 68.3 57.7 97.2 72.4
Prompt 2 w/ MLM 53.8 95.1 68.7 58.6 94.9 72.4

Ensemble 61.3 85.3 71.3 67.8 89.0 77.0

Table 3: Comparison of varying approaches

and only if all the three individual models predict a
positive label, otherwise, it will be labeled as nega-
tive. As Table 3 shows, the ensembling approach
further provides significant improvement over each
individual method.

4.3 Impact of MLM pre-training

Figure 3 shows the effect of MLM pre-training
strategy based on different percentages of masked
keywords for each supervised approach. As we
can see, it provides improvement to all the three
supervised approaches, demonstrating that it can
encourage the language model encoder to better
capture contextual features and generalize to other
clues and indicators that are not from the rules.

4.4 Limitation of the Rule-based Methods

It’s not surprising that rule-based methods show
very low recall on the manually annotated test
dataset as (1) there are a large number of resis-
tance mechanisms while most of them also facil-
itate the biological processes that are not related
to antibiotics. For instance, the tolC-hlyD-hlyB
and related systems are nearly ubiquitous type 1
secretion systems that facilitate secretion of a very
broad range of substrates, such as virulence factors,
bacteriocins; (2) there are a lot of other terms that
could have been included in the rules but their mere
mentions are not enough to indicate the antibiotic
resistance of genes. For instance, plasmids fre-
quently but not always carry antibiotic resistance
genes, and similar terms also include transposon,
integron, genomic island and so on.

5 Remaining Challenges

To understand the remaining challenges of
SCIARG, we randomly sample 100 prediction er-
rors of the ensembling approach from the develop-
ment set, and summarize the following three key
remaining challenges.

Challenge 1: Lack of Domain Specific Knowl-
edge The ARG statement prediction requires ex-
tensive domain specific knowledge to help the mod-
els better understand the text and disambiguate the
meanings. For example, in the following statement:

“Minimal inhibitory concentrations (MICs) of
ciprofloxacin, ofloxacin, ceftazidime, cefsulodin,
and aztreonam, but not amikacin, were increased
at least 4-fold by ectopically expressed CpxR in
PA14 and PA14DeltacpxR strains (Table 2) in a
manner dependent on MexA, but not MuxA . In
this case, ectopically expressed CpxR failed to in-
crease the MICs of the tested antibiotics in a mexA
null-mutant PA14DeltamexA strain . In contrast,
the MIC increases caused by the ectopically ex-
pressed CpxR were not altered in a muxA null-
mutant PA14DeltamuxA strain (Table 2)”

The term “ectopic expression” either refers to
“heterologous expression” or “a specific experimen-
tal condition”, which lead to distinct predictions.
The model cannot correctly interpret the meaning
and thus made a wrong prediction.

Challenge 2: Limited Contextual Cues about
the Target Gene For many statements, the con-
text is not enough to confidently infer whether the
target gene is an ARG or not. For instance, in the
following statement:

“MphI shares high sequence identity (94%) to
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Figure 3: Impact of MLM pre-training with different
percentages of masked keywords.

homologs found in related surface Paenibacillus
sp . , indicating the functional divergence of MphI
is not recent . The Bacillus cereus group have two
genetically and functionally distinct Mph enzymes;
one that modifies a broad range of macrolides and
another that cannot modify macrolides with 16-
membered rings”

Our ensembling approach mistakenly predicts it
as positive while the source article concluded that
mphI does NOT encode an ARG. The description of
“MphI modifies macrolides” does not necessarily
imply that it neutralizes or inactivates macrolides,

a class of antibiotics, thereby causing resistance.
This is a special case that will happen occasionally
- where the statements are characterizing an ARG
homolog, but not an ARG.

Challenge 3: Noisy and Insufficient Training
Data The training is created based on a set of
rules, which leads to two major problems: (1) It in-
troduces noise since the rules are not 100% precise.
As Table 3 shows, the precision ranges from 20.6%
for Rule-3 to 72.2% for Rule-2; (2) The positive
ARG statements covered in the training data is not
diverse enough as they are constrained by the 4
rules. Though the MLM strategy helps the model
generalize to more broad contextual features, it still
suffers from the low recall. Many types of ARG
statements in the development and test sets are not
covered in the training set. For instance, for the
following statement from the development set:

“The nature of the activating ligand for VanSA
has not been identified, therefore this work sought
to identify and characterise ligand(s) for VanSA. In
vitro approaches were used to screen the struc-
tural and activity effects of a range of poten-
tial ligands with purified VanSA protein. Of the
screened ligands (glycopeptide antibiotics van-
comycin and teicoplanin, and peptidoglycan com-
ponents N-acetylmuramic acid, D-Ala-D-Ala and
Ala-D-y-Glu-Lys-D-Ala-D-Ala) only glycopeptide
antibiotics vancomycin and teicoplanin were found
to bind VanSA with different affinities (vancomycin
70 muM; teicoplanin 30 and 170 muM), and were
proposed to bind via exposed aromatic residues
tryptophan and tyrosine.”

The reason that “VanSA” is labeled as an ARG
is that “the ligand interaction of VanSA with gly-
copeptide antibiotics (GPA).” implies that VanSA
is an ARG since it inactivates the antibiotic van-
comycin by binding to it, while such rules are not
covered in the current training dataset.

6 Related Work

Machine Learning for Antibiotic Resistance
Prediction Traditional antimicrobial susceptibil-
ity testing (AST) is time-consuming, low through-
put and viable only for cultivable bacteria, thus
rapid and accurate AMR diagnostic methods are
very urgently needed. Recent years, machine learn-
ing based methods have been widely explored as
clinical decision support tools for the prediction of
antimicrobial resistance (AMR) (Feretzakis et al.,
2021, 2020; Martínez-Agüero et al., 2019; Oon-
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sivilai et al., 2018). Ren et al. (2021) compared
four different machine learning methods (Random
Forests, Logistic Regression, Support Vector Ma-
chines and Convolutional Neural Networks) for the
prediction of AMR based on different encodings
and whole-genome sequencing data without previ-
ously known knowledge. Deep learning algorithms
have also shown significant potential for predicting
new antibiotic drugs, AMR genes and AMR pep-
tides (Kumaresan et al., 2018; Stokes et al., 2020;
Veltri et al., 2018). However, these studies focused
on genome variants (such as single-nucleotide poly-
morphisms, SNPs) or other features only related
to resistant genes identified in previous studies or
resistant databases, while in this work, we focus on
curating antimicrobial susceptibility data by lever-
aging computational approaches and large-scale
scientific papers. In addition, we approach the
ARG curation as a entity classification task instead
of recognition as genes are easily detected based
on the existing knowledge bases and it’s more chal-
lenging to infer the antibiotic resistance the genes
based on the context. The curated ARG database
can provide clinicians useful information regarding
possible antibiotic resistance and aid clinicians in
selecting appropriate empirical antibiotic therapy
by taking into consideration the local antimicrobial
resistance ecosystem.

Prompt Learning Prompt learning aims to learn
a task-specific prompt while keeping most of the pa-
rameters of the model freezed (Li and Liang, 2021;
Hambardzumyan et al., 2021; Brown et al., 2020).
It has shown competitive performance in a wide
variety of applications in natural language process-
ing (Raffel et al., 2020; Brown et al., 2020; Shin
et al., 2020b; Jiang et al., 2020; Lester et al., 2021;
Schick and Schütze, 2021b). Previous work either
use a manual (Petroni et al., 2019; Brown et al.,
2020; Schick and Schütze, 2021a) or automated
approach (Jiang et al., 2020; Yuan et al., 2021; Li
and Liang, 2021) to create prompts. In this work,
we mainly explore two manually defined prompts
for ARG statement extraction task. The reason
of applying prompt learning for ARG statement
classification lies that though the training dataset
size is not small, the clues of indicating antibiotic
resistance covered in the training set is limited to
the manually defined rules, thus applying prompt
learning can to some extent leverage the knowledge,
especially antibiotic resistance related knowledge
captured by the large-scale language models dur-

ing pre-training. Based on the experimental results
of the ensembling approach, we see that although
the prompt learning based approaches do not per-
form as well as the supervised classification based
method, they are still complimentary to each other.

7 Conclusion and Future Work

In this work, we present the first computational
framework that aims to automatically curate ARGs
by extracting ARG-related assertative statements
from scientific papers in PubMed. To support the
research, we introduce SCIARG, a dataset that con-
tains 2,000 manually annotated statements as the
test set and 12,516 silver-standard training state-
ments that are automatically created from scientific
papers by a set of rules. We also present extensive
empirical results by comparing various state-of-
the-art neural architectures based on pre-trained
language models for statement classification, and
demonstrate that there is still a large room to im-
prove based on the current highest 77% F-score on
SCIARG.

Considering the remaining challenges that we
have discussed, there are multiple future directions:
(1) developing more advanced frameworks that in-
corporate domain-specific knowledge from exter-
nal resources or knowledge bases to better inter-
pret the statements; (2) learning contextual features
of target genes from more broad context, such as
the paragraph, chapter or the whole document; (3)
leveraging self-training or co-training framework to
take advantage of the large-scale unlabeled corpus
from PubMed to enrich the training samples.
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Abstract

Machine learning models that offer excellent
predictive performance often lack the inter-
pretability necessary to support integrated hu-
man machine decision-making. In clinical or
other high-risk settings, domain experts may
be unwilling to trust model predictions with-
out explanations. Work in explainable AI must
balance competing objectives along two differ-
ent axes: 1) Models should ideally be both
accurate and simple. 2) Explanations must
balance faithfulness to the model’s decision-
making with their plausibility to a domain ex-
pert. We propose to use knowledge distilla-
tion, or training a student model that mimics
the behavior of a trained teacher model, as a
technique to generate faithful and plausible ex-
planations. We evaluate our approach on the
task of assigning ICD codes to clinical notes to
demonstrate that the student model is faithful
to the teacher model’s behavior and produces
quality natural language explanations.

1 Introduction

Machine learning (ML) methods have demon-
strated predictive success in medical settings, lead-
ing to discussions of how ML systems can augment
clinical decision-making (Caruana et al., 2015).
However, a prerequisite to clinical integration is the
ability for healthcare professionals to understand
the justifications for model decisions. Clinicians
often disagree on the proper course of care, and
share their justifications as a means of agreeing
on a treatment plan. Explainable Artificial Intel-
ligence (AI) can enable models to provide the ex-
planations needed for them to be integrated into
this process (Lundberg et al., 2018; Caruana et al.,
2015). However, modern AI models that often rely
on complex deep neural networks with millions or
billions of parameters pose challenges to creating
explanations that satisfy clinician’s demands (Feng
et al., 2018).

∗Equal contribution

Similar concerns over model explanations across
domains have inspired a whole field of interpretable
ML. Work in this area typically considers two goals:
faithfulness (explanations that accurately convey
the decision-making process of the model) and
plausibility (explanations that make sense to do-
main experts) (Jacovi and Goldberg, 2020). These
two goals may be in conflict: faithful explanations
that accurately convey the reasoning of complex
AI systems may be implausible to a domain ex-
pert, and vice versa (Kumar and Talukdar, 2020;
Wiegreffe et al., 2021). Models must also balance
performance against transparency. The methods
that perform best on a task may be unable to pro-
vide explanations (Rudin, 2019).

We propose to disentangle these competing goals
by using knowledge distillation. We train a bag-
of-words linear student model to predict the pre-
dictions of the teacher model, so that the behavior
of the student model mimics the teacher model’s
behavior, rather than independently modeling the
target task. We then rely on the interpretable stu-
dent to create explanations without changing the
original teacher model. We evaluate the student’s
faithfulness to the teacher model and the plausibil-
ity of the student’s explanations.

We demonstrate our approach on the task of
medical code prediction. While ML methods have
achieved predictive success on various versions of
International Classification of Diseases (ICD) clin-
ical code assignment, the best-performing methods
have been neural networks that are notoriously dif-
ficult to interpret. We train student models for
three teacher models: (1) DR-CAML, a method
designed to produce explainable predictions which
outperformed several baselines when evaluated by
a clinical expert (Mullenbach et al., 2018); (2) Hier-
archical Attention Networks, a Bi-GRU document
classifier first introduced by Yang et al. (2016) and
adapted to ICD code prediction by Dong et al.
(2021); and (3) TransICD, a transformer-based
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method (Biswas et al., 2021). We show that our
student models are faithful to the teacher models
and can generate natural language explanations that
are comparably plausible. We also show that our
student model outperforms a logistic regression
baseline in comparison to the true ICD-9 labels,
despite being of equal complexity. We release the
code under an MIT license for both our method
and for reproducing Mullenbach et al. (2018).1

2 Background

2.1 Interpretable ML
Interpretable machine learning falls within the
growing field of Explainable AI (Doshi-Velez,
2017). We present an overview of major themes
in the literature, and direct the reader to recent sur-
veys for more details (Doshi-Velez, 2017; Guidotti
et al., 2018; Gilpin et al., 2018).

Past work distinguishes between “transparent”
or “inherently interpretable” models that offer their
own explanations, and “post-hoc” methods that pro-
duce explanations for a separately-trained model.
Linear methods such as logistic regression are often
considered transparent, while deep neural networks
are generally not and rely on post-hoc methods for
explainability (Guidotti et al., 2018; Feng et al.,
2018). However, even simple models can prove dif-
ficult to interpret, e.g., when the model’s features
are complex (Lipton, 2018). LIME and SHAP are
commonly used post-hoc methods (Ribeiro et al.,
2016; Lundberg and Lee, 2017); given a trained
model of arbitrary complexity they produce ex-
planations for individual predictions by sampling
perturbed inputs. Unlike LIME and SHAP, our
method produces global explanations, and the stu-
dent model can be used for predictions on future
input. Prior work has shown that such methods
can produce contrasts which are misleading or un-
intuitive (Mittelstadt et al., 2019) and that LIME
or SHAP can be fooled into providing innocuous
explanations for models that demonstrate racist or
sexist behavior (Slack et al., 2020). These methods’
feature importance scores are difficult to aggregate
across a dataset and do not provide global faithful-
ness (van der Linden et al., 2019; Lakkaraju et al.,
2017).

Lipton (2018) argues that interpretability is never
“inherent” and must satisfy several criteria. These
include simulatability, or whether a human can rea-
sonably work through each step of the model’s

1https://github.com/isabelcachola/mimic-proxy

calculations; decomposibility, or whether each pa-
rameter of the model can be understood on its own;
and algorithmic transparency, or whether the model
belongs to a class with known theoretical behaviors.
Lou et al. (2012) highlights linear and additive mod-
els as particularly decomposible (or intelligible)
classes of models, because “users can understand
the contribution of individual features in the model.”
Our proposed approach uses a linear bag-of-words
model to provide a simulatible, decomposible, and
transparent method.

Interpretability methods are also distinguished
by the form and quality of the explanations they
produce. We follow Jacovi and Goldberg (2020)
in recognizing two primary desiderata for post-
hoc explanations of ML systems: “faithfulness”
and “plausibility.”2 A faithful explanation accu-
rately represents the original model, by closely ap-
proximating its behavior or exposing its internal
state (Yeh et al., 2019; Lakkaraju et al., 2020). A
plausible model produces explanations that can be
interpreted by a human expert (Jacovi and Gold-
berg, 2020; Ehsan et al., 2019). Prior work has ex-
plored methods such as forcing a faithful classifier
to make predictions from a limited set of (plausi-
ble) rationales (Jain et al., 2020), or focusing on
extracting rationales to constrain predictors to be
inherently interpretable (Lei et al., 2016; Bastings
et al., 2019). Methods should attempt to achieve
both goals, but there is a trade-off between the
two; explanations typically cannot be both concise
and perfectly descriptive. Plausibility, unlike faith-
fulness, necessarily requires an evaluation based
on human perception (Herman, 2017; Jain et al.,
2020). A strength of our proposed method is that
it is designed for plausibility and transparency, but
optimized for faithfulness.

2.2 Knowledge Distillation

Knowledge distillation is a technique in which a
simpler “student” model is trained to behave like
a high performing, but more complex “teacher”
model (Hinton et al., 2015). This approach has
been widely studied under a variety of other names
such as model approximation or compression (Bu-
ciluǎ et al., 2006), or simply ‘copying’ (Unceta
et al., 2020). In many of these threads of research,
the goal is to produce a student model that is

2Faithfulness is also referred to as fidelity, validity or com-
pleteness; plausibility is alternatively referred to as persuasive-
ness (Herman, 2017). See Jacovi and Goldberg (2020) for a
longer discussion of alternate terminology.
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Figure 1: Relationship between the teacher and stu-
dent models. The student model is trained to predict
the teacher’s outputs, rather than the true ICD-9 codes.
This optimizes the student model for faithfulness.

smaller or faster than the teacher, while achiev-
ing high accuracy. Our work most closely follows
approaches such as Lakkaraju et al. (2017); Asadu-
laev et al. (2019) that have sought to produce an
interpretable student. The experimental and theo-
retical properties of knowledge distillation are well
studied (Tan et al., 2018b; Phuong and Lampert,
2019).

Knowledge distillation has been applied to a va-
riety of domains for the purposes of interpretability,
such as crime and lending data (Tan et al., 2018a)
and image classification (Asadulaev et al., 2019).
Furthermore, a wide variety of model architectures
have been shown to be effective as the student
model, including decision trees (Elshawi et al.,
2019), elastic nets (Guo et al., 2017), decision sets
(Lakkaraju et al., 2017). We apply knowledge distil-
lation to the task of medical code prediction, for the
purposes of interpretability. We show that knowl-
edge distillation is both an effective technique for
training a faithful student model and can be used to
generate plausible natural language explanations.

2.3 Explainable prediction in the medical
domain

Explainability techniques have been applied to a
variety of tasks in the medical domain, such as
pneumonia and hospital readmission risk (Caruana
et al., 2015) or real-time hypoxaemia prediction
(Lundberg et al., 2018). Our work considers the
task of predicting medical codes from hospital dis-

charge notes. This task has been widely studied,
and we use three published models on which we
evaluate our approach: DR-CAML (Mullenbach
et al., 2018), HAN (Yang et al., 2016), and Tran-
sICD (Biswas et al., 2021). As all three models
contain millions of parameters, they are not sim-
ulatible or decomposible. However, DR-CAML
and TransICD seek to produce their own explana-
tions using a per-label attention mechanism that
highlights regions in the input text that were corre-
lated with the model’s predictions. HAN was not
designed with the goal of interpretability.

The use of attention to produce explanations
has sparked discussion. Jain and Wallace (2019)
showed that attention mechanisms can provide mis-
leading explanations, whereas Wiegreffe and Pinter
(2019) argued that attention-based explanations are
often plausible, even when unfaithful. More recent
work has explored when and how attention mech-
anisms can be either useful or deceptive (Zhong
et al., 2019; Grimsley et al., 2020; Jain et al., 2020;
Pruthi et al., 2020). As researchers continue to use
this domain to explore methods for explainability
and document classification (Kim and Ganapathi,
2021; Vu et al., 2020), we should strive to produce
models that are both faithful and plausible.

3 Methods

Our proposed method is post-hoc and seeks to bal-
ance faithfulness and plausibility. We assume that
we have a trained teacher model with good predic-
tive performance but low interpretability. We train
a student model that takes the same input from the
dataset, but uses the teacher model’s predictions as
its labels. Figure 1 gives a visual representation of
our model distillation setup.

The MIMIC-III dataset contains anonymized
English-language ICU patient records, includ-
ing physiological measurements and clinical
notes (Johnson et al., 2016). Following Mullenbach
et al. (2018), we focus on discharge summaries
which describe a patient’s visit and are annotated
with ICD-9 codes. There are 8,922 different ICD-9
codes that describe procedures and diagnoses that
occurred during a patient’s stay. The manual assign-
ment of these codes to patient records are required
by most U.S. healthcare payers (Topaz et al., 2013).

To train the teacher models, we duplicate the
experimental setup of Mullenbach et al. (2018) and
Dong et al. (2021), which use the text of the dis-
charge summaries as input to the DR-CAML and
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HAN models, respectively, which then are trained
to predict all ICD-9 codes associated with that doc-
ument. After applying their pre-processing code to
tokenize the text, the dataset contains 47,724 dis-
charge summaries divided into training, dev, and
test splits. We also duplicate the experimental setup
of Biswas et al. (2021), which has a similar exper-
imental setup but only predicts the top 50 most
common ICD-9 codes.

We apply DR-CAML and HAN to the texts in
MIMIC-III and save its continuous-valued prob-
abilities as the labels for our student model. We
similarly apply TransICD to MIMIC-III-50, which
contains the top 50 most frequent labels in MIMIC-
III and save the continuous-valued probabilities as
the labels.3 For all three models, we use the code re-
leased by the authors.4 Training the student model
on predictions from the existing teacher model op-
timizes for faithfulness.

We want the student model to produce plausi-
ble explanations and fulfill the criteria from Lipton
(2018): simulatibility, decomposibility, and algo-
rithmic transparency. To fulfill these desiderata,
each student is a linear regression trained on bag-of-
words representation of the clinical text. The fun-
damental trade-off here is that if we overly restrict
our model class, the student will be unfaithful and
unable to mimic the behavior of the teacher model.
But if we allow for a student model that is too
complex, it may not provide plausible or otherwise
desirable explanations. These trade-offs may be
domain-specific based, for example, on the target
audience of the explanations. If the student model
demonstrates sufficient empirical performance, a
domain expert may even prefer to use it in place of
the teacher model, an option unsupported by LIME
or SHAP models.

We train a student model for each medical code
independently, and we refer to the student model
trained on X model’s predictions as “Student-X”
(e.g. Student-DRCAML). Each student uses only
50k parameters, allowing us to train each model on
a single CPU in a matter of minutes. We implement
our method using the linear SGDRegressor
model from sklearn (Pedregosa et al., 2011),

3Training on the full label set was prohibitively computa-
tionally expensive to reproduce and the authors did not release
the trained model weights. In Table 1, TransICD and its stu-
dent only use these 50 codes. These codes do not include
those used in Tables 3 and 7, so TransICD models are omitted.

4Mullenbach et al. (2018) released their code under an
MIT license, while Yang et al. (2016) and Biswas et al. (2021)
did not specify a license.

and apply a log transform to the model’s probability
outputs and train the student to minimize squared
loss. After a brief5 grid search on the validation
set, we use L1 regularization with α = 0.0001 for
the DR-CAML student and α = 0.01 for HAN and
TransICD proxies.

To extract a rationale, we take the feature im-
portance weights of the student model and average
over a sliding window of n-grams from the dis-
charge summary. We extract the n-gram with the
highest average feature importance weight. Future
work could use extracted rationales to train a stu-
dent model that remains faithful to a black-box
model.

In the next two sections, we introduce our eval-
uation for the student model’s faithfulness to each
model and the plausibility of its explanations.

4 Faithfulness evaluation

To establish that this collection of linear regressions
is faithful to the trained models, we want to show
that it makes similar predictions across all ICD-9
codes on held-out data. Recall from Figure 1 that
the student is trained not to predict the true ICD-9
codes but to output the same label probabilities as
the teacher model. In fact, the student model never
sees the true ICD-9 codes. We evaluate faithfulness
by comparing the outputs of the student and teacher
models on the held-out test set. If the two systems
produced identical outputs on held-out data, we
would say that the student was perfectly faithful.
We make this comparison in three different ways
– first with regression metrics for the continuous
outputs of the two models, then using classification
metrics with binarized teacher predictions, and fi-
nally comparing student outputs as predictions for
the true ICD-9 codes. For all these comparisons,
we use a logistic regression baseline that is trained
to directly predict the ICD-9 codes, independent of
any black-box model. While we would expect the
logistic baseline’s predictions to roughly correlate
with those of other models, we would not expect it
to be faithful.

Similar to Tan et al. (2018a), our first evaluation
uses regression metrics that assess the correlation
between the student’s predictions and the original
teacher model’s predicted probabilities. We use
Spearman and Pearson correlation coefficients and

5We considered L1, L2, and elastic net regularization with
α from 0.1 to 10−7. For HAN, which was not trained using
the published dev set, we simply adopted α=0.01.
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Regression Classification
AUC F1

Model Spearman Pearson Kendall Macro Micro Macro Micro

Logistic to...
DRCAML 0.036 -0.195 -0.135 0.734 0.936 0.012 0.353
HAN 0.204 0.036 -0.139 0.885 0.994 0.017 0.511
TransICD 0.587 0.662 0.419 0.894 0.927 0.476 0.580

Student-X
-DRCAML 0.794 0.498 0.608 0.980 0.995 0.052 0.416
-HAN 0.736 0.519 0.543 0.975 0.997 0.014 0.454
-TransICD 0.838 0.539 0.650 0.960 0.960 0.507 0.592

Table 1: Comparison of the logistic baseline and the student model to the DR-CAML, HAN, and TransICD predic-
tions. For the F1 evaluation, we threshold the student outputs at 0.5. The logistic model was trained to predict the
ICD codes; the student model to predict DR-CAML’s, HAN’s, or TransICD’s predictions, respectively. The stu-
dent model dramatically outperforms the logistic baseline in terms of faithfulness to the DR-CAML and TransICD
models. On classification metrics, the baseline is a surprisingly excellent student for the HAN model.

DR CAML HAN Trans ICD

Logistic Student Orig Student Orig Student Orig
Macro AUC 0.561 0.901 0.906 0.870 0.884 0.883 0.897
Micro AUC 0.937 0.967 0.972 0.962 0.967 0.907 0.924

Macro F1 0.011 0.142 0.224 0.026 0.077 0.426 0.586
Micro F1 0.271 0.326 0.536 0.251 0.390 0.478 0.640

Prec @ 8 0.541 0.483 0.701 0.519 0.599 0.479 0.502
Prec @ 15 0.412 0.407 0.548 0.406 0.455 0.333 0.343

Table 2: Comparison of DR-CAML, HAN, and TransICD and their respective student models to the true ICD
labels. Although the logistic regression baseline was trained to directly predict ICD codes and our student models
were not, the Student-DRCAML and Student-TransICD models outperform the baseline in AUC and F1.

the non-parametric Kendall Tau rank correlation.
These metrics range from -1 to 1 with 1 indicating
perfect faithfulness. Regression results are on the
left side of Table 1.

Our second evaluation treats the teacher model’s
predictions as binary labels to compute F1, AUC,
and precision scores. We then evaluate the faithful-
ness of our student model by treating its outputs as
probabilities and using classification metrics such
as F1 score. Prec @ n is the fraction of the n high-
est scored labels that are present in the ground truth.
These metrics range from 0 to 1, where perfectly
faithful predictions would have 1.0 AUC and F1
scores. The student model is considered faithful if
it correctly predicts whether the teacher model will
make a binary prediction. We again use the logistic
regression baseline. Classification results are on
the right side of Table 1.

Finally, we use the student model’s predictions

to predict the ground-truth ICD code labels and
compare its predictive performance against that of
the teacher model’s in Table 2. While the student
model was not trained using these labels, we can
use its predictions as probabilities for these codes.
By comparing against the logistic regression base-
line (a linear model of equal complexity), we can
see whether our training setup allows the student
model to learn a better predictor.

Our results show that our proxies are quite faith-
ful to the teacher models. Table 1 shows that the
Student-DRCAML and Student-HAN models are
dramatically more faithful to their corresponding
black-box models than the logistic regression base-
line. Interestingly, the baseline is in fact quite faith-
ful to the TransICD model. Comparing the classi-
fication metrics of Table 1 to the results in Table
2, we see that on AUC metrics, all three proxies
are more faithful to the their target models than
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934.1: “Foreign body in main bronchus”

Mullenbach et al. (2018)
CAML (HI) ... line placed bronchoscopy performed showing large mucus plug on the left on transfer to ...
Cosine ... also needed medication to help your body maintain your blood pressure after receiving iv...
CNN ... found to have a large lll lingular pneumonia on chest x ray he was ...
Logistic ... impression confluent consolidation involving nearly the entire left lung with either

bronchocentric or vascular ...
Ours
DR-CAML 0.38 ... line placed bronchoscopy performed showing large mucus plug on the left on transfer to ...
Logistic 0.28 ... tube down your throat to help you breathe you also needed medication to help ...
Student-DRCAML 0.38 ... a line placed bronchoscopy performed showing large mucus plug on the left on transfer ...
Student-HAN 0.39 ... line and r radial a line placed bronchoscopy performed showing large mucus plug on ...

Table 3: Comparison of the clinical evaluation from Mullenbach et al. (2018) with our plausibility evaluation. The
example above contains the explanations produced by eight systems. The first four systems for each example are
directly copied from Table 1 of Mullenbach et al. (2018). The (HI) and (I) labels in the second column indicate
whether the clinician labeled those explanations as Highly Informative or Informative. The four systems below the
dotted line are from our evaluation, for which the second column indicates the probability output of our plausibility
classifier. Here, Student-DRCAML and DR-CAML produce almost identical explanations. The Student-HAN
explanation highlights that our student method can generate explanations for black-box models which cannot
explain themselves. Additional comparisons are shown in Tables 5 and 7.

those black-box models were to the original ICD
codes. In Table 2, we hypothesize that the rela-
tively low precision scores result from our student
regressions being fit for each ICD code indepen-
dently, which prevents the combined model from
encoding relative frequency information.

Rudin (2019) critiques post-hoc methods in gen-
eral, arguing that “if we cannot know for certain
whether our [post-hoc] explanation is [faithful], we
cannot know whether to trust either the explana-
tion or the original model.” Because no post-hoc
method can ever be perfectly faithful to an orig-
inal model, our explicit measurement of faithful-
ness provides a useful approach for understanding
whether the student is “faithful enough” for a given
application. It also allows for a prediction-specific
analysis – if we wish to use the student model to
explain a high-stakes prediction made by a black-
box model, we can first check whether both agree
upon that specific prediction.

In applications where explainability is essential,
our student model could be used as a more inter-
pretable replacement for a high-performing black-
box model. In such a case, a domain expert might
care less about the evaluation of faithfulness in Ta-
ble 1 and more about the ground-truth predictive
performance evaluated in Table 2. We leave for fu-
ture work the challenge of whether a student model
produced by our method could be fine-tuned to
better predict ground-truth ICD codes.

5 Plausibility Evaluation

Explanations are considered plausible if they can
be reasoned about by a person (Wiegreffe and Pin-
ter, 2019). Evaluating plausibility is thus typically
more difficult than faithfulness, because it requires
input from annotators (Herman, 2017; Arora et al.,
2021). Furthermore, an explanation that is plausi-
ble to a domain expert may not be plausible to a
layperson. Mullenbach et al. (2018) evaluated the
plausibility of their models’ explanations by col-
lecting annotations from a clinical expert. For 100
notes, each of four models produced an explanation
in the form of a 14-token subsequence taken from
the discharge summary. The clinician read the four
(anonymized) explanations and the corresponding
ICD code and subjectively rated each explanation
as “informative”6. Across the 100 examples, the
clinician rated CAML as slightly more informa-
tive than the logistic regression and CNN baselines.
Table 3 shows explanations produced by our and
Mullenbach et al. (2018)’s models.

The format of Mullenbach et al. (2018)’s plausi-
bility evaluation does not easily lend itself to repli-
cation. While the authors shared their annotations
with us, missing metadata (see Appendix A.2) pre-
vented a direct reproduction of their analysis. Ad-
ditionally, since the clinical annotator considered
explanations in a comparative setting, we cannot
easily add our student model as another method us-

6The annotator was told to mark as informative all expla-
nations that “adequately explain[ed] the presence of the given
ICD code” (Mullenbach et al., 2018).
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Model Score Interval Best

Logistic 35 (31, 49) 7%
Cosine 38 (32, 51) 13%
CNN 42 (33, 52) 14%
CAML 44 (33, 52) 16%
DR-CAML 48 (34, 53) 22%
Student-DRCAML 52 (34, 54) 19%
Student-HAN 47 (33, 52) 10%

Table 4: Binary plausibility evaluation using classifier
annotations. We collapse the Highly Informative and
Informative labels from Mullenbach et al. (2018) to a
single positive class. The Score column is out of 99; we
use a binary threshold of 0.45 so that the proportion of
predicted plausible explanations matches the data. To
highlight the uncertainty of this evaluation, we boot-
strap sample 1000 informative labels for each method’s
explanations. The Interval column shows the 95% in-
terval of informative scores across those 1000 samples.
The Best column shows the percentage of samples in
which each method scored highest.

296.20: “Major depressive affective disorder,
single episode, unspecified”

DR-
CAML

... diagnosis overdose of medications narcotics
benzodiazepine suicide attempt chronic mi-
graine headaches depression stage iv ...

Student-
DRCAML

... up from the medications you were evaluated
by psychiatry and will be transferred to ...

Table 5: Examples of differing explanations between
DR-CAML and its student. Our informative classifier
gives the DR-CAML and student explanations scores
of 0.47 and 0.33, respectively. Additional examples are
shown in Table 8.

ing the same annotations. Therefore, we replicate
this evaluation as best as possible by using a clas-
sifier to predict synthetic labels as to whether the
clinical domain expert would have labeled our mod-
els’ explanations as plausible. Using BioWordVec
embeddings released by Zhang et al. (2019), the
text of the ICD-9 code description, and the 14-gram
explanation produced by each model from Mullen-
bach et al. (2018), we train a classifier that predicts
whether an explanation would have been rated as
informative. This annotation classifier achieves
a binary classification accuracy of 67.2% and an
AUC score of 0.726 when evaluated with leave-
one-out validation. This relatively low accuracy
and our model training details are discussed in Ap-
pendix A.3.

To conduct our plausibility evaluation, we first
use or reproduce the baseline methods from Mul-

lenbach et al. (2018) and Biswas et al. (2021). Each
model, including the student, produces a 14-token
explanation from the discharge summary by first
finding the 4-gram with the largest average feature
importance and then including five tokens on either
side of the 4-gram. The logistic regression baseline
is the same as in § 4, where feature importance
is computed using the coefficients of the logistic
model. The student model’s explanations are com-
puted in the same manner, finding the 4-gram with
the largest average coefficient weights. For CAML,
DR-CAML, and the CNN models, we use the code
released by Mullenbach et al. (2018) to extract ex-
planations. The CNN baseline primarily differs
from CAML in that it does not use an attention
mechanism. Finally, we reimplement their Cosine
baseline which picks the 4-gram with the highest
cosine similarity to the ICD-9 code description text.

We extract the model’s explanations for the
same7 discharge summaries as were evaluated by
Mullenbach et al. (2018). For each explanation,
we use the annotation classifier described above to
predict the probability that each explanation would
have been labeled as informative. If we set the
classifier threshold such that 45% of explanations
are rated as informative (matching the proportion
from the original annotations), we get the results
in the Score column of Table 4. The student model
produces the largest number of informative expla-
nations according to our classifier; however, the
classifier’s inaccuracy can introduce substantial un-
certainty. Rather than thresholding the outputs of
the annotation classifier, we can use its probabil-
ity outputs to sample a set of informative labels
for each explanation. If we sample 1000 such sets
of labels and report the 95% confidence interval
for each model’s score in the Interval column of
Table 4, the interval overlap makes the methods
essentially indistinguishable. The Best column in
this table shows the percentage of samples in which
each method scored highest. While the Interval col-
umn highlights the inherent limitation of evaluating
plausibility on this small fixed dataset of human
evaluations, the Best and Score columns combined
with the qualitative comparisons in Table 3 suggest
that our student model explanations are at least
comparably plausible to those of DR-CAML.

Table 3 shows that DR-CAML and Student-
DRCAML produce qualitatively similar explana-

7Using the 99 (of 100) discharge summaries that could be
uniquely identified. See Appendix A for details.
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tions. The other two examples presented in Mullen-
bach et al. (2018) are in Appendix A.4. The simi-
larity is perhaps surprising because DR-CAML ex-
tracts explanations using its attention mechanism,
whereas the student model uses unigram feature
importance values that do not vary between exam-
ples. For this example, it appears that the student is
faithful both in the predictions it makes and how it
makes those predictions. We additionally include
the explanations for Student-HAN. As HAN can-
not produce its own explanations, this highlights
that our method can also be applied to models that
are not interpretable by design. Table 5 shows an
example where the student and DR-CAML diverge
the most. We include two additional examples in
Appendix A.4. These cases highlight two benefits
of the student model. First, its feature importance
weights are global across all predictions, providing
an aggregate representation of the student’s behav-
ior. Second, the approach for extracting student
explanation n-grams is transparent and simulatible;
it is just the average of n feature weights. These fac-
tors may be particularly appealing in cases where
explainability is paramount.

6 Discussion

We have introduced a method that uses knowledge
distillation to generate post-hoc explanations and
is designed to be interpretable and plausible while
maintaining faithfulness to the trained model. By
constraining the student to a class of models that
is decomposible, simulatible, and algorithmically
transparent, our optimization for faithfulness gives
us a clear way to evaluate several dimensions of
interpretability. We evaluated our method on the
task of clinical code prediction. A key benefit of
our method is its simplicity and wide applicability.
Even for a proprietary trained model for which the
learned parameters are unknown, a student can be
trained as long as we have a dataset that includes
the trained model’s predictions. Our approach has
the additional benefit of producing a standalone
student model that can provide global feature ex-
planations. If the student has sufficient predictive
performance, a skeptic of post-hoc methods (e.g.
Rudin (2019)) might prefer to use the inherently-
interpretable student.

The present work has several limitations that are
left for future work. Though the task of medical
code prediction has important implications and has
been widely studied in interpretability research, we

only consider this single task on a single English-
language dataset. While we have shown our student
approach works for three different black-box mod-
els, it requires additional study in new domains
and tasks. There may be black-box models for
which no linear student is faithful. Our evaluation
is also limited to only a single form of explana-
tion: n-grams extracted via importance or atten-
tion weights. Counterfactual explanations (i.e., an
alternative input that would have been classified
differently) might be harder or easier for our stu-
dent method to generate (Barocas et al., 2020). Our
plausibility evaluations rely on a small set of an-
notations from which we extrapolate. Future work
should collect new annotations that consider met-
rics such as sufficiency and simulatibility that re-
quire human evaluations (Jain et al., 2020; Hase
and Bansal, 2020; Arora et al., 2021).

As the ML community continues to explore new
directions for interpretable methods, new desider-
ata may arise based on the domain experts who
turn to ML methods for decision support. Inter-
pretable ML methods should clearly define how
they expect to satisfy criteria such as faithfulness
or plausibility; by designing for plausibility and
transparency and optimizing for faithfulness, our
proposed method is broadly applicable. We release
our code to enable future work.

7 Ethics and Broader Impacts

This paper is situated in a broader field of clini-
cal applications of machine learning. While our
work does not raise new ethical issues within this
domain, there are general concerns that also apply
to this work. ML methods should not be deployed
in real-world settings without extensive validation
(Wiens et al., 2019). In the clinical domain, par-
ticular attention must be paid to the possibility of
perpetuating disparities that have been encoded in
the training data (Rajkomar et al., 2018). While
MIMIC-III provides a useful benchmark for devel-
oping and evaluating methods, it is not represen-
tative of the the enormous variety of clinical and
linguistic data. Domain experts and those most
likely to be affected by new ML systems should be
given oversight of potential deployments.
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A (Re-)implementation details

A.1 Reproducing CAML predictive
performance

The trained DR-CAML model released by Mul-
lenbach et al. (2018) produced predictions that
matched the published F1 and ROC scores. We
were unable to precisely replicate the outputs of
the CAML model. Table 6 shows the scores pub-
lished by Mullenbach et al. (2018) as well as those
for a CAML reimplementation done by Wiegreffe
et al. (2019). We include the scores we observe
using the model weights released on GitHub as
well as the scores for a model we retrained from
scratch. We use the released model instead of the
retrained model as its performance is much closer
to the published numbers.

A.2 Reproducing plausibility scores
The clinical plausibility annotations provided to us
by the authors of Mullenbach et al. (2018) contains
the text explanations and their corresponding an-
notations, but was missing the crucial metadata of
which models produced which explanations. The
metadata also did not indicate from which specific
discharge summary the texts were derived; while
the text explanations were uniquely identifying for
all but one of the 100 examples. For that one ex-
ample, because some patients had multiple docu-
ments sometimes containing duplicated segments
of text, there were three discharge summaries from
which the explanations could have been drawn. We
thus excluded this example from our analyses. To
replicate their analysis the best we could, we re-
trained or reimplemented their logistic regression,
vanilla CNN, and cosine similarity methods. We
then looked at the attention or feature importance
weights for each trained model and the text expla-
nations that had been annotated, and assigned each
model the text explanation for which it provided
the highest weight. This assignment did not per-
fectly align with past work: there were six cases
(out of 99) where a text explanation was “chosen”
by more models than times it appeared as an option.
Ignoring that issue and then simply aggregating the
Informative and Highly Informative clinician an-
notations, we obtained the plausibility scores in
the Ours column of Table 9. The Theirs column
shows the published numbers from Mullenbach
et al. (2018). While the numbers change substan-
tially, the ordering is relatively stable with only two
swaps: CAML and Cosine, and Logistic and CNN.

The other columns of the table are described below.

A.3 Plausibility annotation classifier

To evaluate the plausibility of our student model’s
explanations, we trained a classifier to predict
whether an explanation would have been labeled
as plausible by the clinical domain expert. We
treat this as a binary classification task by grouping
the “Informative” and “Highly Informative” anno-
tations as a single “plausible” label. Conscious of
the fact that we have only 99 examples with four
text explanations each, we use two approaches with
which to train and evaluate our classifier. The first
used leave-one-out cross validation at the exam-
ple level, such that the classifier was trained on
98 examples at a time and then evaluated on the
remaining one. We refer to this evaluation as “E1”
in Table 9. The second also used leave-on-out cross
validation but at the explanation level; we held out
a single text explanation, trained on all other ex-
planations across all examples, and then evaluated
on the held-out explanation. When an explanation
appeared more than once in a single example, we
made sure to remove its duplicates from the train-
ing data for predicting that explanation. We refer
to this evaluation as “E2” in Table 9.

The trained model is a simple logistic regres-
sion classifier trained on a fastText embedding of
both the explanation and the target ICD-9 code
description. Using the BioWordVec embeddings
released by Zhang et al. (2019), we embed each
both the explanation and code description into a
200-dimensional vector, concatenate the two vec-
tors, and pass it to the logistic regression. In the
E1 evaluation, the model achieves an accuracy of
60.6% and an ROC AUC score of .640. In the E2
evaluation, that increases to an accuracy of 67.2%
and an AUC score of .726, indicating that the ad-
ditional within-example explanations substantially
help the classifier.

When using these classifiers to label the explana-
tions generated by each model instead of the plau-
sibility scores derived in A.2, we get the results
shown in columns E1 and E2 of Table 9.

Finally, we retrain our final classifier on all the
explanations, leaving none held out. Rather than
using our classifier to evaluate the explanations that
were actually shown to the clinician, we instead use
our (re-)implementation of the four models to ex-
tract an explanation from each of the 99 discharge
summaries. These explanations thus may or may
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AUC F1 P@n

Macro Micro Macro Micro 8 15
Mullenbach et al. (2018) 0.895 0.986 0.088 0.539 0.709 0.561
Wiegreffe et al. (2019) 0.889 0.985 0.080 0.542 0.712 0.562
Ours (using released weights) 0.892 0.978 0.090 0.298 0.636 0.471
Ours (retrained) 0.628 0.884 0.001 0.024 0.042 0.027

Table 6: Published predictive performance of CAML and our replicated results. Our experiments throughout the
paper use the model with the released weights, which is closest to the published numbers (despite Micro F1).

442.84: “Aneurysm of other visceral artery”

Mullenbach et al. (2018)
CAML (I) ... and gelfoam embolization of right hepatic artery branch pseudoaneurysm coil

embolization of the gastroduodenal ...
Cosine ... coil embolization of the gastroduodenal artery history of present illness the pt is a ...
CNN ... foley for hemodynamic monitoring and serial hematocrits angio was performed and his

gda was ...
Logistic (I) ... and gelfoam embolization of right hepatic artery branch pseudoaneurysm coil

embolization of the gastroduodenal ...
Ours
DR-CAML 0.55 ... gelfoam embolization of right hepatic artery branch pseudoaneurysm coil embolization

of the gastroduodenal artery ...
Logistic 0.57 ... biliary stents hx cbd r colonic fistula r colectomy partial l nephrectomy for renal ...
Student-DRCAML 0.55 ... embolization of right hepatic artery branch pseudoaneurysm coil embolization of the

gastroduodenal artery history ...
Student-HAN 0.55 ... embolization of right hepatic artery branch pseudoaneurysm coil embolization of the

gastroduodenal artery history ...

428.20: “Systolic heart failure, unspecified”

Mullenbach et al. (2018)
CAML ... no mitral valve prolapse moderate to severe mitral regurgitation is seen the tricuspid valve

...
Cosine ... is seen the estimated pulmonary artery systolic pressure is normal there is no pericardial ...
CNN ... and suggested starting hydralazine imdur continue aspirin arg admitted at baseline cr

appears patient ...
Logistic (HI) ... anticoagulation monitored on tele pump systolic dysfunction with ef of seen on recent echo

...

Ours
DR-CAML 0.39 ... anticoagulation monitored on tele pump systolic dysfunction with ef of seen on recent echo

...
Logistic 0.37 ... seen the mitral valve leaflets are mildly thickened there is nomitral valve prolapse ...
Student-DRCAML 0.39 ... anticoagulation monitored on tele pump systolic dysfunction with ef of seen on recent echo

...
Student-HAN 0.36 ... blood cultures obtained repeated cxr echocardiogram showed an ef of and therefore zestril

was ...

Table 7: Comparison of the clinical evaluation from Mullenbach et al. (2018) with our plausibility evaluation.
There are two examples above, each which contains the explanations produced by eight systems. The first four
systems for each example are directly copied from Table 1 of Mullenbach et al. (2018). The (HI) and (I) labels in the
second column indicate whether the clinician labeled those explanations as Highly Informative or Informative. The
four systems below the dotted line are from our evaluation, for which the second column indicates the probability
output of our plausibility classifier.

not appear in the training data for the classifier. For
the Full evaluation we are not worried about the
classifier overfitting, as the classifier functions as a
direct replacement for the clinician who produced
the training data. The results of this analysis are
the numbers shown in Table 4 in § 5, reproduced in

Table 9 in the “Full” column. The Logistic model
does much worse on the Full evaluation than in
either E1 or E2. This may be because the expla-
nations selected by the trained model were worse
than those selected by the model which was used
for the original clinical evaluation.
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455.0: “Internal hemorrhoids without mention of complication”

DR-CAML 0.38 ... and she then underwent a colonoscopy with gi that also did not detect evidence ...
Student-DRCAML 0.52 ... past medical history diverticular disease diverticulitis sbo anxiety hemorrhoids past

surgical history s p ...

592.0 : “Calculus of kidney”

DR-CAML 0.30 ... if you develop any of these symtpoms please call the office or go to ...
Student-DRCAML 0.46 ... the colon gastroesophageal reflux asthma irritable bowel syndrome gastroparesis

osteoporosis anxiety and or depression ...

Table 8: Additional differing explanations and classifier scores between DR-CAML and the student.

Model Theirs Ours E1 E2 Full

Logistic 41 43 47 49 35
Cosine 48 48 41 40 38
CNN 36 46 51 47 42
CAML 46 54 47 43 44
DR-CAML – – 45 44 48

Table 9: Plausibility evaluations and comparison to
Mullenbach et al. (2018). The Theirs column shows
the published numbers; Ours shows our best attempt
at matching the clinical evaluation to the trained mod-
els. While the numbers change dramatically, the order-
ing only changes by two swaps. The clinical evalua-
tion did not include DR-CAML. E1 and E2 show the
results with predicted plausibility labels under the two
evaluation settings described in A.3. Full duplicates the
results from Table 4 for comparison.

A.4 Additional Examples
We provide two additional examples of eight differ-
ent models’ explanations in Table 7. These are the
same examples shown in (Mullenbach et al., 2018).
We include the four explanations as published in
Mullenbach et al. (2018), our reproduction of DR-
CAML, the logistic regression baseline, and the
explanations from two student models, Student-
DRCAML and Student-HAN. As we can see from
the examples, Student-DRCAML produces similar
explanations to DR-CAML. Student-HAN shows
that our method is able to produce explanations
for models not originally designed to do so. We
also include two additonal examples in which DR-
CAML and Student-DRCAML diverge the most in
Table 8.
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Abstract

Clinical risk scores enable clinicians to tabu-
late a set of patient data into simple scores to
stratify patients into risk categories. Although
risk scores are widely used to inform decision-
making at the point-of-care, collecting the in-
formation necessary to calculate such scores
requires considerable time and effort. Previ-
ous studies have focused on specific risk scores
and involved manual curation of relevant terms
or codes and heuristics for each data element
of a risk score. To support more generaliz-
able methods for risk score calculation, we
annotate 100 patients in MIMIC-III with el-
ements of CHA2DS2-VASc and PERC scores,
and explore using question answering (QA) and
off-the-shelf tools. We show that QA models
can achieve comparable or better performance
for certain risk score elements as compared
to heuristic-based methods, and demonstrate
the potential for more scalable risk score au-
tomation without the need for expert-curated
heuristics. Our annotated dataset will be re-
leased to the community to encourage efforts
in generalizable methods for automating risk
scores.

1 Introduction

Clinical risk scores are standardized metrics to es-
timate the risk of a particular future outcome based
on available clinical parameters and are commonly
used at the point-of-care to inform decision-making
around diagnosis and treatment (Steyerberg et al.,
2019). An example of this is the CHA2DS2-VASc
score (Lip et al., 2010), which uses 7 patient data el-
ements to estimate the risk of stroke in patients with
non-valvular atrial fibrillation and thus guide strate-
gies around stroke prevention. It has successfully
demonstrated clinical impact and is referenced in
the practice guidelines for management of atrial
fibrillation released by the American Heart Associ-
ation, American College of Cardiology, and Heart
Rhythm Society in 2014 (January et al., 2014).

In general, data elements that contribute to a risk
score may include information about the patient’s
age, gender, medical history, presenting symptoms,
medication use, etc. While risk scores are generally
designed for use at the point-of-care, calculating
them can require considerable time and effort, as
each data element must be manually gathered, often
from multiple locations within the electronic health
record (EHR). A previous study investigating the
feasibility of automating clinical score calculation
identified 534 unique patient data elements from
168 externally validated clinical scores, with each
score requiring anywhere from 3 to 31 elements
(Aakre et al., 2017). Automating extraction of clin-
ical data elements necessary to calculate risk scores
could save clinicians time and help them more ef-
fectively leverage risk scores to improve care at the
bedside (Aakre et al., 2017).

Prior efforts to automate data extraction for risk
score calculations have targeted specific risk scores.
Some of these efforts focused only on leveraging
information from structured EHR data. Koziatek
et al. (2018) developed and automated a structured-
data-only version of the Wells and revised Geneva
risk scores for estimating pulmonary embolism
(PE) risk. Similarly, in automating the Padua Pre-
diction Score for venous thromboembolism risk,
Pavon et al. (2018) either operationalized variables
to rely only on structured data or omitted them
entirely. Other efforts have also incorporated un-
structured EHR data into their work. Jonnagaddala
et al. (2015) used a rule-based text mining system
to extract elements of the Framingham risk score
for coronary artery disease. Mark et al. (2018)
and Zhang et al. (2022) used text string searches
on a set of custom-built keywords/search phrases
to automate coronary risk scores and Wells score
for PE, respectively. Bean et al. (2019), Grouin
et al. (2011), and Elkin et al. (2021) explored the
use of named entity recognition (NER) tagging
combined with heuristics to automatically calculate

426



CHA₂DS₂-VASc 

Diabetes Mellitus?
CHF history?
HTN history?
TIA history?
Vascular disease?

MedCat

Structured Data

ROW_ID SUBJECT_ID ADMITTIME ICD9

0 00001 2021-01-28 20294

1 00002 2022-04-07 25000

2 00003 2022-01-21 90832

3 00004 2022-02-10 62849

 Given calcium, insulin

 12:40 AM Insulin - regular 

 Patient has h/o diabetes

For Physician Review

diagnosis_icd9 = 25000

EHR Notes
Provider: Jane Doe, MD 
Patient: Patient A  

Sex: Female 
Lorem  ipsum dolor sit

amet, alii torquatos id

per, eam dicat

reprehendunt ut. Suas diam

ad nec. An cum solum paulo

diceret, eu vide splendide

rationibus vis, dicat

Figure 1: Demonstration of how our proposed QA-based risk score analysis system would work in conjunction with
a physician.

the CHA2DS2-VASc score over unstructured EHR
data. While these efforts found strong agreement
with expert human evaluators, heuristic-based ap-
proaches are often rigid and struggle to generalize
to other problems. Thus, we propose using off-
the-shelf tools and pretrained language models to
extract evidence from both structured and unstruc-
tured EHR data, without the need for manually-
curated rules.

In this study, we explore two commonly used
risk scores – the CHA2DS2-VASc score for atrial
fibrillation stroke risk (Lip et al., 2010) and the
Pulmonary Embolism Rule-out Criteria (PERC)
rule (Kline et al., 2004) – to demonstrate our ap-
proach. We use a transformer-based model trained
on emrQA (Pampari et al., 2018) and an off-the-
shelf biomedical ontology linker paired with a SQL
query component to extract evidence from unstruc-
tured and structured EHR data, respectively, for
each element of the two risk scores (Figure 1). The
main contributions of this work are:

• the first community-shared dataset based on
MIMIC-III for automating risk scores,

• a demonstration of the potential for off-the-
shelf tools and QA models to automate risk
scores over heuristics and rules,

• the need for better negation/hypothetical de-
tection and clinical knowledge embeddings.

2 Dataset

To evaluate our models, we randomly sample 100
patients from the Medical Information Mart for In-
tensive Care III (MIMIC-III) dataset (Johnson et al.,
2016) to annotate with elements of CHA2DS2-
VASc and PERC. CHA2DS2-VASc uses 7 patient

data elements to estimate the risk of stroke in pa-
tients with non-valvular atrial fibrillation: conges-
tive heart failure (CHF), hypertension, age, di-
abetes mellitus, stroke/transient ischemic attack
(TIA)/thromboembolism (TE), vascular disease
(prior myocardial infarction, peripheral artery dis-
ease, or aortic plaque), and sex. PERC uses 8
elements to evaluate the risk of PE in low-risk pa-
tients: age, heart rate, oxygen saturation, unilateral
leg swelling, hemoptysis, recent surgery or trauma,
prior PE or deep venous thrombosis (DVT), and
hormone use.

We frame our scenario as a new patient being
seen in the emergency department (ED) requiring
calculation of CHA2DS2-VASc or PERC because
of suspected atrial fibrillation or PE, respectively,
and the data in MIMIC-III is the available past
medical history for this patient. Therefore, we
limited our dataset to non-expired patients at least
18 years of age at time of last discharge with at least
one discharge summary. Since PERC only rules
out PE when none of the criteria are met, one of
which is age ≥ 50, we further adjust our sampling
such that at least half of the patients selected are
under 50 years of age at time of last discharge to
ensure non-trivial calculation of PERC.

The dataset was annotated by two independent
annotators, with a 20% overlap for inter-annotator
agreement (κ = 0.800), and then reviewed by a
physician. Annotators reviewed the entire EHR
data provided in MIMIC-III, including both struc-
tured and unstructured sources, and annotated ev-
idence relevant to each risk score element. Evi-
dence in structured data include coded diagnoses,
procedures, and past medical history. Evidence
in unstructured data consist of text snippets from
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Patient Risk Score Element Evidence Source Evidence Text Answer
1234 CHA2DS2-VASc CHF noteevents.row_id = xxxx 88 yo M with h/o dCHF yes

noteevents.row_id = xxxx Findings compatible with moderate congestive heart
failure, with interval worsening since [**2157-8-30**]

diagnoses_icd.icd9_code = 4280 Congestive heart failure, unspecified
1234 CHA2DS2-VASc Hypertension noteevents.row_id = xxxx Hypertension yes

diagnoses_icd.icd9_code = 4019 Unspecified essential hypertension
1234 CHA2DS2-VASc Stroke/TIA/TE NA no data
1234 CHA2DS2-VASc Vascular disease chartevents.value = CAD CAD yes
1234 PERC Hemoptysis NA no data
1234 PERC Recent

surgery/trauma
noteevents.row_id = xxxx s/p Pedestrian struck by auto yes
noteevents.row_id = xxxx presented to an outside hospital after reportedly being

struck by a car traveling at 35mph

Table 1: Example of annotated dataset. Under Evidence Source, NA indicates not applicable because no evidence
found, noteevents indicates unstructured EHR data (xxxx indicates elided data), and all other sources are considered
structured EHR data.

discharge summaries, admission notes, progress
notes, and their addenda. Patients in our subset had
an average of 44 notes with average length of 289
tokens.

Since we frame our scenario as a new patient
being seen in the ED, vital signs (e.g., heart rate,
oxygen saturation) as recorded in their history (i.e.,
MIMIC-III in our scenario) would not be relevant
and are therefore excluded from annotation. For
other elements in PERC that may also be time-
sensitive, since the exact time frame is not always
apparent from the given documentation, for the
purposes of this study, we annotate all instances
of unilateral leg swelling, hemoptysis, surgery and
trauma as evidence for their respective elements
regardless of when they occurred. In addition to
the evidence, annotators also provided an overall
answer for each risk score element: "Yes", "No",
"Unclear" (evidence present but conflicting or
inconclusive), or "No data". A sample of the
annotated dataset is presented in Table 1.

3 Task Setup

To extract information relevant to the specified risk
score, we query the system with risk score elements
expressed as short natural language phrases con-
taining the entities (e.g., "hypertension"). Elements
containing multiple concepts are split into multiple
phrases, each containing a single concept. For the
purposes of evaluation, "Yes" and "Unclear"
in the ground truth are considered to be equiva-
lent because both provide some positive evidence,
while "No" and "No data" are considered to be
equivalent because in practice, lack of data would
be presumed to be negative.

For unstructured data, a system is tasked with
predicting the presence or absence of the given risk
score element. The system must also provide the

sentence it selected to make its decision. Predic-
tions considered true positives when compared to
the ground truth are further reviewed by a physi-
cian to ensure that the sentence used for prediction
can reasonably be used to determine if the patient
has the given condition; if the sentence used for
prediction cannot be used to logically determine
whether the patient has the given condition, the
prediction is marked as a false positive.

For structured data, the model is tasked with re-
trieving a Yes/No answer along with the relevant
billing code (when present) for each risk score el-
ement. We evaluate the system by matching the
retrieved Yes/No answer with the ground truth,
and calculating the precision, recall, and F1-score.

4 Models

4.1 Structured Data Information Retrieval

To extract answers from structured EHR data, we
employ a two step process. We (1) use MedCAT1

(Kraljevic et al., 2019), an off-the-shelf biomed-
ical ontology linker, to curate a set of Concept
Unique Identifiers (CUIs) for each risk score ele-
ment, which are then mapped to institution-specific
billing codes (here, ICD9 for MIMIC-III) using
the Unified Medical Language System (UMLS)
APIs2 (Bodenreider, 2004), and then (2) use these
element-specific code-sets to form SQL queries
(derived from emrKBQA (Raghavan et al., 2021))
to retrieve answers, i.e., Yes/No marked by the
presence/absence of element-specific codes for a
patient in the structured data. We evaluate our
output only against risk score elements with an-
swers from structured data (i.e., Evidence Source
̸= noteevents). Results are presented in Table 2.

1https://github.com/CogStack/MedCAT
2https://documentation.uts.nlm.nih.gov/rest/home.html
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Risk Score Element Count R P F1
CHA2DS2-VASc CHF 16 1.0 0.94 0.97
CHA2DS2-VASc Hypertension 43 0.97 0.81 0.89
CHA2DS2-VASc Stroke/TIA/TE 17 1.0 0.12 0.21
CHA2DS2-VASc Vascular disease 27 0.92 0.44 0.60
CHA2DS2-VASc Diabetes mellitus 18 0.87 0.72 0.79
CHA2DS2-VASc Overall 121 0.95 0.64 0.76
PERC Unilateral leg swelling 5 0 0 0
PERC Hemoptysis 1 0 0 0
PERC Recent surgery/trauma 79 0 0 0
PERC Prior PE/DVT 8 1.0 0.38 0.55
PERC Hormone use 0 NA NA NA
PERC Overall 93 0.84 0.17 0.29

Table 2: Performance of the structured data information
retrieval component. We only calculate performance on
risk score elements with structured data answers in the
ground truth.

4.2 Baseline Model
To ground the results of our QA model, we imple-
ment a NER-based approach based on Bean et al.
(2019). We use MedCAT to tag CUIs in the notes.
We then return the top sentence that contains rele-
vant affirmed CUIs based on the MedCAT negation
detection system. Bean et al. (2019) defines a set
of CUIs with respect to CHA2DS2-VASc. How-
ever, there is no such definition for PERC. We thus
find relevant CUIs for the main categories of PERC
(e.g., hormone use, surgery, etc.) and use all possi-
ble descendants of the selected CUIs based on the
UMLS hierarchy. Results are shown in Table 3.

4.3 Unstructured QA Model
To retrieve relevant information from unstructured
EHR data, we use ClinicalBERT (Alsentzer et al.,
2019; Devlin et al., 2019), a transformer-based
model pretrained on MIMIC-III. We sample 5% of
the data3 from the medication, relations, and risk
subsections and train on emrQA (Pampari et al.,
2018). Due to the vast number of notes likely
containing irrelevant information, we additionally
negative sample (1:1 ratio) unanswerable questions
from other notes in emrQA during training. Further,
due to the vague elements often used in risk scores
(e.g., recent surgery or trauma), we augment 20%
of existing emrQA questions containing a clinical
entity to instead contain its parent MeSH4 hierar-
chy entity. Similar to Bean et al. (2019), we select
model predicted relevant spans and use MedCAT’s
negation detector to determine whether or not the
patient has the given risk score element.

We additionally show how performance im-
proves when unstructured data predictions are
paired with structured data ones. To combine un-

3Yue et al. (2020) found that sampling 5% of the data was
equivalent to training on the entire dataset.

4https://www.nlm.nih.gov/mesh/meshhome.html

structured and structured data, we use the struc-
tured data prediction if it predicts that the patient
has the given condition, otherwise we default to the
selected unstructured data answer. All results are
presented in Table 3.

5 Discussion

We make a few key observations. We find that
the structured data model is able to achieve ex-
tremely high performance in a number categories,
but unable to find any relevant information for the
rest. We hypothesize that this is due to chronic
conditions (e.g., CHF, hypertension) being more
consistently recorded in the structured data, while
acute events (e.g., PE/DVT, stroke/TIA/TE) are
coded only in the limited time frame when such
conditions are being actively managed. Also, struc-
tured data, in the form of billing codes, would not
be expected to capture symptoms without a formal
diagnosis (e.g., unilateral leg swelling). We addi-
tionally find that the QA model on unstructured
data alone is able to improve on the results of Bean
et al. (2019) on a number of categories, without
the need for expert-crafted heuristics. However, we
find that the QA model struggles due to a lack of
clinical knowledge and ability to distinguish hy-
pothetical mentions versus true affirmations of the
given condition.

With respect to vascular disease, an error analy-
sis of the QA-based model showed that 69% of the
false positives were due to a lack of clinical under-
standing, as the model considered a much broader
definition of vascular disease than the one speci-
fied in the CHA2DS2-VASc score. Similarly, with
respect to stroke/TIA/TE, we find that 93% of the
false positives can be attributed to imprecise under-
standing of medical terminology and the model’s
inability to use contextual clues to differentiate be-
tween stroke and other conditions. We additionally
see extremely low precision for PE/DVT. This can
largely be attributed to faulty negation detection,
as MedCAT often fails to distinguish between af-
firming and hypothetical/negated mentions in over
70% of the false positives.

One issue we found when implementing Bean
et al. (2019)’s approach is that it is nontrivial to
determine which CUIs to select, specifically for
general categories like surgery and trauma. Using
all UMLS descendants of surgery and trauma re-
sults in 3,413,446 unique CUIs, which will clearly
result in an enormous number of false positive re-
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Model Bean et al. (2019) QA
Data Unstructured Unstructured Structured + Unstructured

Risk Score Element Support R P F1 R P F1 R P F1
CHA2DS2-VASc CHF 16 0.385 0.294 0.333 0.615 0.533 0.571 0.938 0.789 0.857
CHA2DS2-VASc Hypertension 43 0.929 0.736 0.821 0.883 0.864 0.874 0.977 0.875 0.923
CHA2DS2-VASc Stroke/TIA/TE 17 0.588 0.303 0.400 0.385 0.263 0.312 0.538 0.333 0.412
CHA2DS2-VASc Vascular disease 27 0.423 0.846 0.564 0.810 0.250 0.382 0.870 0.290 0.435
CHA2DS2-VASc Diabetes mellitus 18 0.818 0.167 0.277 0.667 0.667 0.667 0.833 0.652 0.732
CHA2DS2-VASc Overall 121 0.679 0.435 0.530 0.741 0.488 0.588 0.876 0.550 0.676
PERC Unilateral leg swelling 5 0.200 1.000 0.333 0.500 0.375 0.429 0.500 0.375 0.429
PERC Hempoptysis 1 1.000 0.250 0.400 1.000 0.118 0.211 1.000 0.118 0.211
PERC Recent surgery/trauma 79 0.750 0.030 0.058 0.397 0.610 0.481 0.397 0.610 0.481
PERC Prior PE/DVT 8 0.714 0.161 0.263 0.750 0.064 0.118 0.833 0.106 0.189
PERC Hormone use 0 N/A N/A N/A N/A N/A N/A N/A N/A N/A
PERC Overall 93 0.611 0.078 0.138 0.440 0.270 0.335 0.455 0.287 0.352

Table 3: Performance of Bean et al. (2019) heuristics, QA model, and a combination structured and QA model
predictions.

sults when selecting sentences, as seen in Table 3.
We find that the QA-based approach significantly
outperforms the Bean et al. (2019)-based approach
with respect to identifying surgery/trauma. This
suggests that QA may offer a solution for these
more general categories.

6 Conclusion

We explore risk score automation using QA and
off-the-shelf ontology entity linkers without the
need for expert-curated rules, and demonstrate its
potential for easy adaptation to unexplored risk
scores. We find that QA models can achieve com-
parable or better performance for certain risk score
elements as compared to heuristic-based methods,
and demonstrate the potential for more scalable
risk score automation without the need for expert-
curated heuristics. Our annotated dataset will be
released to the community to encourage efforts in
generalizable methods for automating risk scores.
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Abstract

This paper describes our contribution to the
Answer Localization track of the MedVidQA
2022 Shared Task. We propose two answer
localization approaches that use only textual
information extracted from the video. In partic-
ular, our approaches exploit the text extracted
from the video’s transcripts along with the text
displayed in the video’s frames to create a set of
features. Having created a set of features that
represents a video’s textual information, we
employ four different models to measure the
similarity between a video’s segment and a cor-
responding question. Then, we employ two dif-
ferent methods to obtain the start and end times
of the identified answer. One of them is based
on a random forest regressor, whereas the other
one uses an unsupervised peak detection model
to detect the answer’s start time. Our findings
suggest that for this task, leveraging only text-
related features (transmitted either verbally or
visually) and using a small amount of training
data, lead to significant improvements over the
benchmark Video Span Localization model that
is based on deep neural networks.

1 Introduction

Nowadays, the number of users that turn to the Web
to satisfy their health-related information needs has
grown significantly. However, providing the user
with textual answers is insufficient for some partic-
ular information needs because, occasionally, these
answers are hard to interpret correctly. Therefore,
it could be useful if the answers are accompanied
by a visual aid, i.e., a part of a video (video seg-
ment), that presents the answer. Such information
needs are the scope of this work, where we focus
on identifying those video segments that contain
the answer to health-related user questions. These
user questions are written in natural language and
the corresponding answers are part of an instruc-

† Equal contribution.

tional video; our goal is to create a system capable
of locating the corresponding answer.

While the majority of the proposed works in the
literature rely on deep neural models to allocate the
relevant video segments to the answer (Yu et al.,
2017; Anne Hendricks et al., 2017), we explore
another alternative. Specifically, we aim to study
the impact of using only textual features to find the
answers in the video, which also implies reducing
the requirements for the amount of training data.
As input features we use the information transmit-
ted verbally by the presenter in the form of video
transcript and also extract the text embedded in the
video frames.

Our main contributions are as follows:

• We develop two approaches that use only
textual information and few training data, to
tackle the task of answer localization for in-
structional medical videos.

• We show that both the visually (text pre-
sented in a video’s frame) and verbally (tran-
scripts obtained from the speaker’s instruc-
tions) transmitted information can be used
to locate the answer in medical instructional
videos.

The remainder of the paper is organized as fol-
lows: Section 2 describes in detail the studied
task and the related works. Section 3 presents our
methodology and assumptions. In Section 4, we
present the experimental setup, our baseline and
our submissions. Finally, Section 5 presents the ob-
tained results, followed by the conclusions drawn
from our participation.

2 Task Description & Related Works

This work studies the task of video segment identi-
fication for medical videos, introduced as a shared
task in Gupta and Demner-Fushman (2022). In
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particular, given a medical or health-related ques-
tion written in natural language, the system must
provide the user with the video segment that con-
tains the answer. The task focuses on instructional
medical videos. A characteristic of these videos
is that they deliver the key information to the user
both visually and verbally (Gupta et al., 2022).

In visual question answering, identifying rele-
vant video segments given a user’s questions in a
natural language is a task that requires processing
of both textual and visual signals. As reported by
Zhang et al. (2019), a system designed to tackle
this problem consists of three components, namely,
feature extraction, feature fusion and answer predic-
tion. Previously published studies exploit standard
embedding models to obtain text features (Tapaswi
et al., 2016), and CNN based models to extract im-
age features (Zhou et al., 2018). Liu et al. (2019a)
introduced ETM-Trans which is a deep transfer
learning approach that also addresses the issue of
feature fusion. In the field of visual question an-
swering, as reported in (Lin et al., 2021) the major-
ity of the proposed techniques employ pre-trained
models for image and language encoders. Another
finding reported in (Lin et al., 2021), is related to
the fact that only a small portion of the proposed
approaches investigate their generality and inter-
pretability.

The introduction of large-scale multimodal
datasets covering both language and vision enabled
the development of efficient deep neural network
techniques that bridge the gap between language,
and visual understanding (Lei et al., 2018, 2019;
Tapaswi et al., 2016).

While the majority of the proposed methods in
the literature are based on deep neural models, our
approach leverages only the textual information
that can be extracted from a video without the need
for extensive training. It estimates the relevance
of each video segment to a given question, and
ultimately it returns the starting time and duration
of the answer.

3 Methodology

Our methodology exploits the characteristics of the
videos in the current task. Specifically, we extract a
video’s transcripts. The transcripts contain the text
that one can hear during the video, its start time
and its duration, and correspond to a specific video
segment. Moreover, we enrich this information by
adding the text presented in video segments (video

frames), for instance text that contains the topic, the
steps of an exercise, among others. Then, given a
question, we estimate distinct similarity scores for
every video segment using four different models
that will be described in Section 3.2. At this point,
two distinct approaches can be followed to identify
the answer’s starting time and duration. The first
one employs a multi-output regression model that
inputs the similarity scores for every video segment
and outputs the starting time and duration of the
answer. For the second approach we set the start-
ing time equal to the starting time of the segment
that has the highest similarity score, obtained by
aggregating the similarity scores obtained by four
models, and hard-set the answer’s duration based
on the training data. The following sections present
the hypothesis and assumptions behind each step
of our methodology.

3.1 Converting video to text

As mentioned by Gupta et al. (2022), instructional
medical videos deliver the key information both
visually and verbally. We hypothesize that the
speaker mentions keywords during the video that
are also present in the question. For example, a
phrase such as: “In the following part I will show
you how to perform the [name of a specific exer-
cise]”, where the “name of the specific exercise”
can also be found in the user’s question.

Secondly, we hypothesized that video frames
might contain textual information that overlaps
with the question’s text. However, it is also possi-
ble that the information obtained from these frames
is irrelevant; i.e. frames may contain the speaker’s
name or affiliation. All in all, we assume that the
text extracted using the two approaches mentioned
above can provide a strong indication of the an-
swer’s location.

Finally, we assumed that text is not equally dis-
tributed across the video. For instance, it is com-
mon that a speaker might make a pause, e.g. to
demonstrate the instruction or to change the sub-
ject. When only a video’s text features are used, it
is possible that some parts of the video will have
no representation. In order to mitigate this issue
and also to further enrich the text representation,
we experiment with merging consecutive transcript
lines. We ensure that when doing this, we also shift
the time that corresponds to the merged text.
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3.2 Estimating text-question similarity
Having the text that corresponds to a set of sequen-
tial video frames, we estimate its similarity to the
question using four different models. Specifically,
we employ two relevance models widely used in
Information Retrieval (IR) to estimate the query-
document similarity. In addition, we employ two
pre-trained neural language models that are based
on the Transformer architecture (Vaswani et al.,
2017). We encode the questions and textual fea-
tures independently for each language model and
then calculate the similarity scores using a cosine
similarity measure. We perform a min-max nor-
malization of the similarity scores for each model
independently. We then create an M × N ma-
trix that contains the aggregated similarity scores
for each question-video and every video segment;
where M is the number of the employed models,
and N is the number of video segments.

3.2.1 IR models
Regarding the IR relevance models, we employed
the BM25 relevance model and a language model
with a Dirichlet smoothing to overcome the prob-
lem of missing terms, which is likely to occur due
to the characteristics of the studied task. In particu-
lar, the problem of missing terms occurs because
the duration of the instructional videos is short
and therefore it contains only few words. These
models rely their estimation on some collection-
related statistics, e.g. a term’s inverse document
frequency; to estimate these values, the models ex-
ploit an index created by concatenating the videos’
texts present in a training collection.

3.2.2 Neural language models
In our experiments we employ two different lan-
guage models pre-trained using different datasets,
that are available in the HuggingFace transformers
library (Wolf et al., 2020), namely:

• The RoBERTa model (Liu et al., 2019b)
trained on the MS MARCO dataset from the
sentence-transformers1 framework (Reimers
and Gurevych, 2019).

• The MPNet model (Song et al., 2020) trained
on the SNLI and MultiNLI datasets from the
sentence-transformers2 framework.

1https://huggingface.
co/sentence-transformers/
msmarco-distilroberta-base-v2

2https://huggingface.co/

3.3 Answer localization models
This section describes two different approaches
to localization of the answer time: multi-output
regression and peak detection.

3.3.1 Multi-output regression (MoR)
Having created the M ×N matrix described above,
the answer localization can be modelled as a re-
gression problem. To this aim, we employed the
Random Forest multi-output regression model to
predict the answer’s starting point and duration.

The employed regression model requires a fixed-
size sequence to be used as input. However, the
available videos, and hence their textual represen-
tation, have varying duration. As a result, one
should normalize the input length across the whole
dataset. To achieve that, we formulate a method of
sampling the text-question similarity models to ob-
tain the same length for every video-question pair.
In particular, we split every video into B equally
spaced bins. By using these bins, we create a fixed-
size representation of every video in the dataset.
For every bin, independently for each model, we
calculate two values: the maximum and the median
values of all text-question similarity scores within
the timestamps of a particular bin. Consequently,
our normalization approach generates 2M ×B in-
put matrix, where M is the number of models and
B is fixed for the whole dataset and it contains both
the maximum and median values.

3.3.2 Peak detection (PD)
Peak Detection (PD) approach also utilizes the M×
N matrix described in Section 3.2 to find the video
segment which is the most relevant to the question.
We hypothesize that the segment with the highest
topical similarity could be identified shortly before
or after the true start of the answer (Figure 1). This
method takes the average of the similarity scores
from all text-question similarity models for every
segment, and then retrieves the segment with the
highest score. After identifying the segment, the
start and end time of the answer can be predicted
using the following formula:

t
′
s = ts + β1,

t
′
e = ts + β2, (1)

where ts is the timestamp of retrieved segment and
βn are two free-parameters that are used to estimate

sentence-transformers/nli-mpnet-base-v2
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similarity scores

time

Figure 1: Illustration of the text-question similarity over
a video time. Red lines mark the span of the correct an-
swer. Maximum values of similarity for each similarity
model are within the true answer span.

the duration of the answer.

4 Experiment setup and submissions

This section describes the dataset used to train and
evaluate our approaches and our methodology for
extracting text from videos. In addition, we provide
the details of our submissions. Our code is publicly
available3.

4.1 Dataset

Model training and validation has been conducted
on the MedVidQA dataset (Gupta et al., 2022),
which consists 3010 questions from 899 unique
videos in three different data splits, i.e., Train, Val-
idation and Test. The submitted runs in the Med-
VidQA 2022 Answer Localization Shared Task
(Gupta and Demner-Fushman, 2022) were eval-
uated on a new test dataset that consists of 153
questions covering 50 new YouTube videos, here-
after referred to as MVAL 2022.

Table 1 presents the number of videos for which
we were able to extract the transcripts and the text
in the video frame (embedded text) across the dif-
ferent datasets (rows 1-3). 98.5% of the videos con-
tain some textual information. The missing 1.5%
is primarily due to the private or protected videos
for which it is not possible to obtain these features.
In addition, Table 1 presents the mean and the me-
dian number of lines found in the transcripts and
in the embedded text showing that medical instruc-
tional videos contain many verbal explanations and
textual information embedded in the video frames.

3https://github.com/ProjectDossier/
MedVid2022

4.2 Video to text

To extract the transcripts from a video we used the
youtube_transcript_api4 library. In cases where the
transcript extraction was not feasible (1.5% of the
videos), a placeholder text was assigned to the first
second of the video. The obtained transcript lines
were often just a set of words, split based on the
speaker’s pauses during the video, rather than com-
plete sentences. In Section 3.2.1, we hypothesized
that the problem of missing terms may occur. In-
deed, it was found that various transcript lines con-
tained only few keywords (due to speaker’s pauses),
in some cases only the stopwords. Therefore, for
these cases, the obtained document representation
was not accurate.

To overcome this issue, initially we tried to con-
catenate all the transcript text, and then, by using
sentence splitting methods, create a set of sentences.
However, due to the missing punctuation in many
videos, this method was not accurate, and we de-
cided to follow a simpler approach.

In particular, we proceed by merging subsequent
transcript lines. For instance, a line i which con-
tain the words: “now I will present” followed by a
line i + 1 containing “an exercise that helps with
back pain” was merged into one single text. More-
over, we experiment with different levels of merg-
ing sequential transcript lines by joining two, three
and four consecutive texts that generate three ad-
ditional input representations. We refer to all the
transcript features as transcript-n, where n is the
number of original sequential transcript lines that
were merged.

To download the videos we used the pytube5

Python package. We use the offset of one second
for the first frame as the beginning of the video
is usually just a black screen. Also, we used the
tesseract6 engine to perform the optical character
recognition (OCR) to extract the text from every
video frame. Finally, we set the recognized text’s
duration to three seconds to follow the same data
format as in the transcripts. The obtained features
from this textual information are referred to as ocr.

An overview of all five different video-to-text
representations used in our experiments is pre-
sented in Table 2.

4https://pypi.org/project/
youtube-transcript-api/

5https://pypi.org/project/pytube/
6https://github.com/tesseract-ocr/

tesseract
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MedVidQA MVAL 2022
Train Validation Test Test Total

Videos (V) 800 49 50 50 949
V with transcripts 788 (98.5%) 48 (98%) 50 (100%) 49 (98%) 935 (98.5%)

V with embedded text 750 (93.8%) 48 (98%) 47 (96%) 49 (98%) 894 (94.2%)

Mean # lines in transcripts 133 142 124 123 140
Median # lines in transcripts 97.5 107.5 110.5 70 106

Mean # lines in embedded texts 20 16 25 18 17
Median # lines in embedded texts 9 8 15 9 9

Table 1: Statistics of the availability of textual information in medical informational videos. MVAL 2022 stands for
MedVidQA 2022 Answer Localization Shared Task.

Feature name Feature description Start time End time

transcript-1 Original transcript line i output from the video si ei
transcript-2 Two consecutive lines of transcript merged together si ei+1

transcript-3 Three consecutive lines of transcript merged together si ei+2

transcript-4 Four consecutive lines of transcript merged together si ei+3

ocr OCR of the video frame i taken at second s every 3 seconds si si + 3

Table 2: Description of five different input features used in our work. si represents the start time of the i-th transcript
line or the video frame.

4.3 Submissions

We submitted five runs for the MedVidQA 2022
Medical Visual Answer Localization (MVAL)
Shared Task. A summary of our submissions is
presented in Figure 2. In this section we describe
these runs in detail.

4.3.1 Baseline: zero-shot extractive Q&A (1)
We use the DistilBERT-base-uncased model (Sanh
et al., 2019), fine-tuned using knowledge distilla-
tion on the SQuAD dataset. We take the implemen-
tation from the HuggingFace transformers library7.
As an input feature, we concatenate all the lines of
transcript-1 to create a consistent, single document
representation of each video.

The model’s output is text extracted from the
video. Therefore, that extracted textual answer
needs to be converted back to its start and end time.
This can be done by locating its corresponding lines
in the transcript. To achieve that, we employed the
most greedy approach, i.e., selecting the whole
transcript line if it contains at least one word from
the extracted answer.

We noticed that the employed Q&A model could

7https://huggingface.co/
distilbert-base-uncased-distilled-squad

not correctly predict the textual answer to the ques-
tion, and the retrieved answers are too short. We
believe that this is because most videos do not ex-
hibit the explicit textual answer to the question, but
only the visual explanation. In order to mitigate this
issue, we decided to test a simple parametrization
model that stretches the predicted answer span:

t
′
s = α1 · ts,
t
′
e = α2 · te, (2)

where ts and te are outputted start and end times
of the answer from the Q&A system and αn are
estimated using the train dataset. After conducting
an analysis on the validation dataset, we select
the following values for the parametrization of the
results: α1 = 0.35, α2 = 0.90.

4.3.2 Multi-output regression (2)
Our submission (2) is described in detail below:

1. We use all five input features to calculate the
text-question similarity using the four models
described in Section 3.2. For the BM25 and
the statistical language model, the index was
created using the Train data.
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Figure 2: Summary of our five submitted runs.

2. We perform a min-max normalization inde-
pendently for each model, aggregating scores
from every input feature.

3. We conduct an input normalization as de-
scribed in Section 3.3.1, so that the size of
each feature vector is constant across all the
training samples.

4. We train the random forest regressor model
to predict the start time and duration of the
answer.

We use the random forest regressor implemen-
tation from scikit-learn library (Pedregosa et al.,
2011) with max depth equal to 10 and 40 estima-
tors.

4.3.3 Answer start-time detection (3) & (4)
Submissions (3) and (4) also use the first two
steps as in the submission (2) to calculate the text-

question similarity and perform a min-max nor-
malization. For submission (3), we use only the
RoBERTa and the statistical language model with
a Dirichlet smoothing. For submission (4), we use
all four text-question similarity models.

This is followed by the step of peak detection by
selecting the time when the average similarity of
all models is the highest, as described in Section
3.3.2. Instead of using the start time of a segment,
we take the center point of the selected segment
as the most plausible starting point of the answer:
ts = (s+ e)/2.

Finally, we calculate the answer start and end
time by using Equation 1. Based on the experi-
ments on the validation set, we select β1 = −6 to
overcome the shift between the true answer start
and the similarity score peak. We use β2 = 62
which corresponds to the mean answer duration on
the training dataset.
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Run Source Model IoU=0.3 IoU=0.5 IoU=0.7 mIoU

Gupta et al. (2022)
VSL-BASE (FPL 800) 21.93 12.25 5.80 20.15

VSL-QGH 25.81 14.20 6.45 20.12

1 Extractive Q&A 21.29 9.68 3.87 18.92
2 MoR 31.61 15.48 4.52 18.62
3 PD (2 models) 46.45 29.03 10.97 29.92
4 PD (4 models) 48.39 29.03 11.61 30.33
5 PD (4 models) start + MoR duration 47.10 27.74 10.97 30.67

Table 3: Performance comparison of our submissions on MedVidQA Test dataset from (Gupta et al., 2022).

4.3.4 Ensemble model (5)
Our last submission (5) is an ensemble model. It
uses the prediction of the start time from the Peak
Detection (4 models) – submission (4) and the du-
ration from the multi-output regression model –
submission (2). This method overcomes a limita-
tion of the previous approaches, i.e., the constant
parameter β2 that defines the answer’s duration
(see Equation 1). In the previous approaches, this
parameter had a constant value across all video-
question pairs. In contrast, in this approach, the β2
parameter for every question takes a unique value
predicted by the random forest regressor used in
the submission (2).

5 Evaluation and results

In this section we present the results on both the
evaluation and test datasets.

5.1 Evaluation measures
We follow the evaluation measures proposed by
Gupta et al. (2022) that have been chosen as the
official metrics for the MedVidQA 2022 Shared
Task. In particular, we evaluate our results using
Intersection over Union (IoU) that measures the
proportion of overlap between the predicted answer
and the ground truth at three different thresholds,
and mIoU that is the average of IoU calculated over
a set of samples. Notice that MedVidQA adopts
“R@n, IoU=µ", which denotes the percentage of
questions for which, out of the top-n retrieved tem-
poral segments, at least one predicted temporal
segment intersects the ground truth temporal seg-
ment for longer than µ. Specifically, results are
evaluated using n = 1 and µ ∈ {0.3, 0.5, 0.7} .

5.2 Evaluation on MedVidQA
Validation results are presented in Table 3. Our
baseline Q&A model (submission (1)), which ini-

tially was not able to retrieve any relevant informa-
tion, after using parametrization it reaches 21.29
(IoU=0.3), which is on par with the performance
of the Video Span Localization (VSL) benchmark
model from Gupta et al. (2022). This shows that
the first threshold could be reached even by a sub-
optimal model whose predictions are shifted us-
ing two fixed parameters. Our best performing ap-
proach, Peak Detection (submissions (3) and (4)),
achieves significant gains for each of three thresh-
olds for the IoU measure, when compared to the
best benchmark, i.e., the VSL model. Especially
for the mIoU measure it obtains 10% more overlap
on the Test data.

5.2.1 Impact of text extracted from the video
frames

For some of the videos, the text extracted from the
video frames had a significant impact on localising
the correct answer.

Such an example can be seen in Figure 3. One

Figure 3: Mean text-question similarity plots for the
Peak Detection approach with four models for question
ID 2714 grouped by the input feature. Red line shows
the span of a correct answer.
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Run Model IoU=0.3 IoU=0.5 IoU=0.7 mIoU

Max 91.50 84.97 73.20 75.83
Median 80.32 71.90 48.37 58.81
Mean 76.04 60.80 40.37 55.79

1 Extractive Q&A 18.95 7.84 1.96 19.87
2 MoR 31.37 13.07 4.57 18.80
3 PD (2 models) 40.52 20.26 10.45 25.26
4 PD (4 models) 37.25 14.38 7.84 22.05
5 PD (4 models) start + MoR duration 33.33 21.57 9.15 23.54

Table 4: Performance comparison of the variants of our submissions on MedVidQA 2022 Test dataset. Runs 3, 4
and 5 did not contribute to the median and mean pool.

Features IoU=0.3 IoU=0.7 mIoU

all 48.39 11.61 30.33

transcript-1 45.16 9.68 28.01
transcript-{1,2,3,4} 47.74 12.26 30.55

ocr 18.06 3.23 12.65

Table 5: Performance comparison of the Peak Detection
approach using 4 models with different input features
on MedVidQA Test dataset.

can observe that without the ocr feature, it is not
feasible to identify the correct answer because the
transcript features do not exist for the correct an-
swer span.

To further quantify the impact of input features,
we conducted an ablation study on our best per-
forming approach: PD with four models (submis-
sion (4)). The results are summarised in Table 5.
The model using all features achieves the highest
IoU=0.3, which was our optimization goal. Remov-
ing the ocr feature slightly improves the results on
IoU=0.7 and mIoU. Even though the text extracted
from the video frames alone yields low results, it
still can be a helpful additional feature for medical
instructional videos when correctly merged with
other inputs.

5.3 MedVidQA 2022 Shared Task results

The results produced by our models, along with
max, median and mean values from all participants
are presented in Table 4. The performance ob-
tained by the proposed approaches is below the
reported mean. However, by comparing the ob-
tained effectiveness presented in Table 3 and Ta-
ble 4 one can observe that the models have a ro-
bust behavior across the different datasets as they

yield similar performance. Peak detection-based
approaches yield the highest results among our sub-
missions, confirming the results of our experiments
conducted on the MedVidQA dataset.

6 Conclusion

This work investigates two different approaches for
detecting answer timestamps from medical instruc-
tional videos in the context of the MedVidQA 2022
MVAL Shared Task (Task 2). Our approaches rely
only on the text extracted from the videos, either
as transcripts or as the text displayed in the video’s
frames. After extracting the text corresponding
to every video segment, we estimate its similar-
ity to the question using four different models. We
employ two different strategies to map the question-
text similarity to the answer timestamp, i.e. multi-
output regression model based on random forest
and a peak detection model.

Our best performing peak detection model
achieves 40.52 IoU=0.3 on MedVidQA 2022
Shared Task and outperforms the VSL benchmark
model on the MedVidQA test dataset. We also
show a positive impact of using multiple video-to-
text conversion methods on the overall quality of
models. Our feature extraction methods could eas-
ily extend the set of features used by end-to-end
deep learning models. Further analysis is needed to
assess other ways of processing the text-question
similarity importance for obtaining more accurate
predictions.
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