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Abstract

The automatic recognition of idioms poses
a challenging problem for NLP applications.
Whereas native speakers can intuitively handle
multiword expressions whose compositional
meanings are hard to trace back to individual
word semantics, there is still ample scope
for improvement regarding computational ap-
proaches. We assume that idiomatic construc-
tions can be characterized by gradual intensi-
ties of semantic non-compositionality, formal
fixedness, and unusual usage context, and intro-
duce a number of measures for these characte-
ristics, comprising count-based and predictive
collocation measures together with measures
of context (un)similarity. We evaluate our ap-
proach on a manually labelled gold standard,
derived from a corpus of German pop lyrics.
To this end, we apply a Random Forest clas-
sifier to analyze the individual contribution
of features for automatically detecting idioms,
and study the trade-off between recall and pre-
cision. Finally, we evaluate the classifier on an
independent dataset of idioms extracted from a
list of Wikipedia idioms, achieving state-of-the
art accuracy.

1 Introduction

Traditional accounts of idiomaticity distinguish
idiomatic use of language from literal use, claim-
ing that idioms are multiword expressions (MWEs)
which do not conform to Frege’s principle, i.e.
whose meaning as a whole cannot fully be derived
from the aggregated meaning of their components
(Gibbon, 1982). In other words, the definition refers
to non-compositionality and non-transparency –
idiomatic MWEs seem semantically opaque; Bald-
win and Kim (2010) consider this “lexical idio-
maticity” to be one of five sub-types of idioma-
city. Classifying idioms is not trivial: With refer-
ence to recent findings in discourse analysis and
psycholinguistics, Wulff (2008) describes idiomati-

city as a non-binary, multifactorial concept for a
“continuum ranging from clearly non-idiomatic pat-
terns to core idioms”; Pradhan et al. (2018) sup-
port this observation experimentally. At least core
idioms are considered to be (mentally) lexicalized:
Schneider et al. (2014) describe them as “lexical-
ized combinations of two or more words” which,
though often syntactically diverse, “are exceptional
enough to be considered as individual units in the
lexicon”. This corresponds to Sinclair’s idiom prin-
ciple (Sinclair, 1991), postulating that text is often
constructed from ready made phrases. Due to mor-
phological and syntactic variation, the degree of
formal fixedness ranges from semi- to fully-fixed.
However, idiomaticity should be corpus-based veri-
fiable, as e.g. Gries (2008, p. 22) states that “re-
searchers interested in phraseologisms use frequen-
cies and other more elaborated statistics” to identify
“symbolic units and constructions”. Some of these
statistics may relate to local contexts, because one
can reasonably argue that words that are not used
literally will probably be somehow surprising in
their context.

Against this background, we regard idioms as
a subcategory of MWEs that are conspicuous in
function, form and distribution – and with fuzzy
boundaries to other multiword units like metaphors
(Stefanowitsch and Gries, 2007) or proverbs. Our
objective is to cover idiom characteristics with an in-
novative set of quantitative features, taking up some
ideas described in the subsequent section, and to
apply and evaluate machine-learning classifiers for
a presumable idiomatically rich specialized corpus.

2 Related work

Idioms are a key concern and pose challenging
problems for NLP applications such as informa-
tion extraction, retrieval, summarization and trans-
lation, as well as for lexicographical studies or lan-
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guage learning; see Constant et al. (2017). Sag et al.
(2002) refer to them as “a pain in the neck for NLP”;
consequently their machine-supported recognition
constitutes an ideal testbed for a variety of method-
ical approaches and is the subject of shared tasks;
see, e.g., Markantonatou et al. (2020).

Fazly and Stevenson (2006) propose measures
that quantify the degree of lexical and syntactic
fixedness. Verma and Vuppuluri (2015) rely on
lexical features in order to identify MWEs whose
meanings differ from their components’ meanings.
Sporleder and Li (2009) include the collocational
contexts of idiomatic MWEs into their computa-
tion; they model semantic relatedness with the help
of lexical chains and cohesion graphs, and, based
on this, compare supervised with unsupervised ap-
proaches for token-based idiom classification. Katz
and Giesbrecht (2006) use latent semantic analysis
in order to verify whether context word vector-
similarity between idiomatic MWEs and its con-
stituents helps with the calculation. Muzny and
Zettlemoyer (2013) achieve a precision level of 65%
for the distinction between idiomatic and literal
wiktionary phrases, using lexical and graph-based
features in order to quantify the assumption that
literal phrases are more likely to have closely re-
lated words in their definition clause than idiomatic
phrases. Salton et al. (2016) investigate whether
Sentential Distributed Semantics of idiomatic verb-
noun (VN) combinations show significant differ-
ences from non-idiomatic usage, and therefore train
Sent2Vec models for sentence-level contexts. Using
the same dataset, Peng et al. (2018) compute local
context differences between word vector matrices
on the basis of Frobenius norm. Senaldi et al. (2019)
train vector-based models on a gold standard of
VN constructions that has been annotated regard-
ing idiomaticity on a 1-7 Likert scale. Hashempour
and Villavicencio (2020) use contextualized word
embeddings in order to distinguish between literal
and idiomatic senses of MWEs that are treated as
individual tokens in training and testing, producing
average F1-scores of more than 70%.

We take up the idea of evaluating different con-
text representations, expand corresponding meas-
ures with syntagmatic and other statistical features,
and analyze how they complement each other to
characterize idioms. Furthermore, we broaden the
scope by extending the dataset beyond VN com-
binations, including all kinds of MWEs without
morphosyntactic restrictions.

3 Dataset and features

The aim of this study is to evaluate quantitative
features of MWEs with regard to their suitability
of detecting idiomatic MWEs in a given text cor-
pus. Contemporary pop song lyrics – a yet sparsely
examined register – seem intrinsically promising
for two reasons: Firstly, lyrics combine qualities
of spoken and written language (Werner, 2012)
with wordplay creativity (Kreyer, 2012) and can
thus be expected to constitute a valuable source
of both well-known and innovative idiomatic con-
structions. Secondly, on account of their formal
structure, catchy and often idiomatic phrases tend
to be repeated in choruses, so that there should
be good prospects for empirical evidence. We use
the freely available Corpus of German Song Lyrics
(Schneider, 2020), covering a period of five decades
and a broad range of artists, in order to ensure that
our findings can be reproduced and compared by
future studies. The general approach should also
be applicable to languages other than German.

Although the corpus comes with XML-coded
multi-layer annotations, we mainly work on the raw
data and do not rely on linguistic preprocessing like
parsing or lemmatization. To avoid reference to
lexica or pre-defined syntactic template lists (like V-
NP constructions), we include any ngram, spanning
a minimum of two word tokens and a maximum of
six word tokens within sentence boundaries. This
yields a dataset of more than six million ngrams.
From these we randomly select a sample of 10,000
ngrams.

This dataset is manually annotated by a native
speaker in order to serve as a gold standard. To
cope with the abovementioned fact that idiomatic
status cannot always be described as either clearly
idiomatic or clearly literal, we allow for three cat-
egories and mark idiom candidates as either lit-
eral, idiomatic, or partly idiomatic, where the latter
comprises ngrams with both idiomatic and non-
idiomatic content, which are excluded for our ana-
lysis, see Table 4 in Section 4, for exact numbers.

As a starting point for our evaluation, each data-
set entry is automatically annotated with a number
of features. We distinguish between three main
groups of features to characterize idioms, for a de-
tailed break down see Table 5.

Syntagmatic features (SY) measure collocation
strength between all word pairs within an idiom can-
didate. Context features (CO) measure semantic
similarity between the words within an idiom can-
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didate and the words in its left/right context. Finally,
other features (O) represent a variety of counts to
assess the amount of evidence available, such as
number of words in an idiom candidate.

SY_C1 and SY_C2 comprise a number of count-
based collocation measures between a word and its
neighbours within a window of +/- 51 (Evert, 2008).
SY_C1 are based on the counts in DeReKo (Kupi-
etz et al., 2010), whereas SY_C2 are based on the
counts in the pop lyrics corpus. These count-based
measures all aim at identifying MWEs that occur
more often than randomly expected. We expect that
idioms, like other MWEs, are characterized by high
SY_C.

SY_W comprises a number of predictive colloca-
tion measures. These are all calculated by aggregat-
ing the output activations in a three layer neural net-
work using the structured skipgram variant (Ling
et al., 2015) of word2vec (Mikolov et al., 2013),
again with a window size of +/- 52. As shown by
Levy and Goldberg (2014), these output activations
approximate the shifted pointwise mutual informa-
tion3. These predictive measures generalize from
actually used collocations by means of dimension-
ality reduction in the hidden layer and thus can also
predict unseen but meaningful collocations. How-
ever, due to generalization they are typically biased
towards the dominant, usually literal usage. Thus,
we expect that idioms, unlike other MWEs, are char-
acterized by low SY_W.

Tables 1 and 2 exemplify the interplay between
count-based and predictive collocations. Among
the top 10 count-based collocates of ‘Kuh’ (cow),
there are 6 collocates (in bold) stemming from idio-
matic use, for example, ‘die Kuh vom Eis kriegen’
literally for ‘getting the cow from the ice’ meaning
‘working out a situation’. In contrast, the predict-
ive collocates all pertain to the literal meaning of
cow as a domestic animal; e.g., ‘Eis’ does not occur
among the top 400 predictive collocates.

The count-based and predictive collocates of
‘Versuch’ (‘attempt’), on the other hand, show no
such difference. Both refer to the literal meaning

1All measures with autofocus (AF) select those neighbours
in the window which maximize the measure.

2DeReKoVecs (Fankhauser and Kupietz, 2019,
http://corpora.ids-mannheim.de/

openlab/derekovecs, accessed 2021-04-23))
has been trained on DeReKo.

3𝑆𝑃𝑀𝐼(𝑤, 𝑤𝑖) = 𝑙𝑜𝑔( 𝑝(𝑤,𝑤𝑖)
𝑝(𝑤)𝑝(𝑤𝑖)

) − 𝑙𝑜𝑔(𝑘), with 𝑘 the
number of negative samples used during training, and 𝑝(𝑤),
𝑝(𝑤𝑖), 𝑝(𝑤, 𝑤𝑖) the individual and joint relative frequencies
of a word 𝑤 and its neighbour 𝑤𝑖

Kuh German English
Count Kalles heilige

blöde Blinde
Bunte lila Ros-
marie dumme
Yvonne Eis

Kalle’s holy silly
blind colorful
purple Rosemary
stupid Yvonne
ice

Pred ausgebüxte ge-
schlachtete ent-
laufene geklon-
te trächtige ge-
schlachteten
weidende ver-
wesende Kalles
tote

escaped
slaughtered run-
away cloned preg-
nant slaughtered
grazing decaying
Kalle’s dead

Table 1: Count-based and predictive collocates for Kuh
(cow)

Versuch German English
Count unternommen

gescheitert Beim
zweiten geschei-
terten wert drit-
ten gestartet
unternehmen
scheiterte

made failed in
second failed
worth third star-
ted make failed

Pred untauglicher
vergeblicher
missglückter
unternommene
krampfhaften
fehlgeschlagener
(…)

unsuitable futile
failed made con-
vulsive failed
failed desper-
ate unsuitable
desperate

Table 2: Count-based and predictive collocates for Ver-
such (attempt)

of ‘Versuch’. However, also here we can observe
a bias of the predictive collocates towards ‘failed
attempts’.

SY_R comprises non-parametric variants for
some collocation measures by means of their
ranks to account for the different scales of SY_C1
and SY_W. This includes SY_C1_R, SY_W_R1,
SY_W_R2, and the rank difference SY_R_D.

As depicted in Equation 1, for all syntagmatic
collocation measures 𝑐𝑜𝑙, we take the average over
all pairs of words 𝑤𝑖, 𝑤𝑗 in an idiom candidate of
size |𝑤|. Null-values, occurring when there exists no
pair with measures from DeReKo, are transformed

http://corpora.ids-mannheim.de/openlab/derekovecs
http://corpora.ids-mannheim.de/openlab/derekovecs
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Figure 1: Local context of ngrams

to min (or max) values appropriate for each feature.

∑
𝑖≠𝑗

𝑐𝑜𝑙(𝑤𝑖, 𝑤𝑗)/|𝑤|(|𝑤| − 1) (1)

The context features CO_VEC and
CO_VEC_LEX aim at identifying idioms
based on the heuristics that they occur within
unusual thematic contexts. Idiomatic ngrams such
as ‘Perlen vor die Säue werfen’ (‘cast pearls before
swine’) are often found in local contexts that are
thematically rather untypical for non-idiomatic
uses of the individual ngram words. The expression
can be expected in a theatre review or a political
speech, but rather not in texts explicitly dealing
with jewellery or livestock. To this end, CO_VEC
uses cosine similarity between word vectors,
which identifies paradigmatically related words
occurring in similar usage contexts, comprising
(near) synonyms, but also hyponyms, meronyms,
etc.

Continuing with the above example, among the
most similar words for ‘Perle’ are words like ‘Kost-
barkeit’ (‘preciousness’), ‘Schatztruhe’ (‘treasure
chest’), ‘Liebeserklärung’ (‘declaration of love’)
or ‘Brosche’ (‘brooch’). Close to ‘Säue’, we find
‘Rindvieh’ (‘cattle’), ‘Schafe’ (‘sheep’), ‘Köter’
(‘pooch’), ‘Hufe’ (‘hooves’) or ‘Schlachtbank’
(‘slaughterhouse’). Assuming that these words ap-
pear less likely in the local contexts of our example
idiom than in the typical contexts of its constituents,
low value for CO_VEC may indicate idiomatic use.

More specifically, CO_VEC is calculated as the
mean cosine similarity between all pairs of words
𝑤𝑖 in the idiom candidate of size |𝑤| and words 𝑐𝑗 in
the left/right context of size |𝑐| (in the present case
we include five context words to the left and right4;
see Figure 1 and Equation 2). CO_VEC_LEX is cal-
culated like CO_VEC, but only takes lexical words
into account, i.e. nouns, verbs, adverbs and ad-
jectives. If the idiom candidate appears at several
places within the corpus, an average is calculated.

∑
𝑖,𝑗

𝑠𝑖𝑚(𝑤𝑖, 𝑐𝑗)/|𝑤||𝑐| (2)

4Similar measures, applied to context words within sen-
tence boundaries, has been used in Köper and Schulte im
Walde (2017) or Kurfalı and Östling (2020) for the detection
of non-literal meaning.

The last group O comprises O_GRAM, the num-
ber of words in an idiom candidate, O_NSTOPW5,
the number of non stopwords, and O_DEREKO,
the number of words for which a word embedding
is available.

In summary, the syntagmatic features (SY) ana-
lyze idiom candidates for frequent (SY_C), but un-
usual (SY_W) collocations along the syntagmatic
axis to assess their phraseness and non transparency.
The context features (CO) analyze their surrounding
context for unsimilar words along the paradigmatic
axis as a complementary measure of non transpar-
ency. Both feature sets utilize the observation that
word embeddings are typically biased towards the
dominant/transparent meaning.

4 Methods and results
To evaluate our feature set we have trained a Ran-
dom Forest classifier 6. Unless stated explicitly oth-
erwise, all results have been obtained using 5-fold
cross validation. To avoid overlap between train-
ing and test sets, we have removed all duplicates
after lower-casing and stopword removal, leaving a
dataset with 542 idioms and 8697 non-idioms.

Because this dataset is highly unbalanced, we
have systematically varied the Random Forest’s
cutoff hyperparameter (default 0.5). As shown
in Figure 2, a cutoff of 0.3 achieves the best F1-
Score of 61.9%, balancing recall and precision
around 62%. The best balanced accuracy of 83%
is achieved at a much smaller cutoff of about 0.05.
This may be a more appropriate cutoff for explor-
ative idiom detection, where sensitivity (recall) is
more important than precision.

To assess the contribution of the individual fea-
ture sets, we compare classification performance
between using all features, each feature set individu-
ally, and subsets of features obtained by excluding
individual feature sets.

Table 3 summarizes the results 7: All individual
feature sets except O contribute to classification
performance. The biggest contribution comes from
the collocation features based on DeReKo counts
(SY_C1), followed by the collocation features based
on the (much smaller) pop lyrics corpus (SY_C2)
and the predictive collocation features SY_W.

5SY_C1 and S_W features are calculated on the idiom
candidate after stopword removal.

6Support Vector Machines yield similar accuracies and
scores.

7Standard deviation of Balanced Accuracy, measured over
10 5 x cross validations with different seeds is around 0.5 for
all feature combinations.
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Figure 2: Trade-off curves for Random Forest cut-off

Feature set Preci-
sion

Re-
call

F1-
Score

Bal.
Acc.

All features 62.7 59.9 61.3 78.9
SY_C1 44.2 38.7 41.2 67.8
SY_C2 32.9 30.6 31.7 63.4
SY_W 39.2 24.9 30.3 61.3
SY_R 31.2 28.0 29.5 62.1
CO 11.8 7.4 9.1 52.0
O 0.0 0.0 0.0 50.0
w/o SY_C1_R 55.8 48.9 52.1 73.2
w/o SY_C2 60.3 53.3 56.5 75.6
w/o SY_W_R 61.0 58.7 59.8 78.2
w/o SY_R 63.0 60.9 61.9 79.3
w/o CO 59.9 60.3 60.1 78.9
w/o O 61.0 55.9 58.3 76.8

Table 3: Performance of different feature sets in a Ran-
dom Forest with cutoff=0.3. SY_C1: Count-based col-
location measures based on DeReKo. SY_C2: Count-
based collocation measures based on pop lyric corpus.
SY_W: Predictive collocation measures. SY_R: Rank-
based collocation measures. SY_C1_R: SY_C1+SY_R,
SY_W_R: SY_W+SY_R. CO: Context features. O:
Other

The bottom half of the table analyzes how much
performance is lost when excluding a feature set.
The relative order is largely consistent with the up-
per half. In particular, also from this perspective,
count-based collocations SY_C1 (including their
rank variants) turn out to be most important, i.e.,
they lead to the largest loss in performance.

Interestingly, omitting the other features (O) also
decreases performance, even though they do not
contribute individually. This may be due to the fact
that they do not model intrinsic characteristics of
idioms, but just the number of word pairs available
for estimating SY and CO feature sets, i.e., essen-
tially the amount of evidence available. Thus they
are only useful in combination with other feature
sets.

For SY_R the effect is the other way around.
SY_R has a remarkable F1-Score of 29.5% when
taken alone, but the overall performance increases,
when the classifier is trained on all feature sets but
SY_R. The lack of loss in performance may be due
to the fact SY_R is highly correlated with SY_C1
and SY_W by construction, and thus does not add
information. The slight increase seems to be a ran-
dom effect.

Table 4 details the classification performance
for the best feature set (w/o SY_R). Interestingly
enough, when inspecting the false positives, we
find that our approach identifies full idioms over-
looked by the manual dataset annotation, such as
‘in meine Fußstapfen treten’ (‘follow in my foot-
steps’) or ‘hinter Gitterstäben’ (lit. ‘behind thick
bars’, meaning: ‘in prison’). We also see partly
idiomatic MWEs like ‘süßes Gift’ (‘sweet poison’),
as well as supposedly incomplete idioms like ‘nur
ein leeres [Versprechen?]’ (‘only an empty [prom-
ise?]’). The automatic classification even detects
previously hidden teenage slang idioms such as ‘Op-
tik schieben’ (lit‘̇to push optics’, approximately: ‘to
be under the influence of hallucinogenic drugs’).
Besides, related phenomena like metaphors (‘fahren
in Richtung Gold’, literal: ‘drive towards gold’) and
allegories (‘das ganze Leben ist ein Quiz’, literal:
‘all of life is a quiz’) are labelled. Indeed, approx-
imately 8% of the false positives show idiomatic or
figurative use.

In order to better understand the interplay
between features, Table 5 analyzes the contribu-
tions of the individual features for the classification
task. MDA gives the random forest’s estimate of
the mean decrease in accuracy per feature, IGain



18

327idiom

idiom

215

no idiom total

542

191no idiom

total 518

8506 8697

8721

actual
value

prediction outcome

Table 4: Confusion Matrix for prediction with the best
feature set

the information gain (*1000), TTest the degree of
significance by a Welch two sample t-test for con-
fidence levels 0.95 (*), 0.99 (**), and 0.999 (***),
and Δ the sign of the difference between the mean
of a feature for idioms vs. non-idioms.

The context features CO_VEC and
CO_VEC_LEX have the highest MDA fol-
lowed by the other features O and the count-based
collocation features estimated from the pop lyrics
corpus SY_C2. All collocation (and rank) features
estimated from DeReKo are in a similar range.
Note however, that MDA tends to be shared among
correlated features.

IGain assesses the individual (univariate) con-
tribution of the features for classification. The two
estimates of the overall frequency of an idiom can-
didate O_C2_N and O_C2_SGT have the highest
IGain, closely followed by the count-based colloc-
ation features SY_C2 and SY_C1. The predictive
collocation features SY_W and context features CO
have slightly smaller IGain. This largely corrobo-
rates the results of the analysis of feature sets above.

With the exception of CO_VEC and two of
the predictive collocation features, the difference
between the means of all features in idioms vs. non-
idioms is highly significant.

To better understand the contribution of the
individual features, it is helpful to look at the
difference Δ between their means: Compared
to all non-idioms, words within idioms have a
lower cosine similarity CO_VEC (but still higher
CO_VEC_LEX) to their left and right neighbours,
i.e., indeed they occur in unusual contexts. On the
other hand, they have a higher count-based and
predictive collocation strength among each other
(SY_C1, SY_C2, SY_W) with some exceptions
(SY_C1_LL,SY_W_CON,SY_W_NSUMAF).

Consequently, they also have a smaller rank
for these measures (SY_C1_R, SY_W_R1,
SY_W_R2), although we would expect larger
ranks.

However, non-idioms comprise random ngrams
that do not occur more often than expected as well
as frequent MWEs with high collocation strength.
Thus it is instructive to constrain the comparsion as
follows: Δ′ gives the sign of the difference between
the mean for idioms and all those non-idioms with
SY_C1_LD larger than the mean of SY_C1_LD of
all non-idioms, i.e., only the non-idiomatic but still
frequent MWEs. Incidentally, all these differences
are highly significant (at least 0.99), with the excep-
tion of CO_VEC. In this comparison, the context
features CO and both, the count-based and predict-
ive collocation features estimated from DeReKo
(SY_C1 and SY_W, except SY_C1_MI,) are smal-
ler, and accordingly the corresponding rank features
are larger for idioms. In particular, the rank differ-
ence SY_R_D between count-based and predictive
collocation is larger, i.e., co-occuring words in an
idiom tend to be less represented by the predictive
collocations which are biased towards the dominant
meaning.

In summary, idioms, like non-idiomatic MWEs,
are characterized by high collocation strength in
comparison to randomly selected ngrams. How-
ever, in comparison with non-idiomatic but frequent
MWEs, they are characterized by occurring in un-
usual contexts (low CO_VEC), and by low predict-
ive collocation strength SY_W; or, put more bluntly,
idiomatic MWEs occur frequently but are unusual.

To demonstrate the transferability of our ap-
proach, we have applied it to a dataset of German
idioms extracted from German Wikipedia8. After
removing duplicates (72) with our gold standard 9,
and all idioms that consist of less than 2 words after
stopword removal, this set comprises 760 idioms.

As training set for this out-of-domain scenario,
we use a sample of 80% of non-idioms and all
idioms of our base data set. The test set consists of
the remaining 20% of the non-idioms and the Wiki-
pedia idioms. We train the classifier on the feature
ensemble SY_C1 + SY_W + SY_R + O (without
the feature O_DEREKO). This is because the fea-
ture sets SY_C2 and CO are calculated based on

8https://de.wikipedia.org/wiki/

Liste_deutscher_Redewendungen, accessed
February, 22, 2021.

9All these duplicates have been independently annotated
correctly as idioms.

https://de.wikipedia.org/wiki/Liste_deutscher_Redewendungen
https://de.wikipedia.org/wiki/Liste_deutscher_Redewendungen
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Feature MDA IGain TTest Δ Δ′ Description
SY_C1_LD 9.8 30.4 *** + - logdice (Rychlý, 2008)
SY_C1_LDAF 11.7 34.3 *** + - logdice with autofocus
SY_C1_LL 13.7 43.4 *** - - loglikelihood
SY_C1_MI 19.5 48.5 *** + + (pointwise) mutual information, MI
SY_C1_MI3 11.7 34.8 *** + - MI³ (Daille, 1994)
SY_C2_LD 20.3 19.4 *** + + logdice in pop lyrics corpus
SY_C2_LL 12.1 51.8 *** + + loglikelihood in pop lyrics corpus
SY_C2_MI 13.6 52.8 *** + + (pointwise) mutual information, MI in pop

lyrics corpus
SY_C2_MI3 11.8 51.2 *** + + MI³ in pop lyrics corpus
SY_C2_G 23.5 12.4 *** + + lexical gravity in pop lyrics corpus (Daudara-

vičius and Marcinkevičienė, 2004; Gries and
Mukherjee, 2010)

SY_C2_N 10.7 49.6 *** + + number of occurrences in pop lyrics corpus
SY_C2_SGT 19.0 55.2 *** + + Simple Good-Turing estimate of probability

in pop lyrics corpus
SY_W_AVG 12.7 19.0 * + - average of output activations with autofocus
SY_W_CON 13.9 20.5 *** - - conorm of column normalized output activa-

tions with autofocus
SY_W_MAX 10.2 11.6 *** + - max of output activations
SY_W_NSUM 10.6 16.7 + - sum of output activations normalized by total

sum over all columns
SY_W_NSUMAF 20.2 30.1 - - sum of output activations normalized by total

sum over all selected columns with autofocus
SY_C1_R 16.9 53.0 *** - + rank by SY_C_LD
SY_W_R1 14.3 23.0 *** - + rank by SY_W_CON
SY_W_R2 13.9 20.5 *** - + rank by SY_W_NSUM
SY_R_D 18.9 55.0 *** + + rank difference: SY_W_R1-SY_C1_R
CO_VEC 24.3 14.4 - - avg. cosine similarity between words in

ngram and words in +/-5 context in pop lyrics
corpus

CO_VEC_LEX 20.8 13.9 * + - like CO_WIN5_VEC but only on lexical
words

O_GRAM 17.2 13.5 *** - - number of ngram words
O_DEREKO 15.1 12.3 - - number of ngram words available in DeReKo
O_NSTOPW 29.6 14.7 *** - - number of non stop words in ngram

Table 5: Features



20

Figure 3: Trade-off curves for Random Forest cut-off
on the Wikipedia dataset

528idiom

idiom

232

no idiom total

760

247no idiom

total 775

1135 1382

1367

actual
value

prediction outcome

Table 6: Confusion Matrix for prediction on idioms
from Wikipedia with cut-off=0.05

the ngram context within the pop lyrics corpus and
are consequently not available for out-of-domain
data. Figure 3 shows the trade-off curves of the
predictions on the Wikipedia dataset for a range of
cut-off thresholds.

The obtained results are rather convincing. With
a cutoff threshold of 0.05, the classifier achieves an
F1-Score of 71.0% and a recall of 80.3%, which
means that the classifier is able to detect the major-
ity of the unknown Wikipedia idioms. While not
directly comparable due to different datasets and
classification tasks, these results are in the same
ballpark as e.g. Hashempour and Villavicencio
(2020) who report F1-Scores of 70%.

Table 6 gives the confusion matrix of the predic-
tion on the unknown idioms.

5 Conclusions

The aim of this study was to model well-studied
idiom characteristics with quantitative features and
to evaluate them on suitable datasets. Our eval-
uations show that count-based collocation meas-
ures indeed characterize idioms’ frequent usage and
stable occurrence, i.e. phraseness. The predictive
collocation measures and the context features on
the other hand are able to model uncommon usage,
that is, non transparency.

By applying our model, trained on an annotated
dataset that was sampled from a pop lyrics corpus,
to an out-of-domain dataset of idioms crawled from
Wikipedia, we demonstrated the generalizability of
our approach.

The introduced features do not require sophist-
icated or knowledge intensive preprocessing, and
need only minimal context. Even, when no context
is available, as for the out-of-domain dataset, we
achieve state-of-the art classification performance.

However, the feature set also has limitations. For
idioms that consist of only one content word, pos-
sibly with some stopwords, the collocation meas-
ures do not produce very meaningful results. In
this case we need to entirely rely on the context
features. In a similar vein, count based collocation
strength obviously does not apply to novel idioms.
Moreover, when idiomatic use constitutes the over-
whelmingly dominant use, such as ‘kenne meine
Pappenheimer’ (literal: ‘know my Pappenheimers’,
roughly: ‘know the weak people (in my team)’),
neither CO nor SY_W features can contribute.

But in sum, all evaluation results – and the de-
tailed analysis of how the count-based and predic-
tive features complement each other for discrimi-
nating between idioms and non idioms – shed an
additional empirical light on the linguistically intric-
ate and multifaceted phenomenon of idiomaticity.
Waiving limitations on morphosyntactic templates
(like, e.g., VN constructions), our approach should
work well for any potentially idiomatic MWEs.

For future work, we intend to apply the approach
to bigger datasets; attractive candidates might be
the corpora of the PARSEME (PARsing and Multi-
word Expressions) network Savary et al. (2018) or
the COLF-VID dataset of verbal idioms Ehren et al.
(2020). We will also experiment with additional
features, in particular to better capture fixedness of
idiomaticity and cope with non transparent com-
pound idiomatic words.

All data and source code is publicly available
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under a Creative Commons license at http://
songkorpus.de/data/.
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