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Abstract

Generating long text conditionally depending
on the short input text has recently attracted
more and more research efforts. Most exist-
ing approaches focus more on introducing ex-
tra knowledge to supplement the short input
text, but ignore the coherence issue of the gen-
erated texts. To address aforementioned re-
search issue, this paper proposes a novel two-
stage approach to generate coherent long text.
Particularly, we first build a document-level
path for each output text with each sentence
embedding as its node, and a revised self-
organising map (SOM) is proposed to cluster
similar nodes of a family of document-level
paths to construct the directed semantic graph.
Then, three subgraph alignment methods are
proposed to extract the maximum matching
paths or subgraphs. These directed subgraphs
are considered to well preserve extra but rele-
vant content to the short input text, and then
they are decoded by the employed pre-trained
model to generate coherent long text. Exten-
sive experiments have been performed on three
real-world datasets, and the promising results
demonstrate that the proposed approach is su-
perior to the state-of-the-art approaches w.r.t.
a number of evaluation criteria.

1 Introduction

Recently, in the domain of natural language gener-
ation (NLG), the conditional long text generation
(Shen et al., 2019) has been investigated with flour-
ishing results (Wang et al., 2018; Tan et al., 2020;
Hu et al., 2021; Ren et al., 2020). Essentially, this
task aims to generate text in line with the main
semantic meanings of the input text; and mean-
while, it requires that the length of the generated
text is significantly longer than that of the short
input text. The key to this challenging task is how
to generate extra but relevant content that is well
positioned to express the semantic meanings of the
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input text. To generate extra content, the pointer-
generator network (See et al., 2017) is proposed to
copy terms from an external corpus. Alternatively,
various deep generative models (Bowman et al.,
2016) have been proposed to generate previously
unseen content by sampling from the learnt distri-
bution of the latent variables and there also exist
some other research attempts (Hu et al., 2021).

Although the aforementioned issues were par-
tially alleviated by existing approaches, they obvi-
ously ignored the logic coherency issue between
the generated texts. To simplify the problem, here-
inafter, the logic coherency refers to the generated
paragraphs, with each generated to represent the
same semantic meanings, and to have the correct se-
quence order. Apparently, it is a non-trivial task to
generate extra content having appropriate sequence
order. First, it still remains an open challenge in the
literature to generate extra content given the short
input text, especially for some domain-specific ap-
plications, e.g., financial report generation (Ren
et al., 2020), where there usually exist multiple un-
derlying semantic meanings for each piece of short
news. Second, even if the underlying semantic
content could be well generated, how to properly
determine the logical order of the generated texts
is another challenging issue.

This paper is thus motivated to address aforemen-
tioned two research issues, i.e., logic coherency and
extra content generation. To achieve this goal, we
propose this two-stage approach which first con-
structs a directed semantic graph, and then gen-
erates coherent long text via a pre-trained model
with the maximum matching subgraphs, extracted
from the constructed semantic graph, as its input.
Particularly, we first build a document-level path
for each long text with each sentence embedding
as its node and the sentence order as its directed
edge. A revised self-organising map (SOM) is pro-
posed to merge similar nodes belonging to different
document-level paths into one to represent a coarse
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level semantic meaning. The intuitive design be-
hind this is that human writers may have their own
writing styles, their sentences might be slightly dif-
ferent, and thus, by merging similar nodes the un-
derlying semantic meanings could be acquired. Af-
ter SOM merging step, the document level graphs
are interwove with each other and thus a corpus-
level graph is acquired which is called the directed
semantic graph. For the text generation stage, each
input text is matched with the top-K similar input
texts (training data) and their output texts are then
constructed into paths or subgraphs. These paths or
subgraphs are aligned with the directed semantic
graph, and the embeddings of the maximum match-
ing paths or subgraphs are fed into the employed
pre-trained model for text generation.

The major contributions of this paper are sum-
marized as follows.

• To the best of our knowledge, this is the first
attempt to address the logic coherency issue
for the long text generation task.

• A hybrid method was proposed to build the
directed semantic graph which could well cap-
ture the rich semantic meanings of paragraphs
as well as their logic orders.

• Extensive experiments were conducted on
three real-world datasets, which demonstrates
the superior performance of our proposed ap-
proach over the state-of-the-art methods.

2 Related Work

Recently, long text generation (Shen et al., 2019)
has received significant research attention which
focuses more on generating previously unseen but
relevant content (Hu et al., 2021; Wang et al., 2018).
The existing approaches could be roughly catego-
rized into three groups, e.g., sequence-to-sequence
based approaches (Cho et al., 2014; Bahdanau
et al., 2015), generative model based approaches
(Bowman et al., 2016; tra) and GAN based ap-
proaches (Kusner and Hernández-Lobato, 2016;
Yu et al., 2017). Recently, various pre-trained mod-
els (Song et al., 2019; Tan et al., 2020; Dong et al.,
2019) have been proposed. For instance, (Song
et al., 2019) employs a pre-trained module as the
decoder to summarize text; while the GPT-based
approaches (Tan et al., 2020) further improve the
readability of the generated text. To generate rele-
vant content, (Wang et al., 2019) proposed a vari-

ational autoencoder based approach which gener-
ates sentences sampled from the underlying topics
learnt from the input data. Similarly, (Shen et al.,
2019) proposed a multi-level variational autoen-
coder based approach where both high-level doc-
ument features and low-level word features are re-
spectively extracted and aggregated for the text gen-
eration. To learn external domain-specific knowl-
edge, the CVAE-KD (Ren et al., 2020) proposed
a knowledge distillation method that employs the
teacher-student architecture. The teacher compo-
nent is to learn external knowledge from the ex-
tracted sub set of financial reports and then guides
the student component to generate relevant text
w.r.t. the input news.

Notably, most existing approaches ignore the
logic coherency issue during the process of the
text generation. Alternative to the writing logic,
(Yao et al., 2019) utilized a storyline to generate
stories given a title. Similarly, (Hu et al., 2021)
proposed the news-to-report generation task where
the authors first generate the outline for the input
news and then generate the financial reports guided
by the outline. However, both the storyline and
outline are essentially defined as multiple seman-
tic topics for the text generator to generate more
elaborating content, whereas the writing logic is-
sue, raised in this paper, constrains the relationship
among the generated texts. Similar to storyline,
there also exist a number of document planning-
based (Thomson et al., 2018; Shao et al., 2019;
Hua and Wang, 2019; Kang and Hovy, 2020) text
generation approaches. These approaches either
pre-define a document plan for well-structured text
(Biran and McKeown, 2015) or dynamically learn
such plan by extracting a set of keywords (Thom-
son et al., 2018) from the training data. Although
the extracted concepts or keywords (Fan et al.,
2019) could well preserve word level contextual
information, but apparently they ignore the under-
lying semantic coherence between the generated
sentences or paragraphs whereas the proposed ap-
proach aims to capture such semantic coherence.

3 Preliminaries

The corpus set consists of (X,Y ) pairs where
X = {x1, x2, ..., xn} denotes the input text set,
Y = {y1, y2, ..., yn} denotes the corresponding
output long text set, and yj is used to construct the
directed semantic graph. Let yi = {s1k, s2k, ...s

p
k}

with e(spk) = (a1, a2, ..., an) denoting the embed-
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ding of a sentence spk, where spk denotes the p− th
sentence of the k−th document. A document-level
path is to be constructed for each input or output
text with a sentence spk as its node, and (sik, s

j
k)

is the directed edge between two nodes. Thus, a
document-level path is defined as pi = (snk , s

m
k )

p

which starts from vertex snk and ends at vertex smk
allowing repeated vertices. The directed semantic
graph SG = (V,E) is to be constructed with the
centroid of a group of similar path nodes {sji} as
its graph node, and the majority direction of the
contained edges as its directed edge between two
graph nodes. More details will be presented in
Section 4.1.

4 The Proposed Approach

The proposed approach consists of two stages: (1)
the directed semantic graph construction; (2) maxi-
mum subgraph matching for text generation. De-
tails of each stage are illustrated in the following
subsections.

4.1 Directed Semantic Graph Construction

In this subsection, a document-level path (or graph)
was built for each input long text with each sen-
tence embedding as its node and the sentence order
as its directed edge. Then, we globally merge simi-
lar nodes into one via the revised self-organizing
map (SOM) to represent a coarse level semantic
meaning. After SOM merging step, document-level
paths are interwoven with each other and thus a
corpus-level graph is acquired which is called the
directed semantic graph in this paper. Details of
each step are illustrated as follows.

Figure 1: Merging similar nodes via the revised SOM.

(a) Before merging nodes. (b) After merging nodes.

Figure 2: The directed semantic graph construction pro-
cess.

4.1.1 Building Document-level Path
To build a document-level path for each input doc-
ument, sentences from each document (long text)
of the corpus set were extracted and its embedding
was treated as the node. To generate the sentence
embedding, a pre-trained BERT encoder was em-
ployed and the sentence embeddings e(spk) are ac-
quired by the ‘CLS’ token embedding (Devlin et al.,
2019). The sentence order was used to generate the
directed edge between two adjacent sentence nodes.
Thus, we have K paths P = {p1, p2, ..., pk} if
the corpus set contains K pairs of short-long text.
These document-level paths will be used to con-
struct the directed semantic graph in the following
subsections.

4.1.2 Merging Sentence Node via SOM
After acquiring all local document-level paths
P = {p1, p2, ..., pk}, we further merge similar sen-
tence nodes into a single one and then globally
build the directed semantic graph denoted as SG.
To merge similar sentences, the self-organizing
map (SOM) is adapted and its working process
is illustrated in Figure 1. The revised SOM con-
sists of two layers, i.e., the input layer and the
computation layer. The input vector is given as
a = [a1, a2, ..., an]

T ∈ Rn which connects all the
neurons in the computation layer. Each neuron in
the computation layer has a weight vector denoted
as mi = [mi1,mi2, ...,min]

T ∈ Rn. The match-
ing criterion of SOM is the minimum distance be-
tween input vector a and the neuron weight vector
mi which is calculated as

mc = minni=1{
n∑
j=1

(aj −mij)
2},

where neuron c is the Best Matching Unit (BMU)
which is the nearest to current input vector a among
all the neurons. Straightforwardly, the neighbor-
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hood set Nc of cell c is updated as

mi(t+ 1) = mi(t) + hci(t)[a(t)−mi(t)],

and hci is computed as

hci = h0(t) exp
−||ri−rc||2/σ(t)2 ,

where ri and rc respectively denote the coordinates
of cell i and c, σ(t) is a coefficient decaying factor
which is generally calculated as

σ(t) = σ0 exp
−t/τσ ,

where τσ is a hyper-parameter to control the decay-
ing speed of σ(t).

4.1.3 Building Directed Edges
To recall that we have a number of indepen-
dent paths P = {p1, p2, ..., pk} and these paths
may interweave with each other after merging
similar nodes. Note that after merging nodes,
each SOM neuron contains several sentence
nodes and thus for any two neurons, there ex-
ist two sets of sentence nodes. For example
in Figure 1, we have {e(s11), e(s32), e(s2k)} and
{e(s21), e(s22), e(s3k)}, and there might exist di-
rected edges between these two sets of sentence
nodes. Assuming we have three directed edges
e(s11) → e(s21), e(s

3
2) ← e(s22) and e(s2k) →

e(s3k). Then the direction between two neurons mi

andmj is simply determined by the direction of the
majority nodes belonging to them, i.e. m5 → m9

in this case.
After building directed edges between SOM neu-

rons, the directed semantic graph is acquired as
plotted in Figure 2. With this graph, we could ef-
fectively expand extra content, i.e., more paths or
implicitly associated path nodes, to supplement the
short input text, and meanwhile the coherence is
guaranteed by the sequence order, i.e. the directed
edge. For example, before merging path nodes,
given starting node e(s11), the path can only lead
us to as far as e(sn1 ) where the semantic meaning
is restricted to this path heavily as shown in Fig-
ure 2 (a). While after merging similar nodes, we
have two paths starting from e(s11) and ending at
node e(sn−11 ) and e(sm2 )

e(spk)
, respectively. Apparently,

in this directed semantic graph, it is possible to gen-
erate more paths for the same input text and each
extracted path contains more path nodes. Thus,
the directed semantic graph is able to effectively
generate extra but coherent content to express the
semantic meanings of the short input text.

To further differentiate the importance of these
directed edges, we have the following intuitive as-
sumptions. If an edge is repeated many times, i.e.,
two sentences are frequently written together, they
are more possible to be generated together. There-
fore, the importance of each directed edge is calcu-
lated as

ω =
∑
∀sg∈SG

|(u, v) ∈ sg|,

where s denotes sentences in output text set Y , sg
denotes the matching subgraph in SG.

Figure 3: The proposed three kinds of matching meth-
ods.

4.2 Text Generation with Maximum
Subgraph Matching

For text generation, a pre-trained model is em-
ployed to generate coherent text. To this end, we re-
trieve the top-K similar output texts from the train-
ing set for each input text. Then, these retrieved
output texts are wrapped into paths or subgraphs
using the method proposed in Section 4.1. The
generated paths or sugraphs are aligned with the
directed semantic graph to find the best matched
subgraphs. Finally, these best matched subgraphs
we believed they contain sufficient external seman-
tic information will be fed into a pre-trained model
for text-generation. For the alignment, we respec-
tively propose three kinds of alignment methods,
i.e., maximum probability path, maximum genera-
tion path and maximum subgraph matching, illus-
trated in the following subsections.

4.2.1 Maximum Probability Path

To align a path with the directed semantic graph
SG, we first align the starting node and the ending
node with graph nodes in SG where we simply
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align nodes with the same SOM neuron represent-
ing similar semantic meaning. Let v1 and vn de-
note the matched starting and ending node in the
directed semantic graph, respectively. Assuming
there are m paths starting from v1 to vn, the best-
matched path among m paths is calculated as

P (s) = max
j∈m
{
T∏
t−1

pj(vt|v1, ..., vt−1)}. (1)

This equation is to find the path having the high-
est joint probability. To calculate this equation,
we fix the starting node and the ending node and
enumerate the rest nodes residing in a path to find
a sequence of nodes with the highest probability,
the process is illustrated in Figure 3. This method
simulates the situation how to organize the most
appropriate content as well as their sequence order
if the human writer wants to elaborate two given
knowledge points.

4.2.2 Maximum Generation Path
Given a path p1 = (v1, vn)

p1 , this method is to
find a path p2 = (u1, un)

p2 from SG that is more
possible to be generated by p1. Different from the
maximum probability path, the starting and ending
node are not fixed. This alignment problem is to
calculate the probability that p2 is generated by p1,
computed as

P (u1, ...un|v1, ..., vn)

=
T∏
t=1

p(ut|v1, ...vt−1, u1, ..., ut−1). (2)

The merit of this method lies in that we could gen-
erate a more flexible long text (no fixed starting and
ending nodes) and the whole semantic meaning of
the generated long text is optimized to be close
enough to the input text, although its computation
cost is a bit higher than that of the first method.

4.2.3 Maximum Subgraph Matching
If the input is a graph H , the target of maximum
subgraph matching is to find the best matched
subgraph H

′
. For this purpose, the graph kernel

method is designed where the kernel function is
to measure the similarity between two subgraphs.
We adopt the shortest path kernel to measure the
similarities and the kernel function kSP (H,H

′
) is

defined as,∑
(u,v)∈V (H)2

∑
(w,z)∈V (H′ )2

k((u, v), (w, z)) u 6= v , w 6= z

where distance measurement k((u, v), (w, z)) is
calculated as,

kL(l(u), l(w)) · kL(l(v), l(z)) · kD(d(u, v), d(w, z)),

where d(u, v) is to calculate the shortest path be-
tween u and v, kL is to measure whether two graph
nodes are close enough or not and we calculate
l() using node embeddings, kD is to determine
whether the two shortest paths are close enough
or not, and we have kD(d(u, v), d(w, z)) = 0 if
d(u, v) = ∞ or d(w, z) = ∞. The threshold φ is
empirically fine-tuned in the experiment to align
two subgraphs H and H

′
, calculated as kSP ≥ φ.

Alternatively, this method relaxes the restrictions
of the previous two methods by allowing the input
could be a graph.

4.2.4 Text Generation
After acquiring the aligned paths or subgraphs for
each input, these aligned results are fed into a pre-
trained model for text-generation. The employed
pre-trained model UNILIM (Dong et al., 2019) is
fine-tuned by minimizing the loss between the gen-
erated output text and the ground-truth output text.
For the testing stage, the pre-processing steps are
similar to those of the training stage. Differently,
the aligned paths or subgraphs for each testing in-
put are directly decoded using the fine-tuned pre-
trained model.

dataset news_report arXiv ACL

#train 109,663 40,141 5,192
#valid 10,427 3,824 437
#test 10,427 3,824 437

avg len of target text 341 267 261
avg len of input text 28 12 12

Table 1: Statistics of experimental datasets

5 Experiments

In this section, we first briefly introduce the ex-
perimental datasets, evaluation criteria and base-
line models. Then, we present how the experi-
ments are prepared as well as the parameter settings.
At last, extensive experiments were performed on
three real-world datasets to answer the following
research questions.

• RQ1: Whether the proposed approach outper-
forms the state-of-the-art long text generation
methods or not?
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• RQ2: How the proposed alignment methods
affect the model performance.

• RQ3: How the model parameters and settings
affect the model performance.

• RQ4: What is the quality of the generated
long text?

5.1 Datasets and Evaluation Criteria

Three widely adopted real-world long text gener-
ation datasets were chosen in our experiments in-
cluding arXiv (Clement et al., 2019) title-abstract
dataset, ACL title-abstract dataset (Wang et al.,
2018) and News-Report dataset (Hu et al., 2021).
The input is respectively paper title and news data
and the output is respectively abstract and financial
report. The statistics of these experimental datasets
are reported in Table 1.

For evaluation criteria, we adopted automatic
evaluation and human evaluation. For automatic
evaluation criteria, we chose the BLEU (Pap-
ineni et al., 2002), the ROUGE (Lin, 2004),
the Meteor (Banerjee and Lavie, 2005), and the
BERTScore (Zhang* et al., 2020). For human eval-
uation, we randomly select 900 generated output
texts from 3 datasets and seek external human an-
notators to evaluate the coherence and the quality
of the generated texts by different methods. The
human score ranges from 1 to 5 and the higher the
score the better the results.

5.2 Data Pre-processing and Parameters

The general pre-processing steps are performed on
three datasets. Before embedding, each sentence
will be inserted with the characters including SOS,
EOS and UNK. Moreover, we restrict the length of
the input data to 25 and each sentence is truncated
or padded with a token (PAD) for short sentences.
Similarly, the length of the output data is set to 300.

For the parameters of the matching algorithm,
we set K = 3 for the top-K search.The BERT-
based (Devlin et al., 2019) model having 12 lay-
ers was chosen for the generator and the hidden
size is 768 with 12 attention heads. We adopt
UNILM (Dong et al., 2019) for the generation. We
vary the length of training texts from 50 to 300
and fine-tune the model using the Adam (Kingma
and Ba, 2015). As for the decoding, beam search
decoding is adopted with the beam size set to 3.

5.3 Baseline Models

To evaluate the effectiveness of the proposed ap-
proach, we compare it with several baseline models
as well as the SOTA approaches.

• The Seq2seq model (Cho et al., 2014) (S2S
for short) is to generate text from text which
achieves superior performance in various re-
lated tasks like machine translation.

• The S2S-Sen model is the S2S model imple-
mented by us for fair comparison where sen-
tence level feature embedding is performed
using the same settings as our approach.

• The S2S-Att (Bahdanau et al., 2015) model
extends the sequence to sequence model by
integrating with attention mechanism.

• The S2S-Att-Sen model is implemented ver-
sion of the S2S-att where sentence level fea-
ture embedding is performed using the same
settings as our approach.

• The VAE (Bowman et al., 2016) model is one
of the most widely adopted deep generative
model for text generation, and is chosen as the
baseline model in our experiments. Similarly,
the VAE-Sen is the implemented version of
VAE.

• The ml-VAE-D (Shen et al., 2019) adopts two
latent variables (ml-VAE-D) to build a hier-
archical variational autoencoder for long text
generation task on arXiv.

• The pointer-generator network (PG) (See
et al., 2017) model is proposed for text sum-
marization task. It adopts a pointer to copy
terms from the external corpus and retains the
ability to generate new words. This model
achieves the superior model performance.

• The Writing-editing (Wang et al., 2018)
adopts Seq2seq model with attention mech-
anism and generates paper abstract given title
as input. An abstract draft is first generated
and then iteratively revised several times.

• The Multiple-edit (Hu et al., 2021) model is
proposed to resolve the news-to-report gener-
ation problem. It first generates the outline
from news and then generates report using
both input news and the learnt outline. This
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News-Report arXiv ACL

Model BLEU ROUGE meteor Berts BLEU ROUGE meteor Berts BLEU ROUGE meteor Berts

2 3 4 2 L - - 2 3 4 2 L - - 2 3 4 2 L - -

S2S (Cho et al., 2014) 7.60 4.59 2.79 4.92 9.77 8.42 59.03 4.48 0.85 0.17 3.53 12.30 11.77 77.28 8.05 2.95 1.09 4.49 16.67 15.71 81.93
S2S-Sen 15.07 9.18 5.62 9.78 19.83 4.68 57.74 7.43 1.35 0.26 4.21 16.34 10.95 81.16 8.14 2.69 0.88 3.94 19.09 10.47 82.61

S2S-Att (Bahdanau et al., 2015) 11.81 7.27 4.49 7.92 15.80 11.06 62.54 7.85 2.12 0.46 5.08 16.99 15.80 81.43 9.91 3.74 1.37 5.44 20.20 18.80 83.89
S2S-Att-Sen 15.49 9.46 5.84 9.94 20.23 4.62 58.35 7.29 1.38 0.29 4.02 17.53 10.48 81.16 7.50 2.43 0.82 3.44 19.67 9.91 82.58

VAE (Bowman et al., 2016) 8.50 4.40 2.14 4.84 17.20 6.10 58.99 6.41 1.01 0.20 3.99 15.34 14.60 80.36 6.33 1.33 0.35 2.90 15.05 14.91 82.12
VAE-Sen 9.52 4.25 1.79 5.26 16.56 2.61 56.41 5.24 0.46 0.07 2.52 14.50 9.82 80.20 4.73 1.17 0.45 1.87 14.70 9.39 81.95

ml-VAE-D (Shen et al., 2019) 7.64 3.57 1.73 2.78 16.93 12.53 60.49 4.40 2.74 0.75 1.22 13.61 14.23 77.31 3.82 0.89 0.86 4.88 18.48 19.07 78.68
PG (See et al., 2017) 14.66 6.66 3.39 8.99 37.13 8.07 58.49 7.66 3.49 1.55 3.96 18.65 13.59 76.54 6.01 2.88 2.24 3.35 23.82 15.97 77.45

Writing-editing(Wang et al., 2018) 9.40 4.93 2.65 6.64 13.32 7.69 59.67 9.53 5.23 2.61 4.86 15.81 13.98 81.02 11.02 6.06 3.81 7.61 26.21 17.88 83.50
Multi-edit (Hu et al., 2021) 9.90 4.35 2.03 5.86 34.48 3.70 55.81 6.07 3.52 0.78 4.01 16.78 8.90 76.15 5.23 2.04 0.89 5.38 19.53 11.47 76.13

CVAE-KD (Ren et al., 2020) 14.72 6.46 3.30 8.60 26.42 9.21 58.07 9.62 5.85 2.30 7.70 34.71 14.22 75.70 9.14 5.44 1.99 5.51 28.76 17.19 77.39
UNILM (Dong et al., 2019) 16.04 10.34 6.92 10.71 19.43 14.06 64.03 6.37 2.16 0.82 4.28 14.53 13.49 81.81 8.33 3.42 1.20 4.50 16.56 16.32 82.94

Our Approach 34.41 32.31 30.45 31.75 39.87 38.20 75.78 27.80 21.86 18.26 25.82 43.19 35.72 82.00 33.05 28.46 25.55 31.26 50.52 26.95 84.18
w/o SOM 21.03 16.00 12.98 16.86 25.45 19.17 65.84 20.66 15.26 12.05 17.10 34.91 30.52 80.72 19.57 15.14 12.52 15.67 35.51 21.77 81.25

Subgraph Matching 32.84 30.46 28.48 29.34 37.86 36.39 75.17 26.02 20.10 16.62 23.68 42.37 35.46 81.63 30.48 25.93 23.16 28.22 42.46 25.47 83.27
Generation Path 32.29 29.89 27.91 28.87 38.40 36.27 75.50 24.96 19.12 15.70 22.37 42.13 34.58 81.69 30.05 25.45 22.64 27.60 43.76 24.75 83.32
Probability Path 32.38 29.92 27.92 28.69 37.58 35.96 75.23 24.97 19.16 15.76 22.51 42.07 34.50 81.63 29.66 25.01 22.19 27.27 45.44 25.12 83.32

Improvement 4.78% 6.08% 6.93% 8.18% 3.82% 4.97% 0.36% 6.86% 8.77% 9.89% 9.03% 1.93% 0.73% 0.23% 8.41% 9.77% 10.28% 10.80% 11.16% 5.79% 0.35%

Table 2: Evaluation results of model performance comparison. The suffix “-Sen” means that the corresponding
method only use sentence level feature embeddings and the ‘Berts’ refers to the BERTScore.

work is treated as the SOTA approach for com-
parison.

• The CVAE-KD (Ren et al., 2020) model is
also proposed for the financial report gener-
ation task. It forces the latent variables to
approximate the background knowledge distri-
bution and adopts a teacher network to guide
the generation of financial reports. This work
is also considered as the SOTA approach for
comparison.

• The UNILM (Dong et al., 2019) model is
proposed to adopt a pre-trained BERT as
both encoder and decoder for a sequence-to-
sequence generation task, and is fine-tuned on
our datasets for performance comparison.

5.4 Experimental Results
5.4.1 RQ1: Performance Comparison
We evaluate both the proposed approach as well as
the compared models on three real-world datasets
and the corresponding results are reported in Ta-
ble 2. Note that the length of the generated text is
300. From this table, it is well observed that our ap-
proach outperforms both the baseline methods and
the SOTA approaches. The performance of our ap-
proach against the second-best model is improved
by 6.15% on average, and this verifies the effective-
ness of the proposed approach. It is also noticed
that, from the human evaluation results (Table 3),
our approach is the best w.r.t. quality and coher-
ence except for the quality score on ACL dataset.
We check the human evaluation record and found
that the quality of our generated text is actually
comparable to that of UNILM (the reported best
model w.r.t. the quality). However, the rating vari-
ance of the human annotator is quite large, and this

might explain why the average quality value of our
approach is a little bit lower than that of UNILM.
We also observe that the results on ACL dataset
are slightly better than those on arXiv and News-
Report datasets from Table 2. The possible reason
is that the underlying topics of the ACL dataset are
focusing on NLP related content whereas the arXiv
and the News-Report datasets obviously contains
more diversified topics. Moreover, the average
length of the News-Report dataset is much higher
than that of the arXiv and ACL datasets which par-
tially explains why the results on the News-Report
data are also satisfying. This verifies the effective-
ness of the proposed approach.

News-Report arXiv ACL

coherence quality coherence quality coherence quality

ml-VAE-D 2.90 2.86 3.02 2.90 3.44 3.62
Multi-edit 2.08 2.04 2.66 2.42 3.00 2.70
CVAE-KD 2.07 1.85 2.38 2.16 2.80 2.54

Writing-editing 3.62 2.98 3.72 3.52 3.74 3.60
UNILM 3.50 3.00 3.67 3.42 3.82 3.62

Our Approach 4.18 3.42 4.14 3.66 4.09 3.45

Table 3: Human evaluation results.

5.4.2 RQ2: Effect of Alignment Methods
To evaluate the effectiveness of the proposed three
kinds of alignment methods, we respectively evalu-
ate our approach by using only one kind of align-
ment method, denoted as “Subgraph Matching”,
“Generation Path” and “Probability Path”, and the
results are reported in Table 2. From these results,
we notice that the model performance of “Subgraph
Matching” is better than that of the rest two meth-
ods. This clearly shows that the matched subgraph
contains more complex semantic meanings induced
by multiple directed paths, i.e. the complex logic
order. It is also observed that the model perfor-
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Input
News

The effect of the “policy by city” regulation continued, and third-tier cities benefited from this week. The growth rate of real estate
sales in large and medium-sized cities declined month-on-month. The sales area of first-tier, second-tier, and third-tier cities decreased
week-on-month, while sales area in third-tier cities increased month-on-month.

Target
Report

In terms of property market transaction, the data of commercial real estate transaction in 30 large and medium-sized cities show that
the current property market transactions still maintain a relatively deserted situation that began in October last year. Comprehensively
speaking, relevant policies for the prevention and control of the property market can be said to be effective. The possible negative impact
has attracted greater attention. We pointed out in the special report: As the current real estate stock projects account for a relatively large
proportion, the overall policy tendency of increasing land supply in second-tier cities will also affect the volume of new projects. Certain
support, on the whole, we expect that the growth rate of real estate investment should generally show a slight downward trend. In 2017,
its year-on-year growth rate was about 3.6%. However, although the current tightening of real estate related policies has exerted a strong
restraint on further speculation in the property market At the same time, it will not cause the economy to fall into the dilemma of a hard
landing. In the short term, the economy can still basically maintain a steady downward new normal state, but this does not mean that the
property market risks are dissipated.

CVAE-
KD

In the western region, the number of new housing starts increased compared with the same period of the year in the western region. The
monthly existing home sales situation in the United States failed to continue the substantial growth in the month and the month-on-month
decline. The sales situation of the new housing market also showed no significant bright spots. The economic recovery focuses on the
background of gradually strengthening progress, and the negative impact of a series of stimulus policies expiring caused by the decline
in demand may be the real reason. The US government’s stimulus policy for the real estate market is the most important in the year. But
here The government has not made a clear decision on whether to continue the tightening of the tax rebate policy for house purchases.

UNILM

Affected by the continuous regulation and control of real estate, the growth rate of real estate investment in 2012 will drop significantly,
with a growth rate of only about 15%; subject to the high debt constraints of local governments, the growth rate of infrastructure investment
will also be difficult to increase significantly; and the European debt crisis will deepen The impact of the second decline in the global
economy triggered by the second decline in export growth will also see a significant slowdown; the slowdown in the growth of several
major sectors will cause a significant decline in China’s economy in the first half of the year, and the quarterly GDP growth rate may
exceed the 8 steady growth measures. With the gradual relaxation of real estate control measures, inflation has clearly fallen behind the
strengthening of market endogenous growth forces, and the worst period of the European debt crisis.

Our

According to the transaction data of commercial housing in 30 large and medium-sized cities, the transaction data of commercial housing
in the 30 large and medium-sized cities shows that the current real estate transaction still maintains a relatively deserted situation that
began in October last year. Comprehensively speaking, the relevant policies for the prevention and control of the real estate market can
be said to be effective. The significant cooling of the country’s economy has caused greater concern about the possible negative impact
on the economy. We pointed out in the special report: Due to the relatively large proportion of current real estate projects, the overall
policy tendency of increasing land supply in second-tier cities will also affect the new The increase in the number of projects has provided
some support. It seems that the overall real estate investment growth rate should show a slight downward trend. However, we still adhere
to the view that the RMB exchange rate will rise steadily, but the Fed’s monetary policy tightening will be significantly greater than the
European Central Bank. However, the decline in money market interest rates and the short-term improvement in liquidity may be due to
the slowdown of foreign exchange growth and capital outflows.

Table 4: A case study for the subjective evaluation and the correctly generated texts are highlighted in blue.

mance of “Generation Path” is better than that of
“Probability Path”, and the reason is that “Genera-
tion Path” aligns with other paths by considering
its complete path information whereas “Probability
Path” only considers the start and the end nodes’
information. If we only use the best-matched re-
sults of these three kinds of alignments, the model
performance is further enhanced as shown in the
results of “Our Approach”.

5.4.3 RQ3: Parameter Sensitivity Analysis
Parameter Effect. In this experiment, we first
vary the length of the generated text from 50 to 300
to evaluate how it affects the model performance,
and the results, i.e., BLEU, ROUGE, METEOR
and BERTScore, are plotted in Figure 4. From this
figure, it is well noticed that the model performance
gradually decreases with the length of the generated
text except for the BERTScore due to its similarity-
based but not the hit-based calculation method. We
then evaluate how the parameter of the top-K search
affect the model performance. We vary K from
1 to 5 and plot the results in Figure 5. From the
figures, we noticed that the model performance is
the best with K=3 and thus we fix this value in the
rest experiments.
Ablation Study. We remove the revised SOM

Figure 4: Evaluation results of the generated text with
different lengths.

(a) BLEU-2 (b) BLEU-3 (c) BLEU-4

(d) ROUGE-2 (e) ROUGE-L (f) METEOR

Figure 5: Effect of parameter K.

to evaluate effectiveness of the directed semantic
graph, and the results denoted as “w/o SOM” are
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reported in Table 2. From the results, it is observed
that the model performance dramatically decreases
after removing the SOM which verifies the effec-
tiveness of the proposed SOM.
Effect of the Directed Semantic Graph. To eval-
uate the effect of the constructed directed semantic
graph, we visualize the sentence order as well as
the aligned results in Figure 6. In this figure, the
sentences as well as their order (i.e., 1 → 2 →
3 → 4 → ... → 14) are plotted in red, and their
aligned clusters of the SOM graph are plotted in
colored regions assigned with different numbers.
Thus, the sequence order of the aligned SOM nodes
is 27→ 18→ 27→ 6→ ...→. Notably, node 6
and 27 are aligned several times which indicates
that the semantic meanings of these two nodes are
important to generate the corresponding output text.
Then, we observe that the main content of the input
news is about “the central bank’s liquidity policy”.
By checking the term frequency within cluster (se-
mantic node) 6 and 27, we found that the high-
est frequent term of cluster 6 is “liquidity” and
the highest frequent term of cluster 27 is “central
bank”. This demonstrates that the relevant seman-
tic meanings could be well retrieved through the
directed semantic graph.

Figure 6: Effect of the directed semantic graph.

5.5 RQ4: A Case Study
To evaluate whether the generated text is logically
coherent or not, we report the generated texts on
the challenging News-Report dataset by CVAE-
KD, UNILM and our approach in Table 4. First,
the correctly generated texts are highlighted in blue
and apparently, our approach achieves better results.
Second, the input news is about “policy by city”,
i.e., the control policy for real estates of different
cities. The generated texts of our approach contain
a sequence of contents like “control of the real

estate effective”, “significant cooling of economy”,
“increasing land supply in second-tier cities” and
“real estate investment growth rate should show a
slight downward”. Apparently, these generated
sentences well reflect the causal effect for “policy
by city”. Unfortunately, the generated texts by the
compared methods do not have such logic coherent
content. This further verifies that the proposed
approach could generate more coherent texts.

6 Conclusion

In this paper, we proposed a two-stage approach to
generate coherent long text given the short input
text. Particularly, we first build a document-level
path and then construct the directed semantic graph.
Three kinds of matching methods are proposed to
extract the best matched paths or subgraphs for
the later text generation. Extensive experiments
are evaluated on three real-world datasets and the
promising experimental results demonstrated that
the proposed approach outperforms both baseline
and the SOTA approaches.
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