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Abstract

Fact verification is a challenging task that re-
quires simultaneously reasoning and aggregat-
ing over multiple retrieved pieces of evidence
to evaluate the truthfulness of a claim. Ex-
isting approaches typically (i) explore the se-
mantic interaction between the claim and ev-
idence at different granularity levels but fail
to capture their topical consistency during the
reasoning process, which we believe is cru-
cial for verification; (ii) aggregate multiple
pieces of evidence equally without considering
their implicit stances to the claim, thereby in-
troducing spurious information. To alleviate
the above issues, we propose a novel topic-
aware evidence reasoning and stance-aware ag-
gregation model for more accurate fact veri-
fication, with the following four key proper-
ties: 1) checking topical consistency between
the claim and evidence; 2) maintaining topical
coherence among multiple pieces of evidence;
3) ensuring semantic similarity between the
global topic information and the semantic rep-
resentation of evidence; 4) aggregating evi-
dence based on their implicit stances to the
claim. Extensive experiments conducted on
the two benchmark datasets demonstrate the
superiority of the proposed model over sev-
eral state-of-the-art approaches for fact verifi-
cation. The source code can be obtained from
https://github.com/jasenchn/TARSA.

1 Introduction

The Internet breaks the physical distance barrier
among individuals to allow them to share data and
information online. However, it can also be used
by people with malicious purposes to disseminate
misinformation or fake news. Such misinformation
may cause ethnics conflicts, financial losses and po-
litical unrest, which has become one of the greatest
threats to the public (Zafarani et al., 2019; Zhou
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et al., 2019b). Moreover, as shown in Vosoughi
et al. (2018), compared with truth, misinformation
diffuses significantly farther, faster, and deeper in
all genres. Therefore, there is an urgent need for
quickly identifying the misinformation spread on
the web. To solve this problem, we focus on the
fact verification task (Thorne et al., 2018), which
aims to automatically evaluate the veracity of a
given claim based on the textual evidence retrieved
from external sources.

Recent approaches for fact verification are domi-
nated by natural language inference models (Angeli
and Manning, 2014) or textual entailment recogni-
tion models (Ma et al., 2019), where the truthful-
ness of a claim is verified via reasoning and aggre-
gating over multiple pieces of retrieved evidence.
In general, existing models follow an architecture
with two main sub-modules: the semantic inter-
action module and the entailment-based aggrega-
tion module (Hanselowski et al., 2018a; Nie et al.,
2019a; Soleimani et al., 2020; Liu et al., 2020).
The semantic interaction module attempts to grasp
the rich semantic-level interactions among multi-
ple pieces of evidence at the sentence-level (Ma
et al., 2019; Zhou et al., 2019a; Subramanian and
Lee, 2020) or the semantic roles-level (Zhong et al.,
2020). The entailment-based aggregation module
aims to filter out irrelevant information to capture
the salient information related to the claim by ag-
gregating the semantic information coherently.

However, the aforementioned approaches typ-
ically learn the representation of each evidence-
claim pair from the semantic perspective such
as obtaining the semantic representation of each
evidence-claim pair through pre-trained language
models (Devlin et al., 2019) or graph-based mod-
els (Velickovic et al., 2018), which largely over-
looked the topical consistency between claim and
evidence. For example in Figure 1, given the claim
“A high school student named Cole Withrow was

https://github.com/jasenchn/TARSA
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Claim
A high school student named Cole Withrow was charged for leaving an 
unloaded shotgun in his vehicle while parking at school.

E1 (gold)

Family friend Kim Boykin said 
Withrow, an Eagle Scout and 
honors student, accidentally left 
his gun in the car afterskeet 
shooting over the weekend.

E2 (gold)

Others in the Princeton High community 
agree that Withrow's punishment is too 
harsh, especially after charges weren't 
filed when a loaded gun was found in an 
assistant principal's car two years ago.

E3 (non-gold)

“Please know  that with student 
and personnel issues,  We carefully 
balance all factors to  a rrive at a 

fair and just Outcome.” she said in 
a statement.

Verdict: SUPPORTS

E4 (non-gold)

He locks his vehicle, 
goes inside and tries 
to do the right thing.

Figure 1: An example of fact verification. The bold italic words are topic words extracted by latent Dirichlet
allocation (LDA). The red solid line denotes the topical consistency between the claim and evidence. The black
dotted line denotes the implicit stance of evidence towards the claim. The blue solid line denotes the topical
coherence among evidence.

charged for leaving an unloaded shotgun in his
vehicle while parking at school” and the retrieved
evidence sentences (i.e., E1-E4), we would ex-
pect a fact checking model to automatically filter
evidence which is topically-unrelated to the claim
such as E3 and E4 and only relies on the evidence
which is topically-consistent with the claim such
as E1 and E2 for veracity assessment of the claim.
In addition, we also expect the topical coherence of
multiple pieces of supporting evidence such as E1
and E2. Furthermore, in previous approaches, the
learned representations of multiple pieces of evi-
dence are aggregated via element-wise max pooling
or simple dot-product attention, which inevitably
fails to capture the implicit stances of evidence to-
ward the claim (e.g., E1 and E2 support the claim
implicitly, E3 and E4 are unrelated to the claim)
and leads to the combination of irrelevant informa-
tion with relevant one.

To address these problems, in this paper, we pro-
pose a novel neural structure reasoning model for
fact verification, named TARSA (Topic-Aware Ev-
idence Reasoning and Stance-Aware Aggregation
Model). A coherence-based topic attention is de-
veloped to model the topical consistency between a
claim and each piece of evidence and the topical co-
herence among evidence built on the sentence-level
topical representations. In addition, a semantic-
topic co-attention is created to measure the coher-
ence between the global topical information and the
semantic representation of the claim and evidence.
Moreover, the capsule network is incorporated to
model the implicit stances of evidence toward the
claim by the dynamic routing mechanism.

The main contributions are listed as follows:

• We propose a novel topic-aware evidence
reasoning and stance-aware aggregation ap-
proach, which is, to our best knowledge, the
first attempt of jointly exploiting semantic in-
teraction and topical consistency to learn la-
tent evidence representation for fact verifica-
tion.

• We incorporate the capsule network structure
into our proposed model to capture the im-
plicit stance relations between the claim and
the evidence.

• We conduct extensive experiments on the two
benchmark datasets to demonstrate the effec-
tiveness of TARSA for fact verification.

2 Related Work

In general, fact verification is a task to assess the
authenticity of a claim backed by a validated cor-
pus of documents, which can be divided into two
stages: fact extraction and claim verification (Zhou
and Zafarani, 2020). Fact extraction can be further
split into the document retrieval phase and the ev-
idence selection phase to shrink the search space
of evidence (Thorne et al., 2018). In the document
retrieval phase, researchers typically reuse the top
performing approaches in the FEVER1.0 challenge
to extract the documents with high relevance for
a given claim (Hanselowski et al., 2018b; Yoneda
et al., 2018; Nie et al., 2019a). In the evidence
selection phase, to select relevant sentences, re-
searchers generally train the classification models
or rank models based on the similarity between the
claim and each sentence from the retrieved doc-
uments (Chen et al., 2017; Stammbach and Neu-
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mann, 2019; Soleimani et al., 2020; Wadden et al.,
2020; Zhong et al., 2020; Zhou et al., 2019a).

Many fact verification approaches focus on the
claim verification stage, which can be addressed by
natural language inference methods (Parikh et al.,
2016; Ghaeini et al., 2018; Luken et al., 2018). Typ-
ically, these approaches contain the representation
learning process and evidence aggregation process.
Hanselowski et al. (2018b) and Nie et al. (2019a)
concatenate all pieces of evidence as input and use
the max pooling to aggregate the information for
claim verification via the enhanced sequential in-
ference model (ESIM) (Chen et al., 2017). In a
similar vein, Yin and Roth (2018) incorporate the
identification of evidence to further improve claim
verification using ESIM with different granularity
levels. Ma et al. (2019) leverage the co-attention
mechanism between claim and evidence to gener-
ate claim-specific evidence representations which
are used to infer the claim.

Benefiting from the development of pre-trained
language models, Zhou et al. (2019a) are the first
to learn evidence representations by BERT (De-
vlin et al., 2019), which are subsequently used in a
constructed evidence graph for claim inference by
aggregating all claim-evidence pairs. Zhong et al.
(2020) further establish a semantic-based graph for
representation and aggregation with XLNet (Yang
et al., 2019). Liu et al. (2020) incorporate two sets
of kernels into a sentence-level graph to learn a
more fine-grained evidence representations. Sub-
ramanian and Lee (2020) further incorporate evi-
dence set retrieval and hierarchical attention sum
block to improve the performance of claim verifi-
cation.

Different from all previous approaches, our work
for the first time handles the fact verification task
by considering the topical consistency and the se-
mantic interactions between claim and evidence.
Moreover, we employ the capsule network to model
the implicit stance relations of evidence toward the
claim.

3 Method

In this section, we present an overview of the archi-
tecture of the proposed framework TARSA for fact
verification. As shown in Figure 2, our approach
consists of three main layers: 1) the representa-
tion layer to embed claim and evidence into three
types of representations by a semantic encoder and
a topic encoder; 2) the coherence layer to incorpo-

rate the topic information into our model by two
attention components; 3) the aggregation layer to
model the implicit stances of evidence toward claim
using the capsule network.

3.1 Representation Layer
This section describes how TARSA extracts se-
mantic representations, sentence-level topic repre-
sentations, and global topic information through a
semantic encoder and a topic encoder separately.

Semantic Encoder The semantic encoder in
TARSA is a vanilla transformer (Vaswani et al.,
2017) with the eXtra hop attention (Zhao et al.,
2020). For each claim c paired with N pieces of re-
trieved evidence sentences E = {e1, e2, · · · , eN},
TARSA constructs the evidence graph by treat-
ing each evidence-claim pair xi = (ei, c) as a
node (i.e., xi =

[
[CLS]; ei; [SEP ]; c; [SEP ]

]
)

and build a fully-connected evidence graph G. We
also add a self-loop to every node to perform mes-
sage propagation from itself.

Specifically, we first apply the vanilla trans-
former on each node to generate the claim-
dependent evidence representation using the input
xi,

hi = Transformer(xi) (1)

where i denotes the i-th node in G. We treat the
first token representation hi,0 as the local context
of node i.

Then the eXtra hop attention takes the [CLS]
token in each node as a “hub token”, which is to
attend on hub tokens of all other connected nodes
to learn the global context. One layer of eXtra hop
attention can be viewed as a single-hop message
propagation among all the nodes along the edges,

ĥi,0 =
∑

j;ei,j=1

softmaxj(
q̂Ti,0 · k̂j,0√

dk
) · ν̂j,0 (2)

where ei,j = 1 denotes that there is an edge be-
tween the node i and the node j, q̂i,0 denotes the
query vector of the [CLS] token of node i, k̂j,0 and
ν̂j,0 denote the key vector and the value vector of
the [CLS] token of node j, respectively, and

√
dk

denotes the scaling factor.
The local context and the global context are con-

catenated to learn the semantic representation of
all the nodes:

h̃i,0 = Linear([hi,0; ĥi,0]),

h̃i,τ = hi,τ ;∀τ 6= 0.
(3)
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Figure 2: The overview of the architecture of our Topic-Aware Evidence Reasoning and Stance-Aware Aggregation
model (TARSA)

By stacking L layers of the transformer with
the eXtra hop attention which takes the semantic
representation of the previous layer as input, we
learn the semantic representation of evidenceH =
[h̃1, h̃2, · · · , h̃N ] ∈ RN×d from the graph G.

Topic Encoder We extract topics in the fol-
lowing two forms via latent Dirichlet allocation
(LDA) (Blei et al., 2003):
Sentence-level topic representation: Given a claim
c and N pieces of the retrieved evidence E, we
extract latent topic distribution t ∈ RK for each
sentence as the sentence-level topic representation,
where K is the number of topics. More concretely,
we denote tc ∈ RK for claim c and tei ∈ RK
for evidence ei. Each scalar value tk denotes the
contribution of topic k in representing the claim or
evidence.
Global topic information: We extract global topic
information P = [p1,p2, · · · ,pK ] ∈ RK×V from
the topic-word distribution by treating each sen-
tence (i.e., claim or evidence) in corpus D as a
document, where V denotes the vocabulary size.

3.2 Coherence Layer
This section describes how to incorporate the topic
information into our model with two attention com-
ponents.

Coherence-based Topic Attention Based on
the observation as illustrated in Figure 1, we as-

sume that given a claim, the sentences used as
evidence should be topically coherent with each
other and the claim should be topically consistent
with the relevant evidence. Therefore, two kinds of
topical relationship are considered: 1) topical co-
herence among multiple pieces of evidence (TCee);
2) topical consistency between the claim and each
evidence (TCce).

Specifically, to incorporate the topical coherence
among multiple pieces of evidence into our model,
we disregard the order of evidence and treat each
evidence independently. Then we utilize the multi-
head attention (Vaswani et al., 2017) without posi-
tion embedding to generate the new topic represen-
tation of evidence t̂e based on the sentence-level
topic representation te ∈ RN×K of the retrieved
evidence for a given claim.

t̂e = multihead(te) (4)

Moreover, we utilize the co-attention mecha-
nism (Chen and Li, 2020) to weigh each evidence
based on the topic consistency between the claim
and the evidence. Given the sentence-level topic
representation tc for claim and te for the corre-
sponding evidence, the co-attention attends to the
claim and the evidence simultaneously. We first
compute the proximity matrix F ∈ RN ,

F = tanh(tcWlt
T
e ), (5)
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whereWl ∈ RK×K is the learnable weight matrix.
The proximity matrix can be viewed as a trans-
formation from the claim attention space to the
evidence attention space. Then we can predict the
interaction attention by treating F as the feature,

He = tanh
(
Wet

T
e + (Wct

T
c )F

)
, (6)

where We, Wc ∈ Rl×K are the learnable weight
matrices. Finally we can generate a topic similarity
score between the claim and each evidence using
the softmax function,

αe = softmax(wHe), (7)

wherew ∈ R1×l is the learnable weight, αe ∈ RN
is the attention score of each piece of evidence
for the claim. Eventually, the topic representation
A ∈ RN×K can be computed as follows,

A = αe � t̂e, (8)

where � is the dot product operation.

Semantic-Topic Co-attention We weigh each
piece of evidence ei to indicate the importance of
the evidence and infer the claim based on the coher-
ence between the semantic representation and the
global topic information via the co-attention mecha-
nism, which is similar to the coherence-based topic
attention in Section 3.2. More concretely, takingH
and P as input, we compute the proximity matrix
F ∈ RK×N to transform the topic attention space
to the semantic attention space by Eq. (5). As a
result, the attention weights βe ∈ RN of evidence
can be obtained by Eq. (6) and (7). Eventually, the
semantic representation S ∈ RN×d can be updated
via S = βe �H .

3.3 Aggregation Layer

To model the implicit stances of evidence toward
claim, we incorporate the capsule network (Sabour
et al., 2017) into our model. As illustrated in Fig-
ure 2, we concatenate both the semantic representa-
tion S and the topical representationA to form the
low-level evidence capsules ui = [ai; si]|Ni=1 ∈
Rde . Let oj |Mj=1 ∈ Rdo denote the high-level class
capsules, where M denotes the number of classes.
The capsule network models the relationship be-
tween the evidence capsules and the class capsules
by the dynamic routing mechanism (Yang et al.,
2018), which can be viewed as the implicit stances
of each evidence toward three classes.

Formally, let uj|i be the predicted vector from
the evidence capsule ui to the class capsule oj ,

uj|i =Wj,iui (9)

where Wj,i ∈ Rdo×de denotes the transformation
matrix from the evidence capsule ui to the class
capsule oj . Each class capsule aggregates all of the
evidence capsules by a weighted summation over
all corresponding predicted vectors:

oj = g(
N∑
i=1

γjiuj|i), p̂ji = |ui|, (10)

where g is a non-linear squashing function which
limits the length of oj to [0, 1], γji is the coupling
coefficient that determines the probability that the
evidence capsule ui should be coupled with the
class capsule oj . The coupling coefficient is cal-
culated by the unsupervised and iterative dynamic
routing algorithm on original logits bji, which is
summarized in Algorithm 1. We can easily classify
the claim by choosing the class capsule with the
largest ρj via the capsule loss (Sabour et al., 2017).
Moreover, the cross entropy loss is applied on the
evidence capsules to identify whether the evidence
is the ground truth evidence.

Algorithm 1 Dynamic Routing Algorithm
Procedure: Routing(uj|i, p̂ji)
1: Initialize the logit of coupling coefficient bij == 0;
2: for each iteration do
3: For all evidence capsule ui and class oj :

γji = p̂ji · leaky softmax(bji)
4: Update all the class capsules via Eq. (10);
5: For all evidence capsule ui and the class oj :

bji = bji + uj|i · oj

6: end for
7: Return o ∈ RM×do , ρj = |oj |j=1:M

4 Experimental Setting

This section describes the datasets, evaluation met-
rics, baselines, and implementation details in our
experiments.

Datasets We conduct experiments on two pub-
lic fact checking datasets: (1) FEVER (Thorne
et al., 2018) is a large-scale dataset consisting of
185,455 claims along with 5,416,537 Wikipedia
pages from the June 2017 Wikipedia dump. The
ground truth evidence and the label (i.e., “SUP-
PORTS”, “REFUTES” and “NOT ENOUGH INFO
(NEI)”) are also available except in the test set.
(2) UKP Snopes (Hanselowski et al., 2019) is a
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Datasets Train Dev Test Vocabulary size
FEVER 145,449 19,998 19,998 25,753

UKP Snopes 4,659 582 583 2,258

Table 1: Statistics on FEVER and UKP Snopes

mixed-domain dataset along with 16,508 Snopes
pages. To maintain the consistency of two datasets,
we merge the verdicts {false, mostly false}, {true,
mostly true}, {mixture, unproven, undetermined}
as “REFUTES”,“SUPPORTS” and “NEI”, respec-
tively. And we omit all other labels (i.e., legent,
outdated, and miscaptioned) as these instances are
difficult to distinguish. Table 1 presents the statis-
tics of the two datasets.

Evaluation Metrics The official evaluation met-
rics1 for the FEVER dataset are Label Accuracy
(LA) and FEVER score (F-score). LA measures
the accuracy of the predicted label ŷi matching
the ground truth label yi without considering the
retrieved evidence. The FEVER score labels a pre-
diction as correct if the predicted label ŷi is correct
and the retrieved evidence matches at least one
gold-standard evidence, which is a better indicator
to reflect the inference capability of the model. We
use precision, recall, and macro F1 on UKP Snopes
to evaluate the performance.

Baselines The following approaches are em-
ployed as the baselines, including three top
performing models on FEVER1.0 shared task
(UKP Athene (Hanselowski et al., 2018b), UCL
MRG (Yoneda et al., 2018) and UNC NLP (Nie
et al., 2019a)), HAN (Ma et al., 2019), BERT-based
models (SR-MRS (Nie et al., 2019b), BERT Con-
cat (Soleimani et al., 2020) and HESM (Subra-
manian and Lee, 2020)), and graph-based mod-
els (GEAR (Zhou et al., 2019a), Transformer-
XH (Zhao et al., 2020), KGAT (Liu et al., 2020)
and DREAM (Zhong et al., 2020)).

Implementation Details We describe our imple-
mentation details in this section.

Document retrieval takes a claim along with
a collection of documents as the input, then re-
turns N most relevant documents. For the FEVER
dataset, following Hanselowski et al. (2018a), we
adopt the entity linking method since the title of a
Wikipedia page can be viewed as an entity and can
be linked easily with the extracted entities from

1https://github.com/sheffieldnlp/fever-scorer

the claim. For the UKP Snopes dataset, follow-
ing Hanselowski et al. (2019), we adopt the tf-idf
method where the tf-idf similarity between claim
and concatenation of all sentences of each Snopes
page is computed, and then the 5 highest ranked
documents are taken as retrieved documents.

Evidence selection retrieves the related sentences
from retrieved documents in ranking setting. For
the FEVER dataset, we follow the previous method
from Zhao et al. (2020). Taking the concatenation
of claim and each sentence as input, the [CLS] to-
ken representation is learned through BERT which
is then used to learn a ranking score through a lin-
ear layer. The hinge loss is used to optimize the
BERT model. For the UKP Snopes dataset, we
adopt the tf-idf method from Hanselowski et al.
(2019), which achieves the best precision.

Claim verification. During the training phase,
each claim is paired with 5 pieces of evidence, we
set the batch size to 1 and the accumulate step to 8,
the layer L is 3, the head number is 5, the l is 100,
the number of class capsules M is 3, the dimension
of class capsules do is 10, the topic number K
ranges from 25 to 100. In our implementation, the
maximum length of each claim-evidence pair is
130 for both datasets.

5 Experimental Results

In this section, we evaluate our TARSA model in
different aspects. Firstly, we compare the overall
performance between our model and the baselines.
Then we conduct an ablation study to explore the
effectiveness of the topic information and the cap-
sule network structure. Finally, we also explore the
advantages of our model in single-hop and multi-
hop reasoning scenarios.

5.1 Overall Performance

Table 2 and Table 3 report the overall performance
of our model against the baselines for the FEVER
dataset and the UKP Snopes dataset 2. As shown in
Table 2, our model significantly outperforms BERT-
based models on both development and test sets.
However, compared with the graph-based models,

2Note that we did not compare HESM, SR-MES and
DREAM with our model on the UKP Snopes dataset for the
following reasons. HESM requires hyperlinks to construct
the evidence set, which are not available in UKP Snopes; SR-
MRS concatenates query and context as the input to BERT,
which is similar to the BERT Concat model; The composi-
tion of a claim in the UKP Snopes is more complicated than
FEVER, which is more difficult for DERAM to construct a
graph at the semantic level.
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Models
FEVER

Dev Test
LA F-score LA F-score

UKP Athene 68.49 64.74 65.46 61.58
UCL MRG 69.66 65.41 67.62 62.52
UNC NLP 69.72 66.49 68.21 64.21
HAN 72.00 57.10 - -
BERT(base) 73.51 71.38 70.67 68.50
BERT(large) 74.59 72.42 71.86 69.66
BERT Pair 73.30 68.90 69.75 65.18
BERT Concat 73.67 68.89 71.01 65.64
SR-MRS 75.12 70.18 72.56 67.26
HESM(ALBERT Base) 75.77 73.44 73.25 70.06
GEAR 74.84 70.69 71.60 67.10
KGAT(BERT base) 78.02 75.88 72.81 69.40
KGAT(BERT large) 77.91 75.86 73.61 70.24
DREAM 79.16 - 76.85 70.60
Transformer-XH 78.05 74.98 72.39 69.07
our TARSA 81.24 77.96 73.97 70.70

Table 2: Overall performance on the FEVER dataset
(%).

Models UKP Snopes
Precision Recall macro F1

Random baseline 0.333 0.333 0.333
Majority vote 0.170 0.198 0.249
BERTEmb 0.493 0.477 0.485
BERT Concat 0.485 0.474 0.478
GEAR 0.368 0.337 0.352
KGAT 0.493 0.440 0.465
Transformer-XH 0.532 0.529 0.531
ours TARSA 0.611 0.540 0.573

Table 3: Overall performance on the UKP Snopes
dataset.

TARSA outperforms previous systems, GEAR and
KGAT, except DREAM for LA on the test set.
One possible reason is that DREAM constructs
an evidence graph based on the semantic roles of
claim and evidence, which leverages an explicit
graph-level semantic structure built from semantic
roles extracted by Semantic Role Labeling (Shi and
Lin, 2019) in a fine-grained setting. Nevertheless,
TARSA shows superior performance than DREAM
on the FEVER score, which is a more desirable in-
dicator to demonstrate the reasoning capability of
the model. As shown in Table 3, TARSA performs
the best compared with all previous approaches on
the UKP Snopes dataset.

5.2 Effect of Topic Number

Table 4 shows the results of our TARSA model
with different number of topics on the development

#Topic FEVER (%) UKP Snopes
LA F-score P. R. macro F1

25 81.24 77.96 0.560 0.539 0.549
50 80.30 77.13 0.611 0.540 0.573
75 80.62 77.38 0.563 0.564 0.564
100 80.30 77.13 0.592 0.533 0.561

Table 4: Evaluation of TARSA with different number
of topics on FEVER and UKP Snopes.

set of FEVER and UKP Snopes. It can be observed
that the optimal topic number is 25 for FEVER and
50 for UKP Snopes. One possible reason is that
UKP Snopes is retrieved from multiple domains
which includes more diverse categories than those
of FEVER.

5.3 Ablation Study

To further illustrate the effectiveness of the topic
information and the capsule-level aggregation mod-
eling, we perform an ablation study on the devel-
opment set of FEVER.

Effect of Topic Information: We first explore
how the model performance is impacted by the
removal of various topic components. The first
six rows in Table 5 present the label accuracy
(LA) and the FEVER score on the development
set of FEVER after removing various components,
where STI denotes the semantic-topic information
in Section 3.2, TCee denotes the topical coher-
ence among multiple pieces of evidence, TCce de-
notes the topical consistency between the claim
and each piece of evidence. As expected, LA
and the FEVER score decrease consistently with
a gradual removal of various components, which
demonstrates the effectiveness of incorporating
topic information in three aspects. We find that
after all modules are removed, the performance
of TARSA is still nearly 2% higher than our base
model, Transformer-XH, due to the use of the cap-
sule network in TARSA.

Effect of Capsule-level Aggregation: We ex-
plore the effectiveness of the capsule-level aggrega-
tion by comparing it with four different aggregation
methods. The last four rows in Table 5 show the
results of aggregation analysis in the development
set on FEVER. The max pooling, sum, and mean
aggregation consider the learned representations
of evidence as a single matrix, then apply a linear
layer to classify the input claim as SUPPORTS,
REFUTES, or NEI. The attention-based aggrega-
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Models LA F-score
our TARSA 81.24 77.96
-STI 80.62 77.38
-TCee 80.51 77.31
-TCce 80.35 77.16
-TCee - TCce 80.06 76.88
-TCee - TCce - STI 79.93 76.80

Aggregation

max pooling 79.36 76.33
sum 79.60 76.57
mean 79.28 76.19
attention-based 79.52 76.45

Table 5: Ablation analysis in the development set of
FEVER.

Models Single-hop Multi-hop
LA F-score LA F-score

BERT Concat 89.93 84.23 92.74 89.92
GEAR 81.56 76.62 89.21 86.66
KGAT 90.99 85.22 93.73 90.93
Transformer-XH 89.23 83.50 93.39 90.71
our TARSA 91.30 85.48 94.82 92.03

Table 6: Fact verification accuracy on claims that re-
quire Single and Multiple pieces of evidence.

tion method is used in Zhou et al. (2019a), where
the dot-product attention is computed between the
claim and each evidence to weigh them differently.
Finally, our TARSA model aggregates the infor-
mation of all pieces of evidence using the capsule
network, which connects the evidence capsules to
the class capsules in a clustered way. From the re-
sults, our model outperforms all other aggregation
methods.

5.4 Performance on Different Scenarios

Table 6 presents the performance of our model on
single-hop and multi-hop reasoning scenarios on
the FEVER dataset compared with several base-
lines. The single-hop mainly focuses on the denois-
ing ability of the model with the retrieved evidence,
which selects the salient evidence for inference.
The multi-hop mainly emphasizes the relatedness
of different pieces of evidence for the joint reason-
ing, which is a more complex task.

We build the training and testing sets for both
single-hop and multi-hop scenarios based on the
number of gold-standard evidence of a claim. If
more than one gold-standard evidence is required,
then the claim would require multi-hop reasoning.
The instances with the NEI label are removed be-
cause there is no gold-standard evidence matching
this label. The single-hop reasoning set contains

Example: REFUTES
Claim During an interview with the Washing-

ton Post, President Obama stated that
Americans would be better off under
martial law.

Evidence

e1: In a statement appearing in the Wash-
ington Post, United States President Bar-
rack Hussein Obama said Americans
would be better living under martial law.
e2: The Washington Post, a long time
democratic mouth piece and Obama sup-
porter, downplayed the statement by sug-
gesting it was made in jest and that Pres-
ident Obama had been joking around”
with the reporter at the time the state-
ment was made.
e3: A Washington insider, speaking un-
der conditions of anonymity, reveals that
Obama made additional inflammatory
comments not reported by the Washing-
ton Post.
e4: Americans have had their chance to
aspire to be better, to rise to the occasion,
but time and again they fail.
e5: Would tighter restrictions really be
such an imposition?

Table 7: Example of retrieved evidence ranked by the
topical consistency between the claim and each piece
of evidence. The topic words are marked in blue.

78,838 and 9,682 instances for training and testing,
respectively, while the multi-hop reasoning set con-
tains 30,972 and 3,650 instances for training and
testing, respectively. As Table 6 shows, TARSA
outperforms all other baselines on LA by at least
0.31% in the single-hop scenario and 1.09% in
the multi-hop scenario, respectively, which shows
a consistent improvement in both scenarios. In
addition, TARSA is more effective on the multi-
hop scenario as the capsule-level aggregation helps
better aggregate the information of all pieces of
evidence.

5.5 Case Study

Table 7 illustrates an example from the UKP
Snopes dataset which is correctly detected as RE-
FUTES, where the topic words extracted by LDA
are marked in blue. From the table we can observe:
1) the top two pieces of evidence (i.e., e1 and e2)
have higher topical overlap with the claim and also
with each other; 2) the lower two pieces of evi-
dence (i.e., e4 and e5) seem less important because
they are less topically relevant to the claim; 3) for
e3, it is difficult to judge its relevance from either
the topical or the semantic perspective, which is
ambiguous for the identification of the truthfulness
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of the claim.

5.6 Error Analysis
We randomly select 100 incorrectly predicted in-
stances from FEVER and UKP Snopes datasets and
categorize the main errors. The first type of errors
is caused by the quality of topics extracted by LDA.
This is because the average length of sentences in
both datasets is much shorter after removing the
low- and high-frequency tokens, which poses a
challenge for LDA to extract high quality topics
to match the topical consistency between a claim
and each evidence. The second type of errors is
due to the failure of detecting multiple entity men-
tions referring to the same entity. For example, the
claim describes “Go Ask Alice was the real life di-
ary of a teenager girl”, where evidence describes
that “This book is a work of fiction”. The model
fail to understand the relationship between diary
and fiction.

6 Conclusion

We have presented a novel topic-aware evidence
reasoning and stance-aware aggregation model for
fact verification. Our model jointly exploits the
topical consistency and the semantic interaction
to learn evidence representations at the sentence
level. Moreover, we have proposed the use of the
capsule network to model the implicit stances of
evidence toward a claim for a better aggregation of
information encoded in evidence. The results on
two public datasets demonstrate the effectiveness
of our model. In the future, we plan to explore an
iterative reasoning mechanism for more efficient
evidence aggregation for fact checking.
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