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Abstract

Online debate forums provide users a platform
to express their opinions on controversial top-
ics while being exposed to opinions from di-
verse set of viewpoints. Existing work in Nat-
ural Language Processing (NLP) has shown
that linguistic features extracted from the de-
bate text and features encoding the character-
istics of the audience are both critical in per-
suasion studies. In this paper, we aim to fur-
ther investigate the role of discourse structure
of the arguments from online debates in their
persuasiveness. In particular, we use the fac-
tor graph model to obtain features for the argu-
ment structure of debates from an online debat-
ing platform and incorporate these features to
an LSTM-based model to predict the debater
that makes the most convincing arguments.
We find that incorporating argument structure
features play an essential role in achieving the
better predictive performance in assessing the
persuasiveness of the arguments in online de-
bates.

1 Introduction

The increase in availability of online argumentation
platforms has provided opportunity for researchers
to develop computational methods at a larger scale
studying the important factors of persuasiveness
such as the language use (Hidey et al., 2017; Tan
et al., 2016; Zhang et al., 2016), characteristics of
audience (i.e. prior beliefs, demographics) (Dur-
mus and Cardie, 2019a, 2018) and social interac-
tions (Durmus and Cardie, 2019b).

Prior work has showed incorporating argument
structure features is important in assessing the qual-
ity of monological persuasive essays (Klebanov
et al., 2016; Wachsmuth et al., 2016). Hidey et al.
(2017) and Egawa et al. (2019) further collected
annotations for semantic types of argument com-
ponents and studied the relationship between the
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semantic types and persuasiveness of the argu-
ments from online argumentative platform Change-
MyView (CMV) (Tan et al., 2016). CMV consists
of discussion trees where the users interact with
the original poster to change their opinion on a
given topic. Although the discussion trees are of
a high quality since they are monitored by moder-
ators (Tan et al., 2016), they are not as structured
since any user in the subreddit can participate in
the discussions once the original post is posted.
Furthermore, the persuasiveness of the posts in
CMV is evaluated only by the original poster (i.e.
whether they change their stance or not). In this
paper, we aim to investigate the effect of argument
structure in persuasion on online debates. We focus
on debates from DDO corpus (Durmus and Cardie,
2019a) where debaters from two diverging sides of
an issue express their opinions on a controversial
topic in turns since these debates are more struc-
tured and the persuasiveness of the arguments in
debates are evaluated by a larger set of audience.
Moreover, this setup allows us to account for the
audience characteristics when studying the effect
of the argument structure on persuasion.

We first generate argument structure on DDO
dataset (Durmus and Cardie, 2019a) using the
model proposed by Niculae et al. (2017). We then
incorporate the features extracted from argument
structure to an LSTM-based model that encodes
the sequence of turns from two sides (i.e. PRO Vvs.
CON). We compare our results with the baselines
proposed in (Durmus and Cardie, 2018) which ex-
tracts linguistics features from the debate text as
well as features that encode characteristics of the
audience. We find that incorporating argument
structure features achieves significantly better re-
sults than the baselines. Our analysis further shows
that argument structure features encode important
strategies of persuasion, for example, we find that
more convincing arguments are more likely to in-
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Sent No. Debate text Predicted Argument Structure
1 Parents should not send their children to preschool for several
reasons. 1. Policy
2 First and foremost, the year is better spent with a full-time parent.
3 In addition, most children will learn very little at preschool. 2. Value
4 Contrary to claims made by preschool advocates, children are not o VUL
better equipped because of preschool.
] ] e ] 3. Value
5 They may develop social skills and hand painting skills sooner,
however children that miss preschool will quickly catch up before
they finish the first grade. 5. Value

Figure 1: An example of argument structure extracted from the debate text in one round from one side.

clude personal experiences of the debater and ap-
peal to audience emotion.

2 Related Work

Analysis of discourse structure There has been
a lot effort to understand the role of discourse
structure in argumentation. Jiang et al. (2019) ap-
plied RST to essays written by students in K-12
schools and demonstrated its potential to provide
automated feedback for essay quality. Argument
structures, which can be considered as a special
kind of discourse structure, have been widely an-
alyzed in the task of automatic essay scoring and
feedback (Klebanov et al., 2016; Ghosh et al., 2016;
Wachsmuth et al., 2016). Furthermore, Duthie and
Budzynska (2018) has studied the relationship be-
tween ethos, a specific kind of argument unit, and
the dynamics of governments from the UK parlia-
mentary debates. The role of argument structure in
persuasion on online debates is much less explored,
which is the main focus of this paper.

Analysis of Persuasion Prior studies on persua-
sion has mainly focused on understanding the role
of linguistic factors (Petty et al., 1983; Chaiken,
1987; Dillard and Pfau, 2002; Gold et al., 2015).
Besides, the interaction between debaters has
shown to be an important cue in persuasion studies
(Zhang et al., 2016; Tan et al., 2016; Wang et al.,
2017). Luu et al. (2019) further found that the de-
bater’s skill estimated from debate text history is
also predictive of convincing the audience. User
factors are explored in previous papers (Durmus
and Cardie, 2019a, 2018; Longpre et al., 2019),
demonstrating the importance of characteristics
and beliefs of the audience. Furthermore, Potash
and Rumshisky (2017) proposed a recurrent neural
network architecture with attention and annotated

audience favorability to predict the winner of the
debate. Villata et al. (2018) and Benlamine et al.
(2017) studied the correlation of the engagement
index in brain hemispheres with the persuasion
strategies. Argument structures have been used to
understand argumentative strategies in dialogues
and news editorials (Al Khatib et al., 2017; Wang
etal., 2019). A few studies have explored the im-
pact of argument structures in predicting persua-
sion on CMYV dataset based on statistical analysis
of proposition types (Hidey et al., 2017; Egawa
et al., 2019; Morio et al., 2019). In this paper, we
particularly study persuasion in online debates. We
propose novel argument structure features based
on n-grams of the supporting relations in argument
structure graph of the debate text and experiment
with these using both linear and neural models.

3 Dataset

We experiment with DDO dataset (Durmus and
Cardie, 2019a) which includes 77,655 debates cov-
ering 23 different topic categories. Each debate
consists of multiple rounds with each round con-
taining one utterance from the PRO side and one
utterance from the CON side. Besides the text in-
formation for debates, the dataset also contains user
information and votes provided by the audience on
six different criteria of evaluating both the debaters.
We use the criterion “Made more convincing ar-
guments” as an overall signal to study the role of
argument structure in predicting more convincing
arguments.

4 Prediction Task

Task. We aim to predict which side (i.e. PRO vs.
CON) makes more convincing arguments during a
debate, and thus is more persuasive.
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Figure 2: Model for predicting which side makes more convincing arguments

Data preprocessing. We count which side of the
debate gets more votes for the criterion “Made
more convincing arguments”. We eliminate de-
bates if they are tied or the difference in votes is
only 1.! The final dataset contains 2,606 debates.

4.1 Argument structure features

We apply the pre-trained model (Niculae et al.,
2017) on DDO dataset to get the stucture of the
arguments. We select this method since we can
predict argumentative relations and classify propo-
sition type at the same time, while the method pro-
posed by Chakrabarty et al. (2020) mainly focuses
on predicting argumentative relations. Besides, this
model can model argumentative relations that do
not necessarily form a tree structure which is more
suitable to argumentation in the wild comparing to
the models proposed in Stab and Gurevych (2017)
and Peldszus and Stede (2015). We generate ar-
gument structures for the selected 2,606 debates.”
The argument structure model outputs the propo-
sition type for each sentence (i.e. REFERENCE,
TESTIMONY, FACT, VALUE, POLICY) as well as
the supporting relationship between the proposi-
tions. An example of argument structure generated
on the text from one side in one round of the debate
‘Preschool Is A Waste Of Time’ is shown in Figure 1.
We use Amazon Mechanical Turk (AMT) to further

!Since the average number of total votes in one debate is
8, we consider difference of two or more votes as significant.

2Since the model takes relatively long inference time and
performs worse for long debates, we eliminate all the debates
with more than 40 sentences in one round from one side. We
also eliminate debates where one of the debaters forfeit during
the debate.

evaluate the quality of the argument structure on
debates by asking Turkers to classify each argu-
ment from randomly picked 30 debates into five
categories: POLICY, VALUE, FACT, TESTIMONY,
REFERENCE. In total, we get annotations for 1,098
sentences, and each sentence is annotated by two
annotators. We find that around 64% of the output
generated from the pre-trained model is consistent
with either of the annotations from the Turkers.
We then extract three sets of argument structure
features to capture the proposition types and link
between propositions:

Proposition n-gram frequency Similar to
Wachsmuth et al. (2016), we obtain the frequen-
cies of proposition unigrams, bigrams, and trigrams
from the sequence of propositions. For example,
(POLICY,VALUE) and (VALUE,VALUE) bigram fea-
tures in Figure 1 has values 0.25,0.75 respectively.

Link n-gram frequency We extract the n-gram
information from the supporting relations in argu-
ment structure graph. For example, we represent
two propositions connected with a link as a bigram
(i.e @ — b in the graph is represented with bigram
(a,b)).

Graphical representation Rahwan (2008) has
found that there are five common argument struc-
tures in online environment: basic argument, con-
vergent argument, serial argument, divergent ar-
gument, and linked argument. A typical basic
argument is @ — b°, while serial argument is
a — b& b — c. The simplest convergent argument

3a, b, ¢ denotes propositions and a — b denotes the di-
rected link between a and b.
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Pro

Con

[...] One of the quotes I remembered clearly
was, “God will give us whatever we want, as
long as we don’t screw up.” [...] I haven’t

committed genocide or anything bad like that.
But I’ve made my mistakes, and everyone has.

[...] I'm not dead.

[...] If cheating on test made someone happy,
that doesn’t make up for their unfair advan-
tage. [...] Multiple times it is mentioned in
the bible that homosexuality is wrong, it’s a
sin. “You shall not lie with a male as one lies
with a female; it is an abomination.” [...]

Table 1: Example debate “GAY MARRIAGE” that is classified correctly after adding argument structure features.

Model Accuracy
Majority baseline 62.62%
Linguistic+User LR 67.41%
Arg-Struct LR 69.52%
Linguistic+Arg-Struct LR 70.48%
Linguistic+User+Arg-Struct LR 70.44%
Our Model 77.28%
Our Model w/o All Arg-Struct 75.29%
Our Model w/o Proposition N-gram  76.21%
Our Model w/o Link N-gram 76.86%
Our Model w/o Graphical 76.95%

Table 2: Comparison with feature based Logistic Re-
gression (LR). Arg-Struct denotes the argument struc-
ture features.

is in the form of a — b & ¢ — b, and a divergent ar-
gument is in the form of a — b & a — c¢. Similarly,
a linked argument is in the form of a,c — b. We
extract features to represent which of these types
of arguments are used in the text of the debaters.
We further classify the convergent arguments into
two categories — where two propositions support
one proposition (regular convergent argument) and
more than two propositions support one proposi-
tion (multi convergent argument). Similarly, we
classify divergent argument into regular divergent
argument and multi divergent argument.

4.2 Model Architecture

We employ two separate bidirectional LSTM
(Hochreiter and Schmidhuber, 1997) models to en-
code the argument structure features and features
encoding the debate text derived from pre-trained
BERT model (Devlin et al., 2019) as shown in Fig-
ure 2. LSTM modeling the debate text takes BERT
representation (Devlin et al., 2019) while LSTM
encoding argument structure features takes three
set of argument structure features of an utterance
in a round at each time step. Two fully connected
layers with softmax are used to predict the output

probabilities over both of these LSTM models sep-
arately. The model learns weights during training
to combine these probabilities.

5 Experiments and Analysis

We compare our model with the baseline proposed
by Durmus and Cardie (2019a) employing linguis-
tic features and features encoding audience char-
acteristics. The prediction accuracy is evaluated
using 5-fold cross-validation, and the model param-
eters for each split are picked with 3-fold cross-
validation on the training set. As shown in Ta-
ble 2, incorporating argument structure features
to Logistic Regression achieves significantly bet-
ter performance than the baseline with linguistic
and user-based features. LSTM with argument
structure features achieves the best predicive per-
formance since LSTM can better represent context
and the interplay between debaters. We perform
t-test over 10 runs between the model with and
without argument structure features, the p-value is
0.0038, indicating a statistically significant result.
Furthermore, we do ablation over different sets of
argument structure features. The results show that
using the sequential flow of arguments is more ef-
fective than using argumentative relations in our
setting.

We further analyze what type of argument struc-
ture is more correlated with making more convinc-
ing arguments. Comparing the unigram, bigram
and trigram frequencies of the propositions by more
convincing vs. less convincing debaters, we find
that unigram TESTIMONY (p < 0.0001)*, bigram
(VALUE,TESTIMONY) (p < 0.001), and trigram
(VALUE,TESTIMONY,VALUE) (p < 0.0001) appear
more frequently in the more convincing side. This
result suggests that justifying the objective claims
with personal experiences is an effective strategy as
also shown in previous work (Villata et al., 2018).

“The p-values are calculated using the Wilcoxon signed-
rank test.
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Table 1 shows an example that is predicted classi-
fied by the model correctly after adding argument
structure features. We observe that the side refer-
ring to their personal experiences (PRO) is voted as
the side making more convincing arguments. Be-
sides, we find that unigram POLICY (p < 0.0001),
bigram (POLICY,VALUE) (p < 0.005) appear more
frequently in the less convincing side suggesting
that using propositions with type POLICY — which
is used to specify a specific course of action to be
taken — may not be a very effective strategy in on-
line debating. Analyzing the link n-gram frequency
features, we have further found that propositions
with type VALUE from more convincing side are
supported by a FACT (p < 0.05) more often. This
suggests that the more convincing debaters may be
using logos to support their views as also shown
in previous work (Hidey et al., 2017). Finally, we
observe that more convincing side tends to have
more divergent arguments (p = 0.052). Divergent
arguments involves three or more consecutive sen-
tences most of the time. In the case of three consec-
utive sentences, the middle sentence supports both
the other two sentences by giving explanations or
evidence, and serves as a transition between two
similar ideas.

We also look into some examples that are classi-
fied wrong by the model. A typical error is caused
by wrong proposition type classification. For ex-
ample, in the debate “Driving on public roads is
a right not a privilege”, sentences from PRO side
“In addition, in purchasing our vehicles, we have
the right to drive said vehicle.” and “I appreciate
the insight given by my opponent but he/she has
failed to address the issue at hand.” are classified
as “Testimony” wrongly, which makes the model
prefer PRO as the more convincing side. We be-
lieve that incorporating more accurate argument
structure generation models can further improve
the performance on persuasion prediction.

6 Conclusion

In this work, we explore the role of argument struc-
ture in online debate persuasion and find that in-
corporating argument structure features along with
the linguistic features achieves the best predictive
performance models. Moreover, we observe that
argument structure features provide important cues
about effective persuasion strategies in online de-
bates.
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A Appendix

A.1 Argument Structure Features Used

Proposition n-gram frequency When we elimi-
nate proposition bigram and trigram that occur less
than 3% in all training debates, five types of un-
igrams, eight types of bigrams and ten types of
trigrams remain.
Unigram types: policy, value, fact, testimony, ref-
erence.
Bigram types: (value, value), (testimony, value),
(value, testimony), (value, policy), (policy, value),
(fact, value), (value, fact), (testimony, testimony).
Trigram types: (value, value, value), (testimony,
value, value), (value, value, policy), (value, value,
testimony), (value, testimony, value), (fact, value,
value), (policy, value, value), (value, fact, value),
(value, policy, value), (value, value, fact).
Link n-gram frequency When we eliminate all
link bigrams that occur less than 3% of all training
data, four types of link bigrams remain (i.e. (value,
value), (value, policy), (fact, value), (testimony,
value)).
Graphical representation There are 5 types of
features for graphical representation: basic argu-
ment, regular convergent argument, regular diver-
gent argument, multi convergent argument, multi
divergent argument.

In total, the argument structure features are 32-
dimensional.

A.2 Linguistic Features and User Features

The linguistic features and user features we use for
the Logistic Regression based baseline is the same
as the features used by Durmus and Cardie (2019a).
They include hedge words (Tan and Lee, 2016), ev-
idence words (e.g. “according to”), positive words,
negative words, swear words, personal pronouns,
tf-idf, argument lexicon features (Somasundaran
et al., 2007), politeness marks (Danescu-Niculescu-
Mizil et al., 2013), sentiment, connotation (Feng
and Hirst, 2011), subjectivity (Wilson et al., 2005),
modal verbs, type-token ratio (diverse word usage),
and punctuation.

The user features include opinion similarity for
big issues, religious and political ideology match
and persuadability score (how likely a person will
be persuaded) (Longpre et al., 2019).

A.3 BERT Representation Generation

We input the utterance in one round for one debater.
The segment embedding for each word in the utter-
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Instructions X

View full instructions R R
Debate Topic: ${topic}

View tool guide N .
Classification Target Sentence:

Please refer to full instruction. ${sentence}

Classify the type of the following sentence in the debate based on debate topic

Select an option
Policy 1
Value 2
Fact 3
Testimony 4

5

Reference

Figure 3: AMT annotation example

ance is the same, though one utterance will contain
multiple sentences. Due to the maximum sequence
length of 128 tokens of BERT >, which is much
shorter than the average length of utterance in one
round for one debater, we truncate the debate text
input and only preserve the last three sentences® in
each round for each debater. The truncate method
of choosing the first three sentences of the utter-
ance has also been tested, but the performance of
the model was around 3% lower.

A.4 Implementation Details

We use grid search to pick the hyperparameter. For
the model that encodes linguistic information, we
use a one-layer bidirectional LSTM with 768 di-
mension BERT representation input and 32 dimen-
sion hidden states. (We search in [16, 32, 64] for
hidden dimension.) For the model that encodes
argument structure information, we use a one-layer
bidirectional LSTM with 32 dimension argument
features input and 4 dimension hidden states. (We
search in [16, 8, 4] for hidden dimension). We have
a 0.5 dropout rate for both fully connected layers.
Total number of parameters is around 100k. We
use Adagrad (Duchi et al., 2011) with initial learn-
ing rate 0.005 and weight decay 0.01 to optimize
the cross-entropy loss. (We also experiment with
Adam with default setting, Adagrad without weight
decay, learning rate between [0.001, 0.005, 0.01]).
2200 debates are used for training, 200 for valida-
tion and 206 for test set. We use early stopping to
avoid overfitting, the model is trained for around
15 epochs on average. It takes less than 15 minutes
to run the model on a CPU (2.7 GHz Intel Core
i7). To test the stability of our results, we train and
evaluate our model 10 times and take the average

SWe use BERT-base with uncased input as the pretrained
model.

SWe also experimented using more sentences (e.g. last five
sentences) in cases where the sequence length has not been
maxed out has also been tested, but it doesn’t show significant
improvement.

Type # Proposition Consistency
Policy 97 56.70%
Value 834 65.47%
Fact 85 84.71%
Testimony 79 37.97%
Reference 3 33.33%
All 1,098 64.12%

Table 3: Annotation results from Amazon Mechanical
Turker.

accuracy.

A.5 Details on AMT result

Figure 3 shows the screenshot for a typical HIT for
the Turkers. For each HIT, the turkers are given
the debate topic and the sentence to be classified.
They need to choose between 5 categories: Policy,
Value, Fact, Testimony, Reference. The definition
of these proposition types and the corresponding
example are included in the full instruction.

In total, we get annotations for 1,098 sentences
from seventeen annotators. The detailed results are
listed in Table 3. Consistency means the generated
annotations is consistent with either of the anno-
tations from the Turkers. We also compute Inter-
Annotator Agreement (IAA) using Kripendorff’s al-
pha (Krippendorff, 1970). The Kripendorff’s alpha
is 0.2, indicating that annotating argument structure
is still a hard task for Turkers.
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